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Preface 

This report has been written within the SEARCH project (Safety and security assessment of overall I&C 
architectures) in the context of the SAFIR2022 programme (The Finnish Research Programme on Nuclear 
Power Plant Safety 2019–2022). The SEARCH project for year 2021 consisted of several tasks of which 
this report relates to Task 1.4 (I&C security engineering methods and tools) of Work package 1 (Defence-
in-Depth assessment of I&C architectures). The members of Task 1.4 were Jarmo Alanen (VTT), Joonas 
Linnosmaa (VTT), Juha Pärssinen (VTT) and Adrian Kotelba (VTT). The goal of Task 1.4 was to“…try to 
find and study off-the-shelf tools that are specific to cybersecurity analysis, tools that could be utilised in 
cybersecurity threat analysis of nuclear I&C systems… [and] to find established cybersecurity analysis 
methods to be used instead of or as a complement to our STA method.” (An excerpt from the SEARCH 
2022 project plan.)  

The goal of this report is to provide the Nuclear Power Plant (NPP) community with presentation of 
alternatives to carry out security analyses or combined safety and security analyses of NPP 
Instrumentation & Control (I&C) systems. The goal is not to compare the different methods with each other, 
but only to present them. 

Task 1.4 as well as the whole SEARCH project was steered by the SAFIR2022 Reference Group 2 (Plant 
Level Analysis).  

The authors thank Henri Pirinen from Dovre Group for reviewing the earlier version of the report. Since 
that review, the presentation of the STPA-Extension method (Section 3.13) by Eetu Heikkilä (VTT) was 
added. Furthermore, the Pros and Cons sections of the methods were updated, and some grammatical 
errors were corrected. 

This work was funded by the Finnish Research Programme on Nuclear Power Plant Safety 2019–2022 
(SAFIR2022).  

 

Tampere 12.4.2022 
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1. Introduction 

At the same time as operational and information technologies join to permit remote and real-time access 
to plant operating data and control functions, the systems become gradually more vulnerable to cyber-
attacks. Cybersecurity risk assessment and analysis is the root of information protection and cybersecurity 
risk management in companies of all domains. Generally, cybersecurity risk assessment identifies the 
various IT related assets that could be affected by a cyber-attack, identifies various risks that could affect 
them and evaluates their capability to defend the cyber environment of the organization. The cybersecurity 
environment comprises of humans (users), systems components, software, services, processes, and data 
connected directly or indirectly to networks. Goal of the cybersecurity risk management is to prevent and 
mitigate cybersecurity threats and vulnerabilities, thus reducing cybersecurity risks. 

As a part of the risk assessment, a risk analysis, including identification and evaluation of risks, is 
performed. Conducting the cybersecurity risk analysis can be a complex process that requires 
considerable planning, special domain knowledge, and cybersecurity expert guidance. To help the process 
there are a wide range of cybersecurity risk analysis methods and tools available. These assessment 
methods often provide structured and guided ways to assess the strength of attackers (sometimes 
attributed by attacker capabilities, intention, and knowledge), the target system resistance (security 
arrangements classified by the system reachability, structure, and required attack tools) and the impact of 
a successful attack. With help of formal methods, the attacker strength and the system resistance can be 
combined to estimate the probability of a potentially successful attack. The attack probability and impact 
determine the criticality level of a security threat, which is also used to indicate the safety relevance of the 
threat [1]. 

It is important to select a proper analysis method for its purpose. Each one uses a certain approach to 
achieve its goal, requiring certain input material and a level of skill from the users. The selection of the 
method can be done, for example, based on comparisons and surveys done by other security practitioners 
or by the research community. Each survey or comparison is usually based on certain established 
comparison criteria, and can suggest suitable methods for different scenarios, domains, and lifecycle 
phases. This paper tries to contribute to support selecting cybersecurity analysis methods and tools for 
industrial control systems in nuclear domain. We reviewed cybersecurity risk analysis methods using an 
attribute-based template to present the methods in a commensurate manner. Even though not an easy 
target for attacks, as it requires quite specialized knowledge of the installed information technology (IT) 
and operational technology (OT), nuclear power plants (NPP) might be striking targets because of their 
strategic or tactical values. 

The paper is structured as follows: this first chapter explains the motivation and goals of this research 
work. Chapter 2 presents studies and reviews done by other research groups in the recent past. In Chapter 
3, we first present our template for reviewing the most relevant cybersecurity analysis methods for NPP 
instrumentation and control (I&C) systems and then present our review results. Some interesting off-the-
shelf cybersecurity risk analysis tools are reviewed in Chapter 4. Finally, Chapter 5 concludes the paper 
with discussion about the overall findings of the study. 

In this paper, we focus on cybersecurity, not security as a whole, such as physical access to a building. 
Hence whenever we simply write ‘security’, we mean cybersecurity.  
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2. State-of-the-art 

Other research groups have made similar reviews, or surveys, about cybersecurity analysis methods 
and tools. In this chapter, we briefly go through some of the interesting studies by other groups. 
Agrawal [2] made a comparative study of four cybersecurity risk analysis methods, CORAS, CIRA, ISRAM 
and IS (the first two are qualitative methods; the last two are quantitative methods). He presents a table 
which compares these methods with the following attributes: methodology, purpose, input, effort, outcome, 
scalability, pros and cons. They conclude, for instance, that if the IT standards need to be strictly followed, 
CIRA and IS methods are not viable choices, and if the requirement is to get a quantitative risk level 
estimation instead of subjective classification, ISRAM is a suitable candidate. For the comparison, he also 
utilizes the Campbell [3] classification scheme. In another study, Kriaa et al. [4] provides a survey of 
existing approaches to industrial facility design and risk assessment that considers both safety and 
security. They identified over 40 different approaches supporting risk co-analysis and classified them 
according to their place in the system lifecycle. Their interest was particularly the capability to identify and 
treat interdependencies between safety and security.  

From the cybersecurity risk analysis tool point-of-view, there also exists academic studies. For example, 
a recent study by Roldán-Molina et. al [5], where they focused on the evaluation of tools available for risk 
assessment and decision making in the cybersecurity domain. They evaluated 9 tools, Nessus Home, 
Saint8, EyeRetina, GFILanguard, nCIRCLE IP30, Security System Analyzer, OpanVAs, QualusGuard and 
Nexpose. These all are tools connected to a company’s ICT network, and they collect detailed data about 
the infrastructure. These tools utilize cybersecurity metrics, standards, protocols, and strategies to identify, 
understand and anticipate potential cybersecurity threats. Most of the tools use Common Vulnerability 
Scoring System (CVSS) standard for their metrics. 

In safety critical systems, poor cybersecurity is one potential source of safety incidents. Hence it is 
advisable to carry out safety and security co-analysis, either by using a uniform risk analysis method or by 
integrating the separate safety and security risk analyses processes in one way or the other; an example 
of the former is the FMVEA method [6] and the unified security and safety risk assessment procedure by 
Chen et al.[7], and of the latter the hybrid risk assessment information ontology by Alanen et al. [8] and 
the UFoI-E method by Guzman et al. [9]. Kavallieratos et al. [10] carried out a comprehensive survey to 
compare 68 different safety and security co-analysis methods. They evaluated the methods against a list 
of attributes and characteristics that describe the properties of each method in a comparable manner; the 
comparison criteria by Kavallieratos et al. [10] are listed below: 

 type of joint analysis: unified vs separated but integrated 

 modelling type: graphical vs formal, or both 

 based on safety / security standards and utilizes them: Yes vs No 

 application domain: CBS and/or Internet-Of-Things (IoT) and/or automotive and/or control systems 

 approach: quantitative vs qualitative 

 ensures: safety vs security or both 

 lifecycle: requirements capture and/or risk analysis and/or generic (any phase) 

 involved stakeholders: safety experts and/or security experts and/or developers and/or designers 
and/or user or system experts. 

 applies systematic and structured process: Yes vs No 

 scales well: Yes vs No 
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 stimulates creativity among stakeholders: Yes vs No 

 provides models and other to augment communication between different stakeholders: Yes vs No 

 facilitates identification and analysis of conflicts between safety and security goals: Yes vs No 

 software tool to apply the method exists: Yes vs No.   

The comparison criteria above also provide a good set of selection criteria for a company to establish 
safety and security risk co-analysis methods. Kavallieratos et al. [10] found that despite the fact that the 
proposition of safety and security co-analysis has been studied for decades, there still are open issues to 
be studied and solved. They mention the following topics needing further studies and development: 

 resolving conflicting results from safety and security risk analysis should be supported better; 

 a standard, application independent, methodology for safety and security co-analysis should be 
provided; 

 evaluation and validation of the developed methods should be done more diligently and against 
comparable criteria; 

 to support industry to apply the existing safety and security standards in context of safety and security 
co-analysis, the standards should be revised to resolve ambiguities between them; 

 a wider range of application domains should be covered; currently transportation domains seem to be 
best supported; 

 the risk analysis methods should better cope with the dynamic nature of Cyber-Physical Systems 
(CPS); 

 the methods should provide the advantages of both graphical (and qualitative) and formal (and 
quantitative) modelling; 

 the methods should be more holistic to cover the human aspects and ecosystem of the sociotechnical 
CPS. [10] 

Based on this observation by Kavallieratos et al. [10] we can state that there is no single method to 
optimally satisfy all the expectations for an effective, easy to use, and cost effective safety and security 
co-analysis. In the next chapter, Chapter 3, we will present some interesting safety and security co-analysis 
and security analysis methods for safety critical industrial control systems, especially for nuclear power 
plant I&C systems. 
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3. Cybersecurity analysis methods for ICS 

During the study, we interviewed Finnish nuclear industry stakeholders about their current practices and 
future wishes but did not get much input for the selection process, simply due to confidentiality reasons. 
Hence, through an extensive search, we selected methods that we foresee, based on expert1 judgement, 
to be applicable and straightforward to implement for cybersecurity risk analyses of NPP I&C systems. We 
have included in the review such methods that support safety and security risks co-analysis, but also 
methods that are intended solely for cybersecurity risk analysis.  The initial literature search included some 
tens of possibly interesting methods, from which we selected the most suitable ones to be included in this 
paper. 

The reviewed methods are: 

 FMVEA (Section 3.2) 

 Methodology for vulnerability assessment using Attack Trees (Section  3.3) 

 Risk and vulnerability analysis by Aven (Section 3.4) 

 Integrating cybersecurity into LOPA (Section 3.5) 

 STA (Section 3.6) 

 Cyber PHA (Section 3.7) 

 STRIDE and DREAD (Section 3.8) 

 UFoI-E (Section 3.9) 

 CCE, Consequence-driven, Cyber-informed Engineering (Section 3.10) 

 Cyber Security Argument Graph (Section 3.11) 

 PRISM (Section 3.12) 

 STPA-Extension (Section 3.13). 

We reviewed the methods using a template, which is presented below in Section 3.1. 

3.1 Template for the study 

To make the review of each cybersecurity risk analysis methods commensurate with each other, we 
created a structured template to guide the review and to report the results. The template is presented 
below in Table 1.  

 
 

1 The expertise is based on long experience with both safety and security risk analysis methods and practical risk analysis 
work, and on our long history with Nuclear I&C systems research. 
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Table 1. Template to study and review the cybersecurity risk analysis methods. 

Guideword / Title 
of the sub-section 

Topics to consider, study and report 

Description A short description of the risk analysis method such that it does not address 
the details that are described in the later chapters 

Scope Purpose and scope of the risk analysis method; in which life cycle stage of the 
system-under-analysis the method is planned to be used 

Analysis method 
characteristics 

Is the method bottom-up or top-down method; is it systematic; is it based on 
guideword lists, such as threat and vulnerability type lists or to observed 
threats and vulnerabilities; is the method mathematically formal; is it qualitative 
or quantitative or both 

Maturity Is the method proven in use or otherwise mature enough to be trusted in NPP:s 

Standard based Is the method based on a standard; is the method published as a standard 

Applicability Is the method only academic or is it used in industry; where used; is it suitable 
to nuclear industry 

Software tool 
availability 

Are there tools available to carry out analysis based on the method; is it is easy 
to carry out a risk analysis according to the method by using standard tools, 
such as a spreadsheet tool 

Future prospects Is the method still living (what is the latest reference); future plans as written in 
the corresponding literature; our estimation about the future 

Pros and cons What are the pros and cons the author of the method considers, or others see, 
or we see 

Some of the attributes and characteristics by Kavallieratos et al. [10], presented in Chapter 2, are 
somewhat overlapping with our template in Table 1, but our template is more targeted for structuring the 
presentation of the methods, and is thus not as formal as the study by Kavallieratos et al. [10], which is 
targeted for systematic comparison of the methods. 

3.2 FMVEA 

3.2.1 Description 

FMVEA (Failure Modes and Vulnerabilities Effect Analysis) [6] is a safety and security analysis method 
based on the traditional Failure Mode, Effects and Criticality Analysis (FMECA) [11] and on the STRIDE 
threat model [12]. It interprets the FMECA cause-effect chain, failure cause ‒ failure mode ‒ failure effect 
‒ failure severity & failure probability ‒ failure criticality, to corresponding security threat cause-effect chain 
as follows: vulnerabilities ‒ threat agent ‒ threat mode ‒ threat effect ‒ attack severity & probability ‒ threat 
criticality. The main distinctive difference in the cause-effect chains is the introduction of ‘threat agent’ in 
the threat chain. The rationale for the ‘threat agent’ factor is trivial: for failures, there is no active, intelligent, 
agent that deliberately causes the failure mode, whereas the security threat modes are always triggered 
by a threat agent, i.e., an attacker, that exploits the vulnerabilities of the system. Another difference 
between the FMVEA safety and security analyses is in the evaluation of the probability of the threat mode. 
Again, the difference is caused by the deliberate nature of the security threat modes. The threat probability 
is a sum of threat agent properties ‘motivation’ and ‘capabilities’ and system susceptibility properties 
‘reachability’ and ‘unusualness’; in FMECA, the probability is simply given as a probability of occurrence 
(which can in some cases be calculated from the failure rates) or as a combination of the probability of 
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occurrence of the failure modes and the probability to be able to identify and eliminate the failure before it 
propagates to a harm.  

To provide a view of the system under analysis for FMVEA, a functional analysis is done. As a result of 
the functional analysis, both the system functions (a functional break-down structure) and the system 
elements (components and/or sub-systems) and their interconnections are identified, and allocation of the 
system functions onto the system elements is showed up. Thereafter the effects of the failure modes and 
threat modes to the function(s) of each system element separately is analysed. 

3.2.2 Scope 

FMVEA is aimed for industrial software intensive control systems, including complex mission critical 
systems. Its objective is to provide an equal method to identify both safety and security threats and to 
assess their criticality. Hence FMVEA is a system analysis tool to make decisions about the system design, 
but it can also be used as a conformity assessment tool to verify and validate the design. Schmittner et al. 
[6] express the scope of FMVEA as follows: “…FMVEA is best suited for a qualitative high-level analysis 
of a system in the early design phases.” 

3.2.3 Analysis method characteristics 

FMVEA is based on FMEA, which is a systematic, bottom-up, analysis method, based on systematic list 
of system elements failure modes, the effects and criticality of which are systematically assessed by the 
analysis team. Compared to a typical FMEA analysis flow, an additional aspect, namely ‘threat agent’ 
(attacker), has to be considered during the analysis of security threats. 

Although the attack probabilities are counted as a sum of four attack properties, attacker motivation (1-3), 
attacker capabilities (1-3), system reachability (1-3) and system unusualness (1-3), FMVEA is qualitative 
in nature, not quantitative, despite the claim by Schmittner et al. [6] that the probability assessment of 
FMVEA is semi-quantitative. The values 1-3 of the attack properties have no correspondence to any real-
world observance or assumption (such as statistical probabilities); the property values could as well be 
manifested with any values or even letters or words.  

For the identification of the threat modes, STRIDE [12] threat model is used. 

3.2.4 Maturity 

Although FMVEA is rather new (Schmittner et al. paper [6] is from 2014), the method can be considered 
mature due to the fact that it is heavily based on the very mature FMEA, which is standardised by IEC 
60812 [11]. 

3.2.5 Standard based 

As FMVEA is based on traditional FMEA, it is from that sense based on IEC 60812 [11] (Schmittner et al. 
[6] refer to the standard). On the other hand, the FMVEA method as a whole ‒ with all the security threat 
analysis related additions ‒ is not based on any standard. In fact, Schmittner et al. [6] claim that there is 
no standard which “considers both safety and security equally”. 
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3.2.6 Applicability 

Like FMEA, FMVEA is a general-purpose method and fits therefore for any kind of safety and security 
critical systems, including NPP I&C systems. The developers of the method apply the method for safety 
and security analysis of intelligent and cooperative vehicles in [13] and of railways systems in [14]. 
Currently there is no reference about further industrial use, but it does not mean that it is not used by 
industrial companies; they typically keep the security control activities secret. Despite the academic origin 
of the FMVEA method, the fact that it is based on the industry proven FMEA makes it well applicable to 
safety and cybersecurity risk analysis of industrial systems. 

3.2.7 Software tool availability 

Like FMEA, FMVEA can be carried out using a simple spreadsheet table. Hence it is not expected that a 
dedicated SW tool will emerge, although a tool with dynamic selection lists for failure and threat modes, 
vulnerabilities etc. would facilitate the analysis work a lot; lists of vulnerabilities could, for example, be 
retrieved from the CWE (Common Weakness Enumeration) vulnerability lists [15] hosted by CWE 
Community (which is hosted by MITRE Corporation). 

3.2.8 Future prospects 

In [13], Schmittner et al. plan to extend the FMVEA method to model and analyse multi-stage attacks. 
They also plan to go beyond the STRIDE generic threat mode catalogue to build a catalogue of more 
specific threat modes such that various industrial domains are covered, especially cyber-physical and 
intelligent systems. 

Dobaj et al. [1] (Schmittner also included), in 2019, published a paper in which they wrote about combining 
several popular security risk assessment methods (FMVEA, SAHARA, FAIR and Diamond model of 
intrusion analysis) as an effort towards “integrated quantitative security and safety risk assessment”. They 
want to map the classifiers described by the two integrated risk analysis methods SAHARA and FMVEA, 
into the diamond model that has its origin in the field of security incident analysis. 

3.2.9 Pros and cons 

FMVEA provides an integrated analysis method for safety and security. Since FMVEA inherits the analysis 
practise from FMEA, it is easy to adopt by anyone familiar with FMEA (which is easy to adopt). FMVEA is 
a systematic method. 

FMVEA, as well as FMEA, does not identify hazards caused by several causes; hence more complex 
attack modes cannot be identified with the method [6]. Therefore, Schmittner et al. [6] considers FTA with 
attack trees (such as [16]) as a complement to FMVEA to discover complex attack modes. Furthermore, 
Peischel et al. [17] compare FMVEA with analysis based on attack patterns of misuse cases. The 
comparison was done in a student experiment to let the students try both methods to identify security risks 
of a web application. The result of the experiment was that the method with attack patterns of misuse 
cases provided a better set of security test cases that also more comprehensively covered the security 
requirements. 
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3.3 Attack trees 

3.3.1 Description 

Attack trees are a well-known method for modelling attack scenarios and evaluating the security level of 
systems. They are considered an extension from their safety counterpart, the fault trees. While both are 
more used in their respective disciplines, they can also be combined to support a hybrid analysis, for 
example as presented by Steiner and Liggesmeyer in [16], in which component fault tree (another 
extension of fault trees) are extended by attack trees, which model attacks that can cause security events 
in the fault tree. 

A formal way to carry out attack tree analysis in combination with fault tree analysis is to use BDMP 
(Boolean logic Driven Markov Processes) modelling formalism introduced by [18] and applied to security 
threat modelling by [19] and developed for combined safety and security analysis by [20]. BDMP combines 
traditional fault-trees with Markov models to take advantage of the modelling easiness of fault-trees and 
modelling power of Markov models, especially dynamic modelling, which allows taking into account 
component dependencies [18]. EDF company has developed tools to support BDMP based analysis. The 
tool to create BDMP models and quantitatively analyse the probabilities of the top event scenarios is called 
KB3 platform [19,20]. Commercial availability of KB3 could not be verified, but at least a demo version is 
available [21]. Another formal method to carry out safety and security related fault tree analysis is 
presented by Roth & Liggesmeyer [22]. They present a method to amplify the state/event fault trees 
(SEFTs) [23] with security aspects (i.e. attacker model) to treat safety and security equally in a single, 
uniform process. 

Another method utilizing attack tree is described by Ten et al. [24–26]. They propose an analytical method 
to measure a probability, what they call ‘vulnerability index’, of a potential cybersecurity intrusion scenario 
to an interconnected system. Their method uses attack trees to calculate the currently most vulnerable 
component of a system based on the selected intrusion scenario and the related attack vectors (a.k.a. 
leaves). It also gives an overall vulnerability index for the whole system against the selected intrusion 
scenario. 

As Schmittner et al. [6] suggest, FMVEA could be complemented by attack trees (such as [15]) to discover 
complex attack modes.  

3.3.2 Scope 

Bruce Schneier [27], in the year 1999, presented the attack trees for modelling the security of a system by 
considering a security breach as an attack goal and describing it with a set of events that lead to the goal 
in a combinatorial way. Since then, attack trees have become a widespread technique of mathematically 
and visually representing the sequence of events that lead to a successful cybersecurity attack. Attack 
trees can be applied basically in any domain which has to deal with cybersecurity vulnerabilities. Attack 
trees are aimed to assess the probability of an attacker accomplishing an adversary action and harming 
the system in some way. 

3.3.3 Analysis method characteristics 

According to [28], attack trees can be considered as a somewhat systematic top-down way of 
characterizing diverse system threats, with intuitive representation of possible attack and possibility of 
formal mathematical frameworks for analysing them both in qualitative and quantitative manner. These 
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trees can provide a formal method to describe how varying attacks, modelled as leaf nodes of the tree, 
harm the overall security property of a system. This property is modelled as the root node of the tree, 
connected via logical gates with its leaves. 

For example, for the method by Ten et al. [24] three parameter (called conditions) values are needed (the 
paper guides how to determine these a numerical value based on a selection list): 

 evidence (or lack of) of attempted intrusion, 

 technological countermeasures, 

 password policy enforcement. 

The usefulness of the methods seems to heavily lean on a prior information about the parameters above. 
List of intruder scenarios and security vulnerabilities (leaves of the attack tree) are also needed to calculate 
the probabilities from the attack tree. The paper does not mention any systematic ways to find these.  

3.3.4 Maturity 

Attack trees have been used for decades in research and industry. However, there is little empirical or 
comparative research which evaluates the effectiveness of these methods, according to [29]. 

3.3.5 Standard based 

Lallie et al. [29] studied in their review paper, that even despite their popularity, there is no standardised 
way of represent an attack graph with a visual syntax configuration, and they found more than seventy 
different configurations described by the literature, where each of which presents attributes such as 
preconditions and exploits in a different way. They conclude that their survey demonstrates that there is 
no standard method of representing attack graphs or attack trees and that more research is needed to 
standardise the representation. 

3.3.6 Applicability 

Attack tree is a general method for modelling threats against basically any system and describing the 
security arrangements of the system, against such attacks. Based on literature, they have been used in a 
variety of applications during the years, including industrial control systems (e.g., in [30]), even safety 
critical I&C systems and nuclear domain (e.g., in [31,32]). Thus, they are also applicable in our focus. 

3.3.7 Software tool availability 

The attack tree method itself, in general, can be quite simple and be done with basic tools. However, if the 
attack trees are large (as with complex system they usually are), the calculation of the different probabilities 
takes a lot of effort and will need some computing software to be effective, especially if it is developed into 
an optimization problem to solve the pivotal leaves for security improvements to avoid exhaustive manual 
search. Tool support is available, both commercial (such as Secur/Tree by Amenaza, AttackTree by 
Isograph and ATA by ENCO) and open source (such as ADTool by Cornell University and SeaMonster by 
the SeaMonster SourceForge project) (usually Eclipse-based). 
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3.3.8 Future prospects 

The research topic of attack trees is active and is foreseen to continue in the future as well, just during the 
year 2021 there have been hundreds of new research papers published regarding attack trees. They are 
under extensive research and development activities by wide range of research groups, examples of the 
latest ones are e.g., in [29,33] 

3.3.9 Pros and cons 

Attack tree is one of the most used model for information security assessment, relatively intuitive and 
simple to learn, while still having formalized basis and quantitative analysis means [28] for cybersecurity 
vulnerability assessment to find out the most obvious and vulnerable access points for attacks. Attack 
trees are illustrative and describe well the effect of multiple causes. 

In practical industrial applications, attack trees largely remain a tedious and error-prone exercise with 
noticeable time investment for the tree design and analysis [28]. They also often do not cover the temporal 
aspects of the attacks, i.e., in which sequence the attack leaves are penetrated in the scenario.  

List of intruder scenarios and security vulnerabilities (leaves of the attack tree) are also needed to calculate 
the probabilities of security events from the attack tree, but the acquisition of input data can be difficult and 
tedious [28]. This is quite a well-known problem regarding the trees. Another analysis before Attack trees 
may be needed. 

The method guides as how to calculate the final probabilities with the help of formed attack tree. 
Formulating the wanted tree layout is also left for the user to decide, which is another current weak spot 
of the trees, the absence of empirically founded best practices for designing the tree [28]. 

3.4 Risk and vulnerability analysis by Aven 

3.4.1 Description 

In his paper [34], Aven defines a combined safety and security analysis method that focuses on uncertainty 
analysis of the assumed consequences of hazards and threats. The method is based on assessing the 
probability of attacks based on uncertainties of the real observable quantities related to a potential attack. 
The flow of the analysis method goes as follows: 

 Identify the system or service under analysis, its functional and performance requirements; the relevant 
performance measures produce the observable quantities, the uncertainties of which will affect the 
determination of the risk probability factor. This step makes it possible to identify the vulnerabilities of 
the system or service under analysis. 

 Identify the relevant security threats and safety hazards and their causes (the threat and hazard 
scenarios); analysis methods such as HAZOP and FMECA can consulted to facilitate the identification. 

 Perform an uncertainty analysis to assess the uncertainty of the determined risk probability. 

 Perform consequence analysis such that the uncertainties quantified in the previous step are 
considered; analysis methods such as ETA and FTA can be utilised here supported by vulnerability 
check lists (which are also relevant to the uncertainty analysis); consequence analysis can utilise the 
risk classification scheme developed by Klinke and Renn [35] and modified by Kristensen et al. [36], 
where the consequences are characterised by eight categories to broaden the consequence analysis 
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to go beyond the typical consequence analysis in which simply the impacts to costs, income, production 
volumes, deliveries, loss of lives, etc. are determined. 

 Describe the identified risks and vulnerabilities summarising the results of the analysis phases and 
providing the overall risk assessment results with the classification of the risk level, which can be 
determined by diverse ways, e.g., using traditional consequence – probability matrix or using a 
consequence – uncertainty matrix; note that uncertainty is not same as improbability (i.e., 1 - 
probability), but reflects the uncertainty of the probability of the determined consequence. 

3.4.2 Scope 

The risk analysis method by Aven [34] is developed for critical infrastructure systems, such as electrical 
grids to provide decisions support. Hence it falls into the category of system analysis methods, not 
determination methods to provide evidence for the conformity assessment. 

3.4.3 Analysis method characteristics 

The analysis method is more of a bottom-up method (mentions, for example, FMECA, HAZOP and ETA), 
but mentions fault trees as a method to identify possible scenarios that lead to the identified events 
(hazards and threats); fault tree (FTA) is a top-down analysis method. The analysis method uses a list of 
conceptual vulnerability attributes by [37] with which the actual vulnerabilities for the system under analysis 
can be identified. The method is characterised by emphasizing the uncertainties of the observable 
quantities that have been used to determine the probability of the negative impact (i.e., the top 
consequence).  

3.4.4 Maturity 

Aven’s risk analysis framework uses (or can use) mature analysis methods, such as FMECA, HAZOP, 
FTA and ETA, to identify hazards and threats and to analyse their consequences. From that perspective 
it has mature elements, but the uncertainty analysis is not so well known in industry. Also using the list of 
conceptual vulnerability attributes by [37] and the risk classification scheme by Klinke and Renn [35] (and 
modified by Kristensen et al. [36]) would require some learning period from a typical safety engineer prior 
to productive risk assessments. 

3.4.5 Standard based 

The analysis framework is not directly based on a standard, but applies standardised analysis methods, 
such as FMECA, HAZOP, FTA and ETA. 

3.4.6 Applicability 

The author of the risk analysis framework, Terje Aven, is from the University of Stavanger. Hence the 
method can be considered to have an academic origin, but with clear industrial goal, especially in 
infrastructure systems, such as electrical grids. Thus, its applicability to nuclear power plant is good, 
especially due to the profound vulnerability analysis and assessment of the uncertainties of the estimated 
probabilities of negative impacts. 
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3.4.7 Software tool availability 

There is no hint about availability of software tools that fully implement the Aven’s risk analysis framework, 
but the framework can use commercial FMECA, HAZOP, FTA and ETA tools, and typical office software 
applications, in its various phases. 

3.4.8 Future prospects 

No plans for Aven’s method could be found. Even though Aven’s method was published in 2006 there still 
is no hint of wider industrial acceptance; this makes us assume that the method is not developing nor 
spreading well. 

3.4.9 Pros and cons 

The Aven’s method considers several aspects and integrates multiple analysis methods. Partly due to that, 
the method is somewhat complex, laborious, and difficult to describe and learn for a typical safety engineer, 
especially due to the uncertainty analysis. But on the other hand, attacks to infrastructure systems and 
their consequences are complex and are prone to compromise national security. Hence there is a good 
motivation to learn a more complex analysis method. 

3.5 Integrating cybersecurity into LOPA 

3.5.1 Description 

In their article, Cormier & Ng [38] introduce a method for integrating cybersecurity vulnerability analysis as 
a part of Layers of Protection Analysis (LOPA), to systemically evaluate and monitor process control 
networks and the instrumented safeguards to identify potential weaknesses and to ensure the safeguards 
against cyber threats. Similar study for integrating cybersecurity into LOPA has been also done in a very 
recent article by Tantawi et al. [39], they call their method Cyber LOPA (CLOPA). 

LOPA as a method itself is a generic risk analysis technique that provides estimates for event likelihoods 
along various points throughout the incident scenario. So, in a sense, adding security analysis as a part of 
LOPA is not a new idea. 

3.5.2 Scope 

The scope of the method is in process plants and control networks. In their paper, Cormier & Ng argue 
that traditional, currently widely used, safety hazard and risk analysis methods could and should be further 
adapted to identify and assess vulnerabilities of process plants against cyber-attacks. 

For example, in a process plant, LOPA is usually performed after the Process Hazard Analysis (PHA) or 
Hazard and Operability study (HAZOP), in which the PHA or HAZOP teams have identified some scenarios 
requiring further analysis to make sure risk are manageable. Now, in this closer, more careful assessment, 
LOPA team might also include security experts to consider possible cyber-attacks in the scenarios and the 
evaluate the existing cybersecurity safeguards of the system under analyses. 
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Furthermore, they also suggest that integrating cybersecurity more closely together with the other 
elements of process safety management (PSM) (apart from safety analyses), could make process industry 
more resilient against both traditional and cyber threats. 

3.5.3 Analysis method characteristics 

According to authors of [38], the security LOPA can be considered as a semi-quantitative, bottom-up 
analysis. In addition to the interesting possibly hazardous scenarios, it requires certain other information 
to be available for conducting the analysis. Severity of consequences in terms of multiple impact categories 
are needed, as well as the likelihoods of different initiating events of cyber-attacks and availabilities of 
existing Independent Protection Layers (IPL) to determine the overall expected risk, which is then 
assessed using company’s own risk acceptance criteria. The paper itself does not guide where these lists 
or values might be attained. 

3.5.4 Maturity 

Layer of Protection Analysis (LOPA) is a mature method, with plenty of guidance and consultancy 
available. According to [40] the use of LOPA started in the chemical process industry already in the late 
1990s. Since then, it has become one the many analysis methods available for assessing a given scenario 
to determine if the risks involved are acceptable. An order of magnitude technique is used to evaluate the 
adequacy of existing or proposed layers of protection against known hazards. 

The use of LOPA for cybersecurity analysis is much newer idea in the light of scientific publications. The 
Cormier & Ng article [38] referenced in this paper is new, from 2020, and has only 2 citations and only 
work as an overview to the principles of security LOPA; it is clearly not a guide as to how to conduct the 
assessment. There is no evidence that the method presented has been used for industrial case, the 
example in the paper seems to be fictitious.  

3.5.5 Standard based 

Usually using LOPA is connected to the safety standard IEC 61511, which itself does not specify LOPA, 
but LOPA is a very common method to fulfil the analysis requirements of the standard. However, there is 
not yet any such strong connections to standards from the security point-of-view to using LOPA as an 
analysis method for evaluating security safeguards. 

3.5.6 Applicability 

We see security LOPA applicable to industrial cases; the method is based on LOPA method already much 
used in the process industry. However, the paper by Cormier & Ng is quite a brief introduction to the 
ideology of their method and requires thus more in-depth treatment with practical examples and methods 
of integration; it seems that is left for the readers to do. 

3.5.7 Software tool availability 

The papers [38,39] do not hint at any readily available tools to conduct specifically the security related 
LOPA. However, there are varied models or templates available for conducting the traditional LOPA, and 
it should not be a big issue using these tools also to perform security related LOPA. 
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3.5.8 Future prospects 

Previously, in 2018, Cormier & Ng (the authors of the method discussed here) have published another 
paper [41], in which they consider PHA and HAZOP from the security point-of-view. It seems like LOPA is 
one of those quite many risk analysis methods, which are getting the treatment of being more and more 
influenced by cybersecurity aspects, as security risks are growing. It is likely that this trend is going to 
continue in the future with LOPA as well.  

3.5.9 Pros and cons 

As the authors of the method consider, traditional hazard and risk analysis methods should be adapted to 
identify and assess vulnerabilities of process plants against cyberattacks. Using already existing methods 
and concepts such as IPLs (Independent Protection Layer) and SILs (Safety Integrity Level) it might be 
easier for cybersecurity to become more tightly knit as a part of the already existing risk management and 
Process Safety Management (PSM) elements of the company. Nevertheless, the security SL (Security 
Level) concept used by IEC 62443-3-2 [42] is not mentioned. 

The method systemically evaluates and monitors process control networks and the instrumented 
safeguards to identify potential weaknesses (vulnerabilities) and to ensure the safeguards against cyber 
threats. All safeguards are considered. 

As said, the idea of combining security as part of safety LOPA is good, and we, the authors of the paper, 
fully agree that safety and security assessment cannot be carried out independently. However, the 
methods presented here still needs further treatment to be fully useable. Other analyses are needed to 
identify all the relevant threats. 

3.6 STA 

3.6.1 Description 

Security Threat Analysis (STA) method is developed by VTT [8]. It resembles HAZOP (Hazard and 
Operability study), or guideline based PHA (Preliminary Hazard Analysis) but is aimed at cybersecurity 
risk analysis. 

STA does not require a certain risk assessment procedure to be followed, but STA is data driven in the 
sense that it exactly specifies the information items (and their relations) related to a risk assessment task. 
Nevertheless, the risk analysis is expected to be started either by using a list of the vulnerability types or 
threat types as guidewords to identify the system specific cybersecurity threats. 

3.6.2 Scope 

STA is targeted to be used in cybersecurity risk assessments of I&C (Instrumentation and Control) system 
in early design phase, i.e., the phase ZCR-2 (Perform an initial cyber security risk assessment) of IEC 
62443-3-2 [42], but is expected to be applicable in the phase ZCR-5 (Perform a detailed cyber security 
risk assessment), too. The initial target has been NPP I&C systems, but STA is not restricted to nuclear 
domain; machinery automation, for example, is another suitable domain for STA. 
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3.6.3 Analysis method characteristics 

STA is based on a pre-defined lists of vulnerability types according to NIST SP 800-30 [43] and threat 
types according to ISO/IEC 27005 [44] that are used as the guidewords to identify the system specific 
cybersecurity threats. The demonstrations of STA apply the risk matrices of Annex B of IEC 62443-3-2 
[42], but any risk estimation method is allowed to determine the level of an identified risk. 

If a risk analysis is started from vulnerabilities, STA can be regarded as a bottom-up method, but if started 
from threat types, STA is neither bottom-up nor top-down method but starts from the middle of the harm 
scenario identifying causes to the bottom direction and consequences to the top direction. 

3.6.4 Maturity 

The method is new. It is tested only in one artificial NPP I&C case [8] and in one real world machinery 
automation case (not published). The method is thus immature, but due to its similarities with HAZOP and 
PHA, it inherits some maturity from the safety risk analysis practices. 

3.6.5 Standard based 

STA exploits the standards, IEC 62443-3-2 [42] and NIST SP 800-30 [43], ISO/IEC 27005 [44] as 
explained above in sections 3.6.2 and 3.6.3, but is not claimed to be standards compliant. 

3.6.6 Applicability 

Although Section 3.6.4 mentions two application domains, NPP I&C and machinery automation, STA has 
the same broad application field as that of IEC 62443-3-2 [42], i.e., any type of industrial automation and 
control system. Although STA has been created by a research institute, it has been presented in a way 
that makes it easy to adopt by security engineers of industrial companies. 

3.6.7 Software tool availability 

There are no specific commercial STA software tools available. The two demonstrations mentioned in 
3.6.4 apply Polarion REQUIREMENTS (the NPP I&C case) and a proprietary database-based tool by the 
machinery automation company. STA can be implemented onto any platform that provides a structured 
way to store information such that the relations between the information items support traceability features, 
such as impact analysis (i.e., it provides suspect indication of the related information items if an information 
item is updated). 

3.6.8 Future prospects 

According to [8], in future, STA method is planned to be tested relating to the scalability and 
exhaustiveness of the method, and to automatic generation of risk assessment documentation, and to 
implementing STA with other off-the-shelf tools. 

3.6.9 Pros and cons 

STA is a very new method with very thin experience, for example, about its exhaustiveness. Nevertheless, 
STA considers well and systematically vulnerabilities and threats. It is scalable. Its advantage is that it 
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resembles safety analysis methods which are familiar to safety engineers and is thus easy to adopt by 
novice security engineers that come from the safety discipline. On the other hand, that is also a 
disadvantage; security engineers may find well established security analysis methods and tools, such as 
MITRE offering, more appropriate. 

Events with multiple causes may be difficult to detect. 

3.7 Cyber PHA 

3.7.1 Description 

Cyber PHA2 is HAZOP-like method to assess cybersecurity risks of industrial process automation [45]. In 
principle, Cyber PHA risk assessment workflow has two main phases, assessment of the vulnerabilities 
(and gaps) and assessing the risks (threats, consequences, and risk level) with risk control planning. For 
the vulnerability assessment, the system under assessment is documented to elicit the system and 
network architecture and data flows. After identification of the vulnerabilities, the system is partitioned into 
zones and conduits (according to IEC 62443-3-2) to support the actual risk assessment by providing a list 
of vulnerabilities per zone. Thereafter the risk assessment is carried out by first studying the results ‒ 
especially the potential harms identified ‒ of the former safety risk analyses, such as PHA and LOPA 
(Layers of Protection Analysis). The Cyber PHA workflow continues in workshops, in which the security 
threat scenarios are identified, the existing risk controls are documented, and new ones are recommended, 
and the risk level is estimated using a typical two-dimensional risk matrix. After the workshop, the new risk 
controls are determined and prioritised.  [46,47]  

3.7.2 Scope 

The scope of Cyber PHA is process automation, but it is suitable, due to its HAZOP-like nature, for other 
domains as well. 

3.7.3 Analysis method characteristics 

Cyber PHA is safety oriented in the sense that it focuses on safety and environmental consequences of 
security threats. Cyber PHA workflow is similar to HAZOP studies and can thus be regarded to be a 
systematic method, although it doesn’t seem to be based on a fixed list of guide words to identify the 
threats; nevertheless, it is assumed here that the list of vulnerabilities identified and registered into a 
vulnerability register works as a source of reusable ‘guide words’ for further analyses. 

3.7.4 Maturity 

Compared to HAZOP, FMECA and other well-known analysis methods, Cyber PHA is rather young 
method, but as its workflow resembles the typical risk assessment workflow familiar from the safety 
analyses, it is easy to adopt, and it provides a natural complement to them to cover security risk 
assessments in a similar manner. Furthermore, Cyber PHA has been used in industrial context, especially 

 
 

2 PHA here means Process Hazard Analysis, not Preliminary Hazard Analysis. 
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in process industry, such as chemical industry [48]. Cyber PHA can be thus considered mature enough 
for industrial use without further development.  

3.7.5 Standard based 

Cyber PHA is based on IEC 62443-3-2 [42]. In fact, we could say it vice versa: IEC 62443-3-2 is based on 
Cyber PHA. This is because the father of Cyber PHA, John Cusimano, was the chairman of the IEC 62443-
3-2 standard, and he writes that Cyber PHA “…is documented in the IEC 62442-3-2 standard” [45]. 

3.7.6 Applicability 

Cyber PHA does not have an academic flavour, but was created with industrial objectives, especially for 
process industry, such as petrochemical industry. The authors of this paper do not see any hinderance to 
use it in context of NPPs, especially because it resembles the STA method (see Section 3.6), which was 
created for NPP I&C systems.  

3.7.7 Software tool availability 

The former employer (aeSolutions) of the author of Cyber PHA (John Cusimano) used to offer a service 
to carry out Cyber PHA risk assessments. But now that the division responsible for Cyber PHA was 
acquired by Deloitte, the future of Cyber PHA service there is unknown (see Section 3.7.8). However, 
Exida another previous employer of John Cusimano, offers a tool called exSILentia Cyber that includes a 
tool called CyberPHAx, which implements Cyber PHA [49]. The demonstration of exSILentia Cyber [50] 
provides a good overview, not only about the tool, but also about the Cyber PHA. 

It seems that Cyber PHA could be implemented to some extent using a generic spreadsheet or database 
software tool. 

3.7.8 Future prospects 

Just recently (Summer 2021), Deloitte company acquired the aeCyberSolutions division (the host of Cyber 
PHA services) of aeSolutions. It is assumed here that Cyber PHA service will be offered by Deloitte, but 
currently CyberPHA is not explicitly mentioned on their web site. Hence the future of Cyber PHA is 
somewhat unsure. 

3.7.9 Pros and cons 

The advantage of Cyber PHA is that it resembles safety analysis methods which are familiar to safety 
engineers and is thus easy to adopt by novice security engineers that come from the safety discipline. On 
the other hand, that is also a disadvantage; security engineers may find well established security analysis 
methods and tools, such as MITRE offering, more appropriate. Cyber PHA is good for identification of 
risks, but other analyses may be needed to identify complex scenarios. 
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3.8 STRIDE and DREAD 

3.8.1 Description 

STRIDE [51], developed by Microsoft in the late 1990s, is a practical and simple model for threat analyses. 
It is used to help reason and find threats from a system and to expose possible security design flaws. The 
name comes from the initials of the method’s six threat classification categories: Spoofing of user identity, 
Tampering, Repudiation, Information disclosure, Denial of service, and Elevation of privilege. STRIDE is 
one of the most often referenced and widely used source for threat modelling/classification.  

STRIDE is often used in conjunction with DREAD [51], another method by Microsoft. DREAD, which stands 
for Damage, Reproducibility, Exploitability, Affected Users, and Discoverability, is used to rate, compare 
and prioritize the severity of risk presented by threats. In other words, it does risk evaluation, whereas 
STRIDE does threat identification. It is a flexible method, which uses the five categories to guide the 
evaluation work. The aim is the to give each threat a numerical value based on the categories and thus 
discover the most potent threats. 

3.8.2 Scope 

STRIDE is used to describe a set of threat scenarios as vulnerabilities in a system under analysis, while 
DREAD can be used to evaluate the severity of these threats. The system under analysis can practically 
be any system from any domain, as long as it has some of properties that can be exploited by a possible 
attacker. Thus, there is no specific scope, but usually they are used in a context of software intensive 
systems. 

Since STRIDE and DREAD are originally, and often used, for software system design, they are by nature 
data-centric, but this does not mean they cannot be used for other contexts. They are useful both in the 
design and operation phase of the system lifecycle but are more aimed to be used during the design 
phase. They are best when used in the early design phase, as is the case with most of the risk analysis 
methods, when it is relatively easy and cost-effective to resolve potential security issues.  

3.8.3 Analysis method characteristics 

STRIDE as a method does not define a formal model for threats classification, and thus does not aim for 
completeness, but is useful, practical, structured and cost-effective methodology to uncover threats. It can 
be considered to be a top-down method of finding vulnerabilities in the system, by starting from the 
scenarios and working down to the system components causing potential problems. Practically STRIDE 
is a qualitative checklist to work through the system under analysis. 

In STRIDE, threat is a possible violation of a desirable property of a system. The threats and desired 
system properties are listed in Table 2. The simplest way to apply STRIDE threat model is to consider 
how each of the threat categories affect the system under analysis and each of its connections and 
relationships with other systems. To do this you need to be able to model your system, the components, 
and its data flows, data stores, processes and interactors. 
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Table 2. STRIDE threats categories and system properties [52]. 

Threat Definition  Desired property of system 

Spoofing Impersonating something or someone else Authenticity 

Tampering with data Modifying data or code Integrity 

Repudiation Claiming to have not performed an action Non-repudiability 

Information 
disclosure 

Exposing information to someone not 
authorized to see it 

Confidentiality 

Denial of service Deny or degrade service to users Availability 

Elevation of privilege Gain capabilities without proper authorization Authorization 
 
DREAD is by nature a qualitative method, but it helps giving numerical values for the threats to calculate 
their severity. First, a numerical value for each DREAD category is decided (see Table 3 for an example 
scale between 0-10), then a total score is calculated using some formula, for example: 

DREAD Risk total score = (Damage + Reproducibility + Exploitability + Affected users + Discoverability) / 
5. 

In this case, the formula produces a number between 0 and 10, where a higher number means more 
serious risk. The scale of the categories depends on the application and can be freely decided by the users 
to be one that fits their needs. 

Table 3. DREAD risk keywords and definitions [52]. 

Category Definition Example scale 

Damage 
potential 

If a threat occurs, 
how much 
damage will be 
cause? 

0 = Nothing 

5 = Information disclosure that could be used in combination 
with other vulnerabilities 

8 = Individual/employer non sensitive user data is compromised. 

9 = Administrative non sensitive data is compromised. 

10 = Complete system or data destruction. 

10 = Application unavailability 

Reproducible How easy is it to 
reproduce the 
threat exploit? 

0 = Very hard or impossible, even for administrators of the 
application. 

5 = Complex steps are required for authorized user. 

7.5 = Easy steps for Authenticated user 

10 = Just a web browser and the address bar is sufficient, 
without authentication. 

Exploitability What is needed 
to exploit this 
threat? 

2.5 = Advanced programming and networking knowledge, with 
custom or advanced attack tools. 

5 = Exploit exits in public, using available attack tools. 

9 = A Web Application Proxy tool 

10 = Just a web browser 
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Category Definition Example scale 

Affected users How many users 
will be affected? 

0 = None 

2.5 = individual/employer that is already compromised. 

6 = some users of individual or employer privileges, but not all. 

8 = Administrative users 

10 = All users 

Discoverability How easy it is to 
discover this 
threat? 

0 = Very hard requires source code or administrative access. 

5 = Can figure it out by monitoring and manipulating HTTP 
requests 

8 = Details of faults like this are already in the public domain and 
can be easily discovered using a search engine. 

10 = the information is visible in the web browser address bar or 
in a form. 

3.8.4 Maturity 

Both methods can be considered mature and tested as a threat identification and evaluation methods and 
tools. They have been used for decades, and both are referenced by a great number scientific publications 
from wide range of domains and applications over the years. 

3.8.5 Standard based 

STRIDE or DREAD are not based on any standard, they are originally based on publications by Microsoft 
security experts. 

3.8.6 Applicability 

STRIDE method is extensively used both in academic and industrial, especially in IT domain. For example, 
it is used alongside IEC 62443 by Fockel et al. [53] in their threat analysis or by Rouland et al. [54] in their 
effort to formalize threats and security requirements. There exists academic papers where using STRIDE 
has been also studied in nuclear field, e.g., [55,56]. Thus, we see it also suitable for the cybersecurity risk 
assessment also in nuclear systems. However, as many groups have done, it might be essential to do 
one’s own extensions and additions to the STRIDE categories and DREAD keywords to be more suitable 
for the domain in question. 

3.8.7 Software tool availability 

There exist an official Microsoft Threat Modeling Tool for doing a thorough analysis of the system with the 
help of diagrams and models. But a simpler analysis can be carried out with basic office tools, like Word 
or Excel. 

3.8.8 Future prospects 

STRIDE is quite a commonly used method to do a basic threat identification quickly and cost-effectively 
on a system. The threat categories of STRIDE are often referenced in literature, and it seems to be holding 
its ground as a popular approach. Threat modelling is a core element of the Microsoft Security 
Development Lifecycle (SDL). However, there were talks around 2010 that Microsoft would be moving 
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away from DREAD, towards something simpler, with fewer scales per keyword (low, medium, high, 
critical). But at least considering the number of recent online articles and research publicity the methods 
are far from dead. 

3.8.9 Pros and cons 

You do not need to know much about STRIDE to use it. It's a way of answering to questions: “What are 
we working on, and what can go wrong?”. While allowing a simple compilation of categorized threat lists, 
there is not much more to it. STRIDE gives you simple method to find threats from your system, it does 
not promise to find all of them, but it is a good starting point. Neither it does tell you how to mitigate those 
threats, but it does give you insights into the nature of the mitigations you need. 

When STRIDE is combined with DREAD, they together give more complete risk assessment process, 
including risk identification and evaluation steps. DREAD’s greatest benefit might also be its simplicity and 
straightforwardness, maybe flexibility too. 

Both methods are very subjective and depending on the systems and the evaluators; the ratings might not 
be very consistent and subject to debate. They might not be detailed enough methodologies for some 
security critical cases. 

STRIDE and DREAD are cost-effective methods, but other methods are needed to carry out a more 
detailed risk assessment. 

3.9 UFoI-E framework 

3.9.1 Description 

The Uncontrolled Flow of Information and Energy (UFoI-E) framework [57,58] consist of three constituents: 

 CyPHASS (Cyber-Physical Harm Analysis for Safety And Security) analysis method supported by a 
metamodel (an ontology) of harm scenarios; 

 a metamodel, “CPS master diagram”, as to how to model the Cyber-Physical System under analysis 
for the CyPHASS analysis; 

 UFoI-E causality concept that defines a causation model “to abstract the causal chains in physical 
harm scenarios” [58] thus also modelling the fact that security threats can cause critical safety 
consequences and physical damages. [58] 

The two first constituents are practical; they are based on the third one, which is conceptual. 
The CPS master diagram depicts the CPS under study as a three-layer system, Cyber Layer (CL) 
(operations layer), Cyber-Physical Layer (CPL) (control layer), and Physical Layer (PL) (physical 
manifestation layer, such as energy flows). 

The CyPHASS analysis starts by identifying the expected harms, i.e., the ultimate safety consequences; 
hence it is a top-down method. Thereafter the causes for the harms are determined by using a database 
of checklists and guidewords, such as HAZOP guidewords. The CyPHASS analysis is thus kind of a 
HAZOP analysis, but in vice versa order, i.e. the top event is identified first and thereafter the analysts 
determine, which deviations could cause the top event (in HAZOP, deviations is the starting point). The 
authors of UFoI-E find similarities with fault tree analysis and event tree analysis (ETA), but also with attack 
trees, especially with the one suggested by Abdo et al. [30]. [58]  
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The CyPHASS database also contains a list of possible risk controls starting from prevention of hazards 
and threats at each level (CL, CPL and PL) separately, and continuing to list the potential hazard and 
threat event detection methods and safeguard methods against the detected hazard and threat events, 
this also at each CPS master diagram levels separately. Thus, CyPHASS implements a layers of protection 
scheme.  

3.9.2 Scope 

UFoI-E is targeted for cyber-physical systems to identify safety and security risk scenarios and to 
determine the risk controls against the risk scenarios. UFoI-E can be used beyond the early design phase, 
i.e., in phases in which the system model is mature. 

3.9.3 Analysis method characteristics 

The method is a top-down method with similarities to FTA, ETA and attack trees, but also with HAZOP, 
although in vice versa order as explained in Section 3.9.1. UFoI-E is a qualitative method lacking 
quantitative aspects. Therefore Guzman et al [58] refer to Abdo et al. attack tree method [30] to 
complement UFoI-E with quantitative analysis. 

3.9.4 Maturity 

The method is very new, from past few years, but has been tested in some systems already with success, 
such as autonomous surface vessels [9,57] and a nuclear facility, Halden Safety Fan Enclave [58]. Due to 
similarities with FTA, ETA and HAZOP, UFoI-E is easy to adopt, especially with the database support (see 
Section 3.9.7) and can thus be considered mature enough for NPP I&C systems. 

3.9.5 Standard based 

UFoI-E is not based on any particular standard, neither is it itself standardised. 

3.9.6 Applicability 

UFoI-E has academic origin, but with strong industrial target. It is well suitable to NPP I&C systems; this 
judgement is evidenced by the Halden Safety Fan Enclave case study [58]. 

3.9.7 Software tool availability 

The CyPHASS database is available as an open source Excel file [59]. The Excel file also presents the 
CyPHASS method and the sequence of steps to carry out the analysis. See a more detailed review of the 
CyPHASS database in Section 4.5. 

3.9.8 Future prospects 

As the UFoI-E is very new, it is expected to be developed further. Guzman et al. [58] mention the possibility 
to complement UFoI-E with the quantitative aspects of the attack tree method by Abdo et al. [30]. Due to 
its clarity and open source tool support (see Section 3.9.7) there is a good probability for UFoI-E to be 
among the risk analysis methods used by the industry, although methods that are better aligned with 
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standards, especially with IEC 62443 (Industrial communication networks - Network and system security) 
series of standards, are more likely to be embraced. 

3.9.9 Pros and cons 

UFoI-E is easy to adapt by safety engineers familiar with typical analysis methods such as FTA, ETA and 
HAZOP. Its power is in its clarity, which is mainly driven by the two powerful metamodels, CPS master 
diagram and harm scenario ontology, and by the database support with pre-defined lists of analysis 
guidewords, checklists, and risk controls (risk mitigation methods). It is illustrative and describes well the 
effect of multiple causes. 

UFoI-E lacks quantitative and temporal aspects. It also lacks direct links to standards, such as the IEC 
62443 family of industrial control systems security standards.  

3.10 Consequence-driven Cyber-informed Engineering (CCE) 

3.10.1 Description 

Idaho National Laboratory (INL) has created an operational process for performing cyber-informed 
consequence analysis and engineering mitigations. Consequence-driven Cyber-informed Engineering 
(CCE) is a cyber defence concept that focuses on the highest consequence events from an engineering 
perspective. The CCE process has four phases which help to determine the most critical functions, to 
identify methods an adversary could use to compromise the critical functions, and to apply proven 
engineering, protection, and mitigation strategies to isolate and protect an industry’s most critical assets. 

Initial assumption of the CCE process is that adversaries have logical access, including all credentials, IP 
addresses, firewall, and application access. They have an understanding of critical equipment and 
processes and all the knowledge to impact the system with sufficient resources. Adversaries have access 
to the required equipment, engineering expertise, and tools to conduct a successful attack. [60] 

The four CCE phases are the following [60]: 

 Phase 1: Consequence Prioritization 

o The goal of this phase is to identify High-Consequence Events (HCEs) that would potentially disrupt 
an organization’s ability to provide the critical services and functions deemed fundamental to their 
business mission. HCEs will be scored based of severity of their consequences and most critical 
of them will be selected for next phase.  

 Phase 2: System-of-Systems Analysis 

o The goal of this phase is mapping the playing field. To achieve this, block diagrams and functional 
descriptions relevant to each HCEs from previous phase will be developed. 

o The aim is to analyse system-of systems and to find access paths related to each HCE, evaluate 
initial assessment of attack feasibility and find what is the required knowledge of adversaries. 

 Phase 3: Consequence-Based Targeting 

o The goal of this phase is to develop for each selected HCE a kill-chain or Concept of Operations 
(CONOPs) for attacker as to how they could reach their goal. This includes the desired end effect 
of the ICS payload, the precise technical element or elements being targeted, the highest 
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confidence access paths, and the information and access required to develop and to deploy the 
payload. 

o Attacks are not executed in CCE but all material available are used to ensure that all the technical 
details are as correct as possible, and the human process aspects are captured also. 

o Knowing CONOPs helps the CCE team focus on the most plausible attack paths in next phase and 
to identify the choke points to stop attackers. 

o After the scenarios are developed, they will be prioritised for next phase. 

 Phase 4: Mitigations and Protections 

o The goal of this phase is to identify and develop potential protection strategies that can be 
implemented within a participating organization to mitigate those attack paths and cyber CONOPs 
developed in previous phases. 

o In each HCE scenario, the CCE team will find out what do the engineers and operators closest to 
the target processes recommend as ways to protect the most critical, long-lead-time-to-replace 
equipment. These recommendations could include both digital and non-digital protections, 
including adding human in the decision loop. 

3.10.2 Scope 

The scope of the CCE is the system-of-systems, including also human and supply-chain related issues. 
The CCE does not attempt to evaluate the strength or effectiveness of current cyber defence.  It does not 
seek to factor in the likelihood of a successful attack. The CCE is (almost) entirely focused on determining 
the consequence of a cyber-event, and preventing the worst consequences from occurring when 
adversaries reach their targets. [60] 

3.10.3 Analysis method characteristics 

CCE is a systematic top-down process, which uses different kinds of methods in different phases of 
process. CCE draws from multiple sources including but not limited to Design Based Threat, Crown Jewels 
Analysis, Process Hazards Analysis, and ICS Cyber Kill Chain. 

An example of the CCE process can be found from [61]. 

3.10.4 Maturity 

The development of the CCE is based on several other existing methods.  According to [60], US Federal 
Government has been using the CCE to secure their National Critical Functions. 

3.10.5 Standard based 

CCE has not been published as a standard. 

3.10.6 Applicability 

According to [60], the US Federal Government has been using the CCE  to secure their National Critical 
Functions. The INL has strong connections to NPP security. According to [62], “The CCE process helps 
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nuclear asset owners to identify high-impact / high-consequence events that could result in interruption of 
critical functions, analyze the infrastructure which could be subverted to enable those events, and develop 
specific mitigations to avoid, or engineer out, these consequences”. 

3.10.7 Software tool availability 

According to the available information there are no software tools which have specific support for the CCE. 

3.10.8 Future prospects 

CCE seems to be in active use, and in the INL, training is available. [63] 

3.10.9 Pros and cons 

The method considers the threat consequences well. To go through the whole CCE process looks 
laborious and time-consuming. However, most of the work is something that organizations should have 
done already. The threats and vulnerabilities may be understated if the consequences are not determined 
to be high. 

3.11 Cyber Security Argument Graph 

3.11.1 Description 

Cyber Security Argument Graph method [64] is a model-based method for assessing the security risks for 
cyber-physical systems. In particular, the method takes advantage of the so-called workflow models [65] 
to generate security argument graphs. Workflow is a high-level description how a system provides its 
intended functionality. A security argument graph, on the other hand, is a graphical formalism that 
integrates security-related inputs, such as, 

 Goal: a system-level property or requirement for the specified workflow, for example, availability 

 Workflow: a model of the actors and interactions occurring in the system, for example, UML activity 
diagram 

 System: a model describing the system’s devices, connections, and configurations 

 Attacker: a model describing the skills, resources, and knowledge of the attacker under consideration 

to argue about the security of the target system. A security argument graph visually represents potential 
attacks on the system components implementing a workflow. The graph is created automatically, provided 
the above inputs are present. The structure of the graph determines dependency relationships between 
security-related inputs which, in turn, can be used to calculate system-level security metrics from the low-
level data, for example, probability to launch an attack. 

3.11.2 Scope 

The proposed method is flexible and general enough to be applied as a risk assessment method for any 
cyber physical system. The main functionality, that is, generation of a security argument graph, can be 
extended using the so-called extension templates. An extension template is a formal reusable rule for 
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connecting a security-related statement or claim with relevant supporting arguments, which also carries 
the logic about how numerical evidence associated with supporting arguments affects metrics associated 
with the higher-level statement. However, in most of the cases, extension templates need to be created 
manually. 

3.11.3 Analysis method characteristics 

As observed in [66], the proposed method shows some similarities to attack trees method in the sense 
that both are graph-based methods. Thus, Cyber Security Argument Graph method can be considered a 
systematic way of characterizing diverse system threats, with intuitive representation of potential attack 
and possibility of formal mathematical frameworks for analysing them in a quantitative manner. 

It is a top-down method to argue about the security of the target system with respect to the security-related 
input parameters, such as, goal, workflows, system structure, and attacker’s capabilities. Values for these 
input parameters need to be determined for the method to work, for example, based on the earlier empirical 
evidence or subjective assessment of security experts. 

3.11.4 Maturity 

The original paper was published in 2014 and has been cited 15 times. In the original paper, there is no 
mention of industrial use, or an industrial case study, only a research-based study on the electric power 
grid. The authors of the original paper conducted two cases studies for electrical grid network [66] and 
railway transportation network [67] in 2015 and 2016, respectively. 

3.11.5 Standard based 

The method is not based on any standard. 

3.11.6 Applicability 

The risk assessment of electrical grid network, conducted in 2015, uses failure scenarios defined by US 
National Electric Sector Cybersecurity Organization Resource (NESCOR). More specifically, the paper 
integrates the NESCOR failure scenarios into the Cyber Security Argument Graph method. However, the 
paper only illustrates the first failure scenario (DER.1) in distributed energy resources scenario (DER) 
where inadequate access control of distributed energy resources causes electrocution, which could be of 
limited interest to nuclear industry. Unfortunately, more interesting failure scenarios related, for example, 
to energy generation or supervisory control and data acquisition (SCADA) systems, are not discussed. 

3.11.7 Software tool availability 

Construction of a security argument graph for a complex cyber-physical system can be costly and error 
prone. To better deal with the complexity, the authors of the original paper developed software tool called 
CyberSAGE [68], which is available at [69] under a non-exclusive, royalty-free, non-transferable, and 
restricted license to academic developers. 
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3.11.8 Future prospects 

The latest found reference to the method is from 2016. To the best of our knowledge, there is no recent 
evidence of the method gaining popularity in industrial use. 

3.11.9 Pros and cons 

The proposed method is flexible and general enough to be applied as a risk assessment method for any 
cyber physical system. The main functionality, generation of a security argument graph, is fully automated, 
and can be further extended using the so-called extension templates; the security argument graph is well 
descriptive. 

However, the extension templates are usually created in a time-consuming and error-prone manual 
process. Similarly, whereas attacker’s goals or attacker’s capabilities can be used systematically across 
many use cases, the workflows and system model need to be created manually for each target system. 
Software tool support is need.  

Thus, to summarize, the application of the method may require significant manual and system-specific 
efforts to be applied in practice. 

3.12 PRISM 

3.12.1 Description 

The prioritize-resource-implement-standardize-monitor (PRISM) [70] is a strategic decision framework for 
cybersecurity risk assessment. The framework was created in 2020 to address the gap in traditional risk-
management frameworks, namely, a lack in terms of addressing risks through a process of prioritization 
to include trade-offs and risk acceptance for optimal decision-making in a resource-constrained 
environment. According to the authors of PRISM, traditional frameworks miss the key step of prioritization 
that would ensure that the planned risk management actions are consistent with the priorities, mission and 
business objectives. Prioritizing includes identifying the main risk drivers and interdependencies among 
them. The remaining steps, that is, resourcing, implementing, standardizing, and monitoring, ensure that 
resourcing and implementation of the identified and necessary security controls are integrated into the 
organization’s enterprise systems and processes. 

3.12.2 Scope 

The PRISM framework is a strategic framework. The framework can be used to assess the strategic 
orientation of a firm with respect to its cybersecurity posture. The main goal is to assist top-management-
team with tailoring their decision-making about security investments while managing cyber risk at their 
organization. In particular, the framework expands the focus of achieving cybersecurity objectives, such 
as identifying and reducing vulnerabilities, meeting mission requirements, standardizing operations and 
simplifying processes by enabling organizational leadership to identify and operationalize a tailored 
approach for cyber risk management. 

The PRISM framework allows for the inclusion of strategic objectives into the organization’s cyber security 
risk management process, and the prioritization emphasis reduces the organization’s daunting task of 
managing the entire range of potential threat vectors. As such, the PRISM methodology would be most 
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useful in the analysis of an organization’s ability to deal with distinct threat scenarios, rather than 
addressing the whole of the organization’s risk management capabilities as other risk frameworks tend to 
do. 

3.12.3 Analysis method characteristics 

In general, using PRISM, a systematic review of cybersecurity problems and identification of resources is 
undertaken for optimal planning to address targeted cyber risks. With a properly designed prioritization 
step, PRISM framework allows a top-down approach. Thus, the PRISM framework can be considered a 
systematic and top-down method. 

To operationalize the PRISM approach, a step-by-step analysis workflow is used for prioritizing and scoring 
risks. The associated set of activities is: 

 Identification of key risk areas/vectors: Major risk areas or vectors are identified based on historical 
and predictive future risk incidents; 

 Identification of risk factors: The major components within each risk area or vector susceptible to risk 
incidents are identified; 

 Prioritization weighting (P): The severity of risk factors to the organization are ranked using a relative 
scale; 

 Resource allocation (R): Allocation of resources necessary to monitor and prevent risks are assessed; 

 Implement (I): The stages, which organization needs to reach in order to detect and prevent risks, are 
evaluated; Implementation responsiveness levels are for example, reactive level, proactive level, and 
enterprise level; 

 Standardize (S): Standard knowledge and solutions to be shared across organization are created;  

 Monitor (M): Suitable monitoring procedures and tools to detect unusual behaviour and prevent risks 
are identified; 

 Risk rating level: Finally, risk rating level for risk areas and factors are calculated to determine 
organization’s preparedness. The preparedness level is ranked from 1 to 7, with 1-2 being considered 
poor, 3-4 considered fair, 5 considered good, 6 considered very good, and 7 considered excellent. 

All those steps are to be executed by a dedicated team of experts. Since the final risk rating level is using 
a simple ordinal scale, the PRISM framework is a qualitative one. 

3.12.4 Maturity 

The original paper was published in 2020 and has been cited 4 times since then. In the original paper, 
there is no mention of industrial use or an industrial case study. However, the authors of the original paper 
conducted a retrospective analysis of 4 real-world cyber risk incidents, including loss or theft of equipment 
and personal data breach, and demonstrated that PRISM framework would prevent occurrence of those 
incidents. 

3.12.5 Standard based 

The method is not based on any standards. 
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3.12.6 Applicability 

The PRISM framework is a general-purpose meta-method and fits therefore for any kind of safety and 
security critical systems if a relevant compliance-based scheme is used to identify key risks areas and risk 
factors. In fact, PRISM framework, could complement rather than replace any standard-based or 
compliance-based risk management framework. 

Currently, there is no reference about the industrial use of the PRISM framework. 

3.12.7 Software tool availability 

To the best of our knowledge, no software tools are available. 

3.12.8 Future prospects 

The original paper was published in 2020. To the best of our knowledge, there is no recent evidence of 
the method gaining popularity in industrial use. 

3.12.9 Pros and cons 

The major advantage of the PRISM framework is that it will help organizations identify and implement the 
most tailored risk management and cybersecurity approach applicable to their security challenges. The 
PRISM framework can also be used by organizations to set priorities, explore gaps in current processes 
and to steer an organization in the right direction to resolve risk management and cyber risks specific to 
an organizational strategy and functions. PRISM prioritises the risks well. 

There is not much experience with PRISM. 

3.13 STPA-Extension 

3.13.1 Description 

STPA-Extension is a safety and security co-analysis extension of the STPA (System-theoretic process 
analysis) hazard analysis method [57]. The underlying STPA method has been developed at MIT since 
the early 2000s. STPA applies a novel accident causality model, STAMP (System-theoretic accident model 
and processes), which is based on systems theory. STAMP considers safety as a control problem, instead 
of focusing on failures or linear event chains, which are typical in many traditional analysis methods [71]. 
It describes the system as a hierarchical control structure, which is a model consisting of feedback loops 
describing system elements and their interconnections. The aim is to cover various types of causal factors, 
such as software aspects as well as human and organizational factors. 

STPA provides a defined procedure for the identification of unsafe control actions (UCAs) and causal 
scenarios using the system model. The generic STPA method is described in the freely available STPA 
Handbook by Leveson & Thomas [72]. 

While the generic STPA can be applied very broadly, its focus is on safety analysis. Thus, extensions to 
STPA have been proposed to cover security aspects (e.g. STPA-SEC [73]), as well as safety and security 
co-analysis (e.g. STPA-Extension [57], STPA-SafeSec [74]). Here the focus is on STPA-Extension. 
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3.13.2 Scope 

STPA-Extension is a general-purpose method, and as such, there are no limitations on which types of 
systems it can be applied to. As it focuses on system-level hazards, it should preferably be applied starting 
from the early stages of the development process. 

3.13.3 Analysis method characteristics 

STPA-Extension is a qualitative top-down analysis method. The analysis process (illustrated in Figure 1) 
consists of four steps that have been elaborated based on the generic STPA: 

- Step 1: Definition of the purpose of the analysis. This includes identification of system-level losses 
(both safety and security related), hazards, and constraints. The STPA-Extension adds 
specification of functional requirements to this step. In STPA-Extension, system-level security 
incidents are differentiated from safety accidents. 

- Step 2: System is modelled as a hierarchical control structure. This is a graphical representation 
featuring controllers and controlled processes and the interactions between them (control and 
feedback). The hierarchy is illustrated by the vertical axis, i.e. highest control authority is at the top 
of the diagram.  

- Step 3: The control structure is systematically analysed to find unsafe control actions (UCAs) that, 
in a particular context and worst-case environment, will lead to a hazard. In STPA, there are four 
pre-defined categories of UCAs (which, in practice, can be used as guidewords) to support 
identification, whereas STPA-Extension adds two categories related to security analysis (see 
Figure 1). 

- Step 4: The analysis concludes with identification of loss scenarios, which describe the causal 
factors that can lead to UCAs and hazards. In STPA-Extension, also intentional causal factors are 
considered. 
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Figure 1. STPA-Extension analysis process [57]. The underlined italics parts are extensions to the 
generic STPA method. 

3.13.4 Maturity 

STPA and its extensions are relatively new methods, and there is only limited experience of their practical 
applications. Currently, generic STPA is mostly applied in the automotive and aerospace industries. STPA-
Extension is not used industrially. 

Based on authors’ experience on the guidance material (especially [72]), some parts of the analysis 
process seem more mature than others. Specifically, the steps from 1 to 3 are rather comprehensively 
defined and systematic, whereas the final step is more vaguely defined and leaves the analyst with little 
guidance for defining the scenarios.  

3.13.5 Standard based 

STPA or its extensions are not based on existing standards. Rather than proceeding towards a general, 
methodology-centric standard, the standardization is actively being developed within the domains where 
STPA is most widely used. The first standard with guidance on applying STPA in the automotive industry, 
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SAE J3187_20220 System Theoretic Process Analysis (STPA) Recommended Practices for Evaluations 
of Automotive Related Safety-Critical Systems, has been published in February 2022 [75]. Additional 
standards are being developed in the aircraft industry (SAE AIR 6913 [76]). However, these standards do 
not cover the safety and security co-analysis extensions of STPA. 

3.13.6 Applicability 

STPA-Extension is a general method and can be applied to various types of systems, thus being applicable 
to NPP I&C systems. Its uses so far, however, have been academic. The authors of the method have 
applied to in the autonomous shipping domain. 

3.13.7 Software tool availability 

The software tool availability for STPA and its extensions is limited. The commercial Risk management 
studio software includes a module for documenting STPA analysis. Additionally, there are some freely 
available implementations available (XSTAMPP, STAMP Workbench), but these are not actively 
developed, and they lack active support. As the steps of STPA-Extension are mainly similar to those of 
generic STPA, it is likely that these tools could be easily modified to document the STPA-Extension as 
well. An alternative means is using of a general spreadsheet software and a suitable drawing software for 
documenting the analysis and drawing the system model. 

3.13.8 Future prospects 

STPA in general has seen increasing popularity over previous years [77]. It is likely that its usage in various 
domain areas continues to increase, further emphasizing the need for safety and security co-analysis and 
STPA-Extension.  

3.13.9 Pros and cons 

With academic debate ongoing on applicability of STPA, various pros and cons have been presented. 
These remarks are relevant for the STPA-Extension as well. 

Pros: 

 Can support identification of scenarios that would be difficult to identify with methods based on different 
accident models. 

 The scope of the analysis is well defined, supporting efficient analysis activities. 

 Supports consistent documentation as a specified syntax is defined for analysis outputs. 

 The hierarchical system model supports system design. 

 Considers well risk scenarios if the process model is comprehensively defined. 

Cons: 

 Evaluation of completeness of the control structure model is challenging. Some scenarios (unexpected 
vulnerabilities or threats), which are not identifiable from the model need to be considered separately. 

 The analysis participants require knowledge of the analysis method and terminology used to be able 
to contribute. 
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 Software support is still lacking. 

4. Cybersecurity analysis tools for ICS 

In the following sub-sections, some cybersecurity tools potentially suitable for NPP I&C systems are 
presented. The tools are selected based on the findings during the literature review, but also based on 
former experience. 

4.1 MITRE ATT&CK for ICS 

MITRE ATT&CK for Industrial Control Systems (ICS) is a curated knowledge base for cyber adversary 
behaviour in the ICS technology domain. It reflects the various phases of an adversary’s attack life cycle 
and the assets and systems they are known to target. ATT&CK for ICS originated from MITRE internal 
research focused on applying the ATT&CK methodology to the ICS technology domain. [78] 

The major architectural focus of ATT&CK for ICS are the systems and functions associated with functional 
levels 0…2 of the Purdue architecture. Adversaries typically need to control these systems and functions 
to cause an impact to ICS.  

ATT&CK for ICS describes the tactics, techniques and procedures (TTP) adversaries use to operate in the 
OT system. The adversary TTPs associated with ATT&CK for ICS fall under the following broad categories 
[79]: 

 “Blocked or delayed flow of information through ICS networks, which could disrupt ICS operation. 

 Unauthorized changes to instructions, commands, or alarm thresholds, which could damage, disable, 
or shut down equipment, create environmental impacts, and/or endanger human life. 

 Inaccurate information sent to system operators, either to disguise unauthorized changes, or to cause 
the operators to initiate inappropriate actions, which could have broad negative effects. 

 ICS software or configuration settings modified, or ICS software infected with malware, which could 
have broad negative effects. 

 Interference with the operation of equipment protection systems, which could endanger costly and 
difficult-to-replace equipment. 

 Interference with the operation of safety systems, which could endanger human life.” 

The MITRE ATT&CK for ICS Matrix [80] is an overview of about 80 different tactics and techniques 
described in the ATT&CK for ICS knowledge base. It visually aligns individual techniques under the tactics 
in which they can be applied. Some techniques span more than one tactic because they can be used for 
different purposes.  

ATT&CK for ICS can be used for adversary emulation, cyber threat intelligence enrichment, red teaming, 
SOC (Security Operations Center) maturity assessments, failure scenario development and educational 
purposes. 
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4.2 SHODAN 

Shodan is a search engine for Internet-connected devices. Its geographically distributed crawlers select 
randomly next IPv4 address and port number to visit. This means that the crawlers don’t scan incremental 
network ranges. The crawling is performed completely random to ensure a uniform coverage of the Internet 
and prevent bias in the data at any given time. 

If any services will be found behind randomly selected address and port number, crawler will collect its 
banner and metadata. The banner is textual information that describes a service on a device; e.g., for web 
servers this would be the headers including information about web server software version and for 
industrial control systems there could be included more device specific fields like in next example from 
[81].  

Copyright: Original Siemens Equipment 
PLC name: S7_Turbine 
Module type: CPU 313C 
Unknown (129): Boot Loader A 
Module: 6ES7 313‐5BG04‐0AB0 v.0.3 
Basic Firmware: v.3.3.8 
Module name: CPU 313C 
Serial number of module: S Q‐D9U083642013 
Plant identification: 
Basic Hardware: 6ES7 313‐5BG04‐0AB0 v.0.3 
 

Shodan also grabs meta-data about the device such as its geographic location, hostname, and operating 
system. All information collected by Shodan is searchable using either main Shodan website or developer 
API. To use advanced filters in searches or to use developer API, users have to create account to Shodan 
main website and pay small fee. The primary users of Shodan are cybersecurity professionals, 
researchers, law enforcement agencies, and organizations and utilities which are searching what are their 
current exposure to public internet. During the years, Shodan has been used to found vast amount of 
devices which either have vulnerable software installed or should not have been connected to public 
internet. 

4.3 CIARA 

CIARA is a risk assessment and management platform from Radiflow. It is targeted for industrial control 
systems and is compliant with IEC 62443, the most relevant part of which in case of the risk assessment 
procedure is IEC 62443-3-2 [42]. 

CIARA is an automated tool that simulates attacks according to threats information retrieved from various 
sources. Simulation is done by using a digital twin of the actual I&C network. The digital twin is created by 
another Radiflow tool, iSID Threat Detection server, which reads the real network traffic to create the digital 
twin for CIARA risk assessments. The iSID server can be used along with another Radiflow tool called 
iSAP, which is a special purpose network traffic information collector that filters out unnecessary data and 
compresses the remaining information with 10:1 ratio and sends it to the iSID server. For cases in which 
the network is complex with several iSID servers, Radiflow offers another tool called iCEN to manage 
multiple instances of iSID servers. 

CIARA goes through all the IEC 62443-3-2 [42] workflow ZCR (Zone and Conduit Requirements) steps, 
except ZCR 7 (Asset owner approval), which is beyond the scope of such tool. CIARA automatically 
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generates the risk assessment report. CIARA generates a prioritised list of risk control suggestions with 
information about the costs of the risk controls implementation.  

Due to its automated risk assessment, CIARA can be deployed to continuously monitor the networks of 
the I&C systems instead of periodic or occasional risk assessment updates. 

Radiflow lists example application areas of CIARA: 

 electrical power - electricity stations and substations 

 water and wastewater facilities 

 renewable energy 

 process manufacturing 

 building management systems. 

They also list case studies from years 2018-2020 as follows: 

 incorporating Radiflow’s iSID in a managed OT SOC3 

 detection of a crypto-mining malware attack at a water utility 

 securing a Midwestern Generation and Transmission (G&T) Utility 

 securing a global chemicals manufacturer 

 securing a large-scale power plant in Central Europe 

 securing a global chemicals manufacturer 

 securing a large hospital campus 

 securing an offshore oil-drilling rig in the North Sea 

 securing petroleum storage tanks in Southeast Asia. 

All the information above paragraphs is retrieved from [82]. 
David Bean, a solution manager of Mitsubishi Electric, reports that they use CIARA [83]. This and the case 
studies listed above suggest that CIARA is a potential tool also for security assessments of NPP I&C 
systems. 

4.4 exSILentia Cyber and ARCHx 

Exida provides a cyber security risk assessment tool called exSILentia Cyber [49], an option for the Exida 
exSILentia safety risk management tool. exSILentia Cyber includes two tools, CyberPHAx and CyberSL. 
CyberPHAx implements Cyber PHA method presented in Chapter 0, whereas the CyberSL is used to 
verify the adequacy of the risk controls and to quantify the residual risk. CyberSL can input the risk 
assessment data from CyberPHAx. exSilenta Cyber stores the user input data, such as vulnerabilities, 
threats, cyber event scenarios and risk controls to a database. Furthermore, exSILentia Cyber can 
generate a risk assessment report from CyberPHAx and a report from the CyberPL tool. [50]  

 
 

3 OT SOC companies are service providers that offer managed Security Operations Center (SOC) services for Operational 
Technology (OT) networks.  
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Exida provides another tool for device level cyber threat modelling called ARCHx. It is a FMECA or HAZOP 
like tool to capture the failure, deviation and threat data of a safety and security critical device. [84] 

4.5 UFoI-E tool support 

The UFoI-E framework is supported by an open source CyPHASS database (Excel-file) that includes 
description and list of analysis steps of its CyPHASS analysis method, and an ample set of check lists to 
guide the analysis. The database is available from [59]. The Excel-file has the following worksheets: 

 UFoI-E framework diagram 

 CPS master diagram (metamodel of the system under analysis) 

 CyPHASS algorithm (sequence of analysis steps) 

 CyPHASS harm scenario ontology diagram (‘CyPHASS bowtie’) 

 Checklist for Cyber Layer uncontrolled flow of information 

 Checklist for cyber threats/hazards to Cyber Layer 

 Checklist for prevention barriers against cyber threats/hazards to Cyber Layer 

 Checklist for physical threats/hazards to Cyber Layer 

 Checklist for prevention barriers against physical threats/hazards to Cyber Layer 

 Checklist for detection barriers against uncontrolled flows of information at the Cyber Layer 

 Checklist for response barriers against uncontrolled flows of Information at the Cyber Layer 

 Checklist for Cyber-Physical Layer uncontrolled flow of information 

 Checklist for cyber threats/hazards to Cyber-Physical Layer 

 Checklist for prevention barriers against cyber threats/hazards to Cyber-Physical Layer 

 Checklist for physical threats/hazards to Cyber-Physical Layer 

 Checklist for prevention barriers against physical threats/hazards to Cyber-Physical Layer 

 Checklist for detection barriers against uncontrolled flows of information at the Cyber-Physical Layer 

 Checklist for response barriers against uncontrolled flows of Information at the Cyber-Physical Layer 

 Checklist and guidewords for Physical Layer process variables and functional deviations 

 Checklist for physical threats/hazards to Physical Layer 

 Checklist for prevention barriers against physical threats/hazards to Physical Layer 

 Checklist for detection barriers against uncontrolled flows of energy at the Physical Layer 

 Checklist for response barriers against uncontrolled flows of energy at the Physical Layer 

 Checklist for Physical Layer uncontrolled flow of energy. 

The CyPHASS harm scenario ontology diagram provides links from the diagram objects to the 
corresponding checklist worksheets. 
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5. Discussion and conclusions 

The main finding of the review was that the array of security analysis methods is vast, both separate 
methods and methods that also concern safety, but that the practices are not that well established than 
with pure safety risk analyses, and more work is needed to determine the optimal security analysis 
methods in general or for each domain separately, such as nuclear power plant instrumentation and control 
systems. But there are good methods already, such as the ones presented in Chapter 0. There are also 
some software tools suitable for security risk analysis of industrial control systems, but not too many to 
select upon. In both cases ‒ methods and tools ‒ the company implementing safety and security critical 
control systems must be prepared to select more than one method and more than one tool to comply with 
the regulator requirements and the company specific safety and security policy. A holistic platform to 
manage, with traceability, the diverse data from the different methods and tools is needed. Alanen et al. 
[8] present an ontology for such a holistic repository; with the conformity assessment model developed by 
Alanen et al. [85] and demonstrated by Linnosmaa & Alanen [86], the traceability between the risk 
assessment artefacts and other systems engineering artefacts, such as system elements and 
requirements, is achieved. 
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