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Human actions may have both positive and negative effect on the safety and
the economy of industrial installations, as many events of the past have
shown. In future, man-machine system performance as a whole will become
increasingly important in all areas of modern society. This is due to the fact
that more complex man-machine interactions are created all the time, which
sets more requirements for their users and maintainers.

This thesis discusses the analysis of human reliability (HRA) as a part of
probabilistic safety assessment (PSA). PSA is a comprehensive quan-
titative analysis of all the risks related to an installation, and HRA studies
the human contribution to them.

The thesis consists of six publications and a summary. The summary
includes general considerations and a discussion about human actions in the
nuclear power plant (NPP) environment. A condensed discussion about the
results of the attached publications is then given, including new
development in HRA methods and in the field of data collection and
analysis.

In the publications, studies based on the collection of data on
maintenance-related failures, simulator runs and expert judgement are
presented in order to extend the human reliability analysis database.
Furthermore, methodological frameworks are presented to perform a
comprehensive HRA, including shutdown conditions, to study reliability of
decision making in the NPP operating context, and to study the effects of
wrong human actions. In the last publication, an interdisciplinary approach
to analysing human decision making is presented. The publications also
include practical applications of the presented methodological frameworks.
Human reliability analysis is one of the areas of probabilistic safety
assessment that has direct applications outside the nuclear industry.
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ABSTRACT

Human reliability analysis (HRA) of a probabilistic safety assessment (PSA)
includes identifying human actions from safety point of view, modelling the
most important of them in PSA models, and assessing their probabilities. As
manifested by many incidents and studies, human actions may have both posi-
tive and negative effect on safety and economy. Human reliability analysis is
one of the areas of probabilistic safety assessment (PSA) that has direct appli-
cations outside the nuclear industry.

The thesis focuses upon developments in human reliability analysis methods
and data. The aim is to support PSA by extending the applicability of HRA. The
thesis consists of six publications and a summary. The summary includes gen-
eral considerations and a discussion about human actions in the nuclear power
plant (NPP) environment. A condensed discussion about the results of the at-
tached publications is then given, including new development in methods and
data. At the end of the summary part, the contribution of the publications to
good practice in HRA is presented.

In the publications, studies based on the collection of data on maintenance-
related failures, simulator runs and expert judgement are presented in order to
extend the human reliability analysis database. Furthermore, methodological
frameworks are presented to perform a comprehensive HRA, including shut-
down conditions, to study reliability of decision making, and to study the effects
of wrong human actions. In the last publication, an interdisciplinary approach to
analysing human decision making is presented. The publications also include
practical applications of the presented methodological frameworks.   
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PREFACE

This work has been motivated by both theoretical and practical studies on hu-
man reliability assessment carried out at VTT (Technical Research Centre of
Finland) Automation through the years 1994–2000. The studies have mostly
been a part of the research projects LURI (Reliability and Risk Analyses) and
METRI (Methods for Risk Assessment) of which the author has been the project
leader. The projects belong to the research programmes RETU 1995–1998 (Re-
actor Safety Research Programme) and FINNUS 1999–2002 (Finnish Nuclear
Safety Research Programme). Furthermore, participation in both development
and application of methods, in a co-operation with the Finnish power companies
Teollisuuden Voima (TVO) and FORTUM, has significantly contributed to this
thesis.

The work has been supervised by Professor Heikki Kalli from the Lappeenranta
University of Technology. I am grateful to him for his support and advice, which
has helped me greatly in finalising the project. Many valuable comments were
also received from the reviewers of this work, Docent Jussi Vaurio from
FORTUM and Dr. Tech. Lasse Reiman from STUK. Their comments were es-
pecially helpful in enabling me to consider the thesis in the light of other devel-
opments and the current status in the area.

Prof. Urho Pulkkinen from VTT Automation has been a great help and support
during the preparation of the thesis. Without his constructive criticism the result
would have definitely been inferior. Therefore, I wish to express my deepest
gratitude. There are many other people who have helped me with their com-
ments in the course of this work, and I am aware that it was an extra duty for
them. Therefore, colleagues and friends, I wish to thank you all for your help.

I am much obliged to the financial support received from the Imatran Voima
Foundation and from VTT Automation for making it possible to finalise the
thesis. Finally, I wish to express my warm gratitude to my wife Eva and to my
children Christa and Petra for their understanding – and I am aware of the fact
that they have needed a great deal of it during some hectic phases of the endeav-
our. Now it is done dear PirTU and other people – and the life goes on!
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LIST OF PUBLICATIONS

The publication numbering corresponds to the order in which they are
discussed in the text.

[I] Pyy, P. 2000. An analysis of human maintenance failures of a nuclear
power plant. To appear as a revised version in: Reliability Engineering
and System Safety. Published in Lappeenranta University of Technology,
Department of Energy Technology, EN A-50 (2000). 12 p. + app. 1 p.

The paper discusses maintenance-related human actions that have contributed to
faults in a nuclear power plant, based on a database that has been collected in
another study. The author’s share, which is reported in this paper, was to reana-
lyse the data and to make statistical inferences about the roles of different kinds
of faults caused by human actions.

[II] Pyy, P. & Himanen, R. 1996. A praxis oriented approach for plant spe-
cific human reliability analysis – Finnish experience from Olkiluoto
NPP. In: Cacciabue, P. C. & Papazoglou, I. A. (eds.). Proceedings of
Probalitistic Safety Assessment and Management'96. ESREL'96 –
PSAM III Conference. Vol. 2. Crete, Greece, June 24–26, 1996. Great
britain: Springer Verlag. Pp. 882–887.

The paper presents a method for including the influence of human actions in a
probabilistic safety analysis of a nuclear power plant. It includes both a theoreti-
cal framework and an application. The author developed most of the methodol-
ogy, participated in its application and wrote a major part of the paper.

[III] Pyy, P. & Jacobsson, P. 1998. Human reliability assessment by using an
expert judgement methodology. In: Lydersen, S., Hansen, G. K. &
Sandtorv, H. A. (eds.). Safety and Reliability, Proceedings of ESREL
’98 European Conference, Trondheim, Norway, 16–19 June, 1998.
Rotterdam: Balkema Publishers. Pp. 775–782.
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The paper discusses an application of expert judgement methodology developed
earlier by VTT Automation for the HRA of a shutdown situation. The author’s
role in the paper was to apply the methodology, carry out the direct combining
of judgements, define the variables for expert judgement, and to participate in
the expert judgement procedure as a normative expert. The author was responsi-
ble for writing the paper.

[IV] Pyy, P. 2000. An approach for assessing human decision reliability. In:
Reliability Engineering and System Safety, Volume 68, Issue 1, pp. 17–
28.

This paper discusses a methodology for analysing operator crew decision mak-
ing and its role in a safety significant disturbance. The paper shows an applica-
tion and discusses the traits of the methodology. The author developed the
method and carried out the application.

[V] Pyy, P. 1999. A framework for analysing human commission errors –
FACE. In: Schuëller, G. I. & Kafka, P. Safety and Reliability, Proceed-
ings of ESREL ’99 European Conference, Garching, Germany, 13–15
September, 1999. Rotterdam: Balkema Publishers. Pp. 669–674.

The paper presents an HRA methodology developed especially to analyse wrong
human actions and, more generally, the aggravating effects of human actions.
The method is applicable to all kinds of failures in human actions. The author
developed the methodology.

[VI] Holmberg. J., Hukki, J., Norros, L., Pulkkinen, U. & Pyy, P. 1999. An
integrated approach to human reliability analysis – decision analytic dy-
namic reliability model. Reliability Engineering and System Safety, Vol.
65, pp. 239–250.

The paper presents a methodology for performing an interdisciplinary analysis
of human reliability with an application. The author’s particular role was to
develop an integrated approach as a part of the team, to model contextual factors
and their contribution to human reliability, to develop models, and to lead the
analysis team. The author actively participated in writing the paper.
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LIST OF ABBREVIATIONS

BWR – boiling water reactor

CO – commission opportunity (opportunity for a wrong human action and/or for
a wrong system function due to human action)

EoC – error of commission (wrong human action)

EoO – error of omission (missing human action)

HCR – human cognitive reliability

HEP – human error probability

HFE – human failure event

HRA – human reliability analysis

IE – initiating event

LOCA – loss of coolant accident

NPP – nuclear power plant

OAT – operator action tree

PWR – pressurised water reactor

PSA – probabilistic safety assessment (level 1 PSA studies accident sequences
leading to severe core damage, level 2 PSA studies phenomena leading to con-
tainment failure and level 3 PSA studies risk to the public)

PSF – performance shaping factor, factors affecting probability of human ac-
tions (also PICs, performance and probability influencing factors, is used in
Paper [V])

SHARP – systematic human action reliability procedure

SLIM – success likelihood index method

TRC – time reliability correlation

THERP – technique for human error rate prediction
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DEFINITIONS

Critical failure, a failure that is assessed to result in unacceptable consequences
such as unavailability or wrong function leading to personal or property damage
– modified from ESReDA (1999) and IEC (1990).

Diagnosis, identification and interpretation of the state of equipment or process
so that a decision may be made (modified from ASME, 2000). A diagnosis may
be general (defining the condition of equipment or of a system) or detailed (de-
fining the cause for the condition).

Human (primary) action, an action through which man is in direct interface with
a process or with equipment. Secondary human actions, such as planning, pro-
cedure writing, training, etc. assist and prepare primary actions. When secon-
dary actions are discussed, this is always indicated separately.

Human error, failure of a human action due to internal human failure mecha-
nisms (for consequences, see Critical failure). Used in literature, e.g. ASME
(2000), to loosely describe any sub-optimal human performance.

Human failure (event), failure of a defined human action in an HRA model
(modified from ASME, 2000). There may be many reasons for failure (compare
to human error). A human failure affects components (faults) and processes
(disturbances). If the effect is significant (critical), a recovery or repair has to
take place.

Fault, the state of an item as characterised by its inability to perform a required
function, excluding inability during preventive maintenance or other planned
actions, or due to lack of external resources – ESReDA (1999), IEC (1990).

Failure, the termination of the ability of an entity to perform a required function
– ESReDA (1999), IEC (1990). Note: 1) after a failure, the entity is faulty and
2) failure is an event as distinct from a fault, which is a state.

Recovery, the change of state of equipment (from fault) or process (from distur-
bance) so that safety or availability are again secured. Both technical equipment
and human actions may be recovered. Recovery can be handled by the operating
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personnel as distinction from repair, which deviates from the definition of
ASME (2000).

Repair, as distinct from recovery, the part of corrective maintenance in which
manual actions are performed on an item – modified from ESReDA (1999), IEC
(1990). Normally repair includes fixing a fault, whereas recovery can be carried
out by simply restoring a function. Repair is carried out by specialised mainte-
nance organisations.
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1. INTRODUCTION

Human actions are an essential part of the operation and maintenance of a nu-
clear power plant (NPP), both in normal and abnormal conditions. Generally,
man can ensure a safe and economic operation by proactive means, but in dis-
turbances a reactive performance may also be required. Thus, human actions
affect both the probability of risk significant events and their consequences; and
these are studied in a probabilistic safety assessment, PSA. Hirschberg (1990)
has reported the contribution of human actions to PSA results to be as high as
88%. On the other hand, the role of human action may be insignificant in new
passive reactors (e.g. Schmalz, 1999). The differences are partly due to different
designs, but also due to differences in methods, assumptions, definitions and
analysis practices.

The accidents at TMI in 1979, Chernobyl in 1986 and Tokai Mura in 1999, in
which man played a significant role, have brought additional information about
the importance of human reliability. In the process industries, human actions are
also found to be significant contributors to accidents (Bello & Colombari, 1980
and Drogaris, 1993). Among the accidents where human actions have played a
major role in the process industries and transport, have been the Flixborough
explosion (1974), the Teneriffe airport accident (1977) and the capsizing of the
Herald of Free Enterprise (1987).

Swain & Guttmann (1983) define human reliability as follows: human reliability
means the probability that a person (1) correctly performs an action required by
the system in a required time and (2) that he does not perform any extraneous
activity that can degrade the system. There are other qualitative definitions, for
instance in Hacker (1998), related to the human ability to adapt to changing
conditions in disturbances. The HRA discussed in this thesis aims to support
PSA, and, consequently, the probabilistic definition is more appropriate. In
some cases, HRA may be extended to include an analysis of correct and sched-
uled human actions that have negative availability influence. This is due to the
importance of modelling co-ordinated maintenance actions, such as maintenance
umbrella packages in outages, in the PSA model in a structured way.

Any method by which human reliability is assessed may be called a human reli-
ability analysis (Swain, 1990). The analysis typically includes the following
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phases: (1) identification of human actions, (2) modelling of important actions
and (3) assessment of probabilities of human actions. The identification and
modelling of important human actions from the PSA point of view takes place
most often as part of systems analysis and accident sequence modelling, as
demonstrated, for example, in IAEA (1992).

HRA concentrates on human actions that are important to reactor safety. They
are:

1) Actions causing system disturbances, i.e. PSA initiating events (IEs)
2) Actions causing latent failures in safety-related systems, e.g., imper-

fect maintenance
3) Actions taking place during the management of disturbances, i.e. bal-

ancing actions after an IE.

Human actions can have both positive and negative impacts on safety. Factors
such as ergonomics and organisation often appear as performance shaping factor
(PSF) influences embedded in the HRA models. The modelling phase is fol-
lowed by probability quantification. It often forms an integral part of the HRA.

The concept human error probability (HEP) is often used in a HRA context.
Assessing HEPs is difficult, and is related to two concepts: human error and
probability. The theory of probability is discussed, for instance, by Savage
(1972). Human error is widely discussed in psychology literature, e.g. by Rea-
son (1990), Woods et al. (1988) and Hollnagel & Marsden (1996). In this thesis,
instead of using the term human error, the concept of a human failure event
(HFE) is applied (e.g. see Hirschberg & Dang, 1998 and ASME, 2000). The
reason is that the word ‘error’ is too restrictive and, in some cases, may be re-
garded as referring to internal human error mechanisms (e.g. Hollnagel 1998,
Bieder et al. 1998). In reality, human actions modelled in PSA have a mission
under the conditions of contextual factors: a certain history, tools, resources and
environment. HFE corresponds better to the definition used in this thesis for
human reliability and the basic events in a PSA model (ASME, 2000).

The thesis consists of five summary sections, 1–5, and the six published papers,
which are enclosed as Appendices I–VI. The general objective of this thesis is to
present new HRA methods and uses of data for PSA studies.



15

The development of different main streams of HRA is discussed in Section 2,
and the approaches in the papers in this thesis are compared to them. Types of
different human actions that take place at NPPs are presented in the same sec-
tion. Papers [I] and [II] are closely related to Section 2. Paper [I] discusses how
plant-specific maintenance data are and should be used to discover new infor-
mation about faults induced by human actions. Paper [II] illustrates the devel-
opment of a comprehensive HRA methodology and its application to a full
scope PSA study, including a shutdown analysis.

Advances made in human reliability methods and data are discussed in Section
3. Papers [III]–[V] are closely related to Section 3. Paper [III] illustrates a de-
veloped expert judgement methodology and its use in producing relevant infor-
mation for a HRA of shutdown conditions. Paper [IV] presents a method for
explicitly including decision making in a HRA, and, thus, to improve the valid-
ity of analyses of diagnosis and decision making in disturbances. These papers
also illustrate developments in using simulator data and expert judgement in
HRAs. Paper [V] describes a methodology for identifying and quantifying
wrong human actions and wrong system functions due to human actions in the
PSA framework.

Section 3 ends with a discussion on interdisciplinary analyses of human reli-
ability. Paper [VI] presents a detailed methodological framework for performing
such an HRA, together with an application. Finally, in Sections 4 and 5 the con-
clusions of the papers are presented in a condensed form and concluding re-
marks are made summarising the most important findings of the thesis.
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2. HUMAN RELIABILITY ANALYSIS AND
HUMAN ACTIONS IN NUCLEAR POWER

PLANTS

2.1 Development of HRA

Human reliability analysis is a fairly new interdisciplinary research area. The
Second World War led to a considerable acceleration in the technical
development of military equipment, which resulted in control problems. The
consequence of this development was a need to study ergonomics, reliability,
operability and maintainability. The first probabilistic human reliability study
was carried out in 1952 for a weapon system feasibility in Sandia National
Laboratories, USA (Swain, 1990). The probability of each unsuccessful action
was assumed to be 0.01 or 0.02, depending on whether the action had to be
performed on the ground or in the air.

Military HRA was transferred to civil applications for man machine system
design in the 1960s. An example of HRA advances from that time is the study
"An Index of Electronic Equipment Operability" by American Institutes for
Research (AIR). In the study, human performance was decomposed into isolated
sub-actions and the total human failure probability was obtained by combining
the individual probabilities. The failure probabilities of the sub-actions formed
the AIR Data Store, described, for example, in Topmiller et al. (1982). The first
version of THERP, Technique for Human Error Rate Prediction, was presented
in the early 1960s (Swain, 1963). It combines dependencies, recoveries and
situational factors with the decomposition approach and is still widely used in
HRA. Modern human factor studies also began in the 1960s including drill
training, operating procedures, ergonomics and design guidelines for power
plant control rooms.

Development of the HRA was related to an increased use of probabilistic safety
and availability analysis methods. The first probabilistic study for NPP siting
was presented in the 1960s (Farmer, 1967). In the mid 1970s, a large
probabilistic safety assessment, including a THERP-based human reliability
analysis, WASH-1400, was published (NRC, 1975). Many different HRA
approaches started to evolve after WASH-1400. Time reliability correlations
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were developed to determine the time-dependent probabilities of post-initiating
event actions such as diagnosis (Hall et al. 1982, Hannaman et al. 1984, Swain
& Guttmann 1983). At the same time, models to calculate the dependence of
HEPs on combinations of various performance shaping factors (PSFs) were
developed, as presented e.g. by Embrey et al. (1984), Philips et al. (1987), Bello
& Colombari (1980) and Williams (1988).

The HRA models presented above represent holistic approaches, i.e. the details
of human behaviour mechanisms are not modelled. In parallel, detailed ap-
proaches were developed to explain human internal information flow and
thinking processes. The most widely used is evidently the step-ladder model and
the related skill, rule, knowledge (SRK) concept by Rasmussen (e.g. 1979). The
model was not originally intended for probabilistic usage, but other authors like
Hannaman et al. (1984) adopted its principles to HRA.

2.2 Approaches and trends in HRA

HRA methods can be classified according to 1) detail level of modelling, 2)
treatment of diagnosis/decision making and cognitive mechanisms, 3) treatment
of time dependence, 4) treatment of contextual factors, and 5) the data used.
Figure 1 depicts how some most generally used HRA methods and Papers [I]–
[VI] of this thesis relate to the classes. Different HRA methods have been
presented more extensively, e.g. in references Fullwood & Hall (1988),
Humphreys (1988), Hirschberg & Dang (1998) and Hollnagel (1998).

The detail level of modelling may be used to classify HRA methods into holis-
tic, such as expert judgement approaches discussed in Comer et al. (1984) and
in Paper [III], and into decomposition ones, presented, for instance, by Swain
(1987) and Cooper et al. (1996). The former aims at assessing human actions as
a whole, whereas the latter aims at dividing the actions into small sub-actions.
Between the extremes, there are interim levels of detail, such as the OAT divi-
sion into detection, diagnosis and manual actions (e.g. Hall et al., 1982). The
reason for different decomposition levels is sometimes related to data and
sometimes to risk management. Data may be either available on human actions
as a whole or about different decomposed sub-actions. Risk management also
has connections to the modelling level since by more decomposed and refined
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modelling it is easier to find possibilities of reducing hazards. However, it may
be impossible to collect data and include all dependencies if the model detail
level is too high. There is also evidence that too decomposed modelling may
lead to optimistic probabilistic results due, for example, to the fact that not all
the dependencies were taken into account (Poucet, 1988).

There is a distinct difference between the HRA methods that are developed to
assess the effect of human actions on systems reliability and those developed to
explain human internal failure mechanisms, i.e. cognitive models. Black box
models of human behaviour are often used for the former purpose. An example
of one of them is Paper [III] that directly expresses the operator crew failure
probability as a function of time. Other important lines of modelling are
confusion matrices, discussed, for instance, in Potash et al. (1981), Oconee
(1984) and Illman et al. (1986), and decision models discussed in Paper [IV].
These models aim to present different identification and decision alternatives
and their effect on plant safety rather than to model detailed behavioural
mechanisms. As a contrast, Cacciabue (1992) and Hollnagel (1998) discuss
cognitive models. Moreover, Cacciabue (1998), Dang (1996) and Hollnagel
(1995), among others, present man machine system simulation models.
Cognitive models do not directly belong to the scope of this thesis, but to some
extent human goals and alternatives are discussed in the probabilistic modelling
of decision making in Papers [IV] and [VI]. Holistic and black box modelling
approaches are inherently coupled, whereas cognitive models are one main
stream of decomposed HRA modelling approaches.

Time dependence is one point of view that may be used to classify probabilistic
HRA models. Time independent models are well suited to human actions before
an initiating event (IE), since the available time is not normally among the most
important contributors to the success of maintenance and testing actions. The
THERP HRA tree (Swain & Guttmann, 1983), and models for human actions
before an initiating event, discussed in Papers [II] and [V], are examples of time
independent models. TRC (time reliability correlation) type models are best
suited to actions after an IE, especially when the available time is short. TRC
models were mostly developed in the 1980s. Some examples are OAT (Hall et
al., 1982), Swain’s ASEP-TRC (Swain & Guttmann 1983, Swain 1987), ORE
(Moieni et al., 1989), HCR (Hannaman et al., 1984) and models in Papers [III]
and [VI]. Another possibility apart from TRC for modelling time dependence is
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to treat time as one PSF among others, as presented, for example, in SLIM-
MAUD (Embrey et al., 1984) and Paper [V].

Performance shaping factors (PSFs) represent the effect of contextual factors on
the probability of human failure. The number and type of PSFs in various meth-
ods vary significantly, as, for example, Hollnagel (1998) and Kim & Jung
(1999) discuss. Examples of PSFs are working conditions, stress level, feedback
from process/MMI, availability and quality of procedures, time, training and
experience. All generally used HRA methods take into account the effect of, at
least, some PSFs. At the extremes, HCR model (Hannaman et al., 1984) only
uses a few PSFs whereas the approaches in Papers [V] and [VI] intend to cover
all potential influence sources. PSFs are modelled in HRA either implicitly, e.g.
holistic expert judgement modelling in Paper [III], or explicitly, e.g. in SLIM
(Embrey et al., 1984), ATHEANA (Cooper et al., 1996) and Paper [VI].

The applicability of PSFs is also related to HRA data. Data are required to esti-
mate the HRA model parameters. Either generic human reliability data are used
directly in estimation, and updated to represent the plant conditions by using
PSFs, or plant specific data is directly utilised. For example, the data set of
Swain & Guttmann (1983) may be referred as generic due to its multiple
sources. Plant-specific data may be based on simulator experience, on expert
judgement or on operating experience. Operating experience data is often very
sparse. This is due to the delicate nature of HFEs, difficulty in classifying data
generally and the fact that the collection effort has been rather small. Papers [I]
and [II] discuss plant-specific maintenance data collection and application. Ex-
pert judgement and simulator runs are an important HRA data source. Papers
[IV] and [VI] show how simulator tests may be used to estimate TRC parame-
ters. Expert judgement may be utilised in directly assessing HFE probabilities,
as discussed, e.g. in Paper [III], or in assessing PSFs and their contribution, as
shown, for example, in Paper [V].
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[V]

THERP, 
Paper [V]

Figure 1. Classification of HRA methods. References are made to some of the most generally used methods and to Papers
[I]–[VI].
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Lately, the concept of second generation HRA has appeared in international
HRA discussions (Hollnagel, 1996 and 1998, Ramey-Smith, 1998 and Bley et
al., 1998). Methods like ATHEANA (Cooper et al., 1996), MERMOS (Bieder et
al., 1998), CAHR (Sträter, 1996) and CREAM (Hollnagel, 1998) have been
developed to improve weak points in earlier methods. There is not a common
definition of the meaning of second generation HRA, but all the methods men-
tioned seek to extend the applicability of HRA. One line of development is the
use of so called cognitive methods, represented by CREAM. They have been
criticised, e.g. by Dougherty (1997), since they try to model causal mechanisms
of phenomena that include a considerable amount of randomness. Another line,
represented by MERMOS and ATHEANA, is to model the contextual factors in
an extensive way. This approach may be completed by taking into account dif-
ferent forms of evidence about the reliability performance of man-machine sys-
tems. It may be called a systems and data-oriented approach, and is systemati-
cally followed in the papers in this thesis.

2.3 Human actions in PSA

The spectrum of human actions at an operating NPP is wide. Man takes care of
the operation, maintenance, modifications and testing in various parts of the
installation. These are primary activities, where man is in direct touch with the
process and equipment, whereas there also are planning, design, supervision and
other secondary support activities. Furthermore, human activities may be classi-
fied according to their position in PSA models and to the plant operating mode
in which they take place, as discussed in the following sections.

HRA has the role of performing the transformation of human actions into PSA
model events. The generic principle is that only important human actions are
explicitly included in a PSA in order to decrease the modelling complexity.
Examples of such actions are necessary post-IE operator actions, and unplanned
system unavailability induced by testing or maintenance. Effects of other human
actions are implicitly taken into account, e.g. as part of component failure data
and initiating event frequencies. Post-IE operating actions, such as the human
back-up start of a pump in a situation where the automatic signal has failed, and
accident management affect PSA results in a positive way. Generally, other
modelled human actions have a negative impact on safety.
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2.3.1 Maintenance and operating activities

Operating activities are carried out by plant operating organisation. They in-
clude supervision, control and adjustment, and balancing disturbances. Many
operating activities take place in the main control room. However, there are a
great number of operating activities that are carried out outside the control
room. Examples of these are tests, manual controls, system separations and res-
torations, and recoveries of failed automated systems in switch gear units or
instrument cubicles. The safety significance of activities outside the control
room has been recognised, e.g. by Swain & Guttmann (1983) and Fullwood &
Hall (1988), and their role has lately been emphasised, e.g. by IAEA (1998).

Maintenance activities include preventive maintenance, i.e. scheduled tasks, and
corrective maintenance, i.e. repairing faults. Tests and inspections are an im-
portant part of preventive activities, carried out either by the operating or the
maintenance organisation. Maintenance activities take place in the repair shop
and all over the installation. Maintenance related human activities are discussed
extensively in Paper [I].

Paper [II] discusses the human activities that are included in a PSA and presents
systematic principles to calculate unavailability due to scheduled activities and
HFEs. Actions included are scheduled maintenance tasks and tests, repair of
non-critical faults, deficiencies in equipment restoration, maintenance and test
induced dependent faults, human activities as initiating events, and various bal-
ancing operating actions during disturbances. Recently, accident management
has also been included in level 2 PSA studies, as discussed, for instance, in Jae
& Apostolakis (1992), Kim & Jung (1999) and Pyy (1999).

2.3.2 Primary and secondary human activities

Human actions that have a potential to affect the process stability or availability
of technical systems may be called primary or front line actions. Maintenance,
operating acts and tests are primary activities, and they may be explicitly mod-
elled in PSA. Examples of secondary activities include training, quality control,
quality assurance, work planning, supervision, inspections, analysis and pre-
paring various plant documents. The effect of secondary activities, often called
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organisational influences, may be taken into account in HRA by using perform-
ance shaping factors (PSFs), as discussed in Papers [II] and [V]. In some cases,
the influence of secondary actions may be important. For example, deficiencies
in training may increase the probability of human failure in critical situations.

Human operating activities may also be classified according to their role in sys-
tem actuation. If there are no automated signals, human actuation is necessary,
for example, to start a pump. In the case of existing automatic signals, human
action can be regarded as a backup. Due to the rather high reliability of auto-
mated protection signals, human back-up actions have normally a smaller sig-
nificance in PSA than the purely manual ones. The role of human actions is
dependent on the design of the installation.

A special class of primary activities is recovery. Human balancing actions after
an IE can be broadly interpreted as a recovery of a process disturbance. Man can
also recover his own or others' failures and, in some cases, even system faults.
Recovery is possible given that time, resources, tools and required knowledge
are available. Only HFEs that are not recovered in the available time are signifi-
cant from the PSA point of view, as discussed in the papers in this thesis.

2.3.3 Human action position in a PSA model

The Loviisa NPP HRA (Illmann et al., 1986), and IAEA guidelines for a level 1
PSA (IAEA, 1992) classify human performance into activities before a PSA
initiating event (IE), activities as an IE, and post IE actions. This division is well
suited to PSA modelling framework, and it is utilised as a starting point in de-
velopments discussed in Paper [II]. The paper describes an HRA approach,
where the objective was to allow the involvement of several plant personnel
groups by using transparent modelling, verbal descriptions of human actions and
links to plant practices as the basis for probabilistic parameters.

As discussed in Paper [II], actions before an initiating event include typically
scheduled maintenance, tests, deviations in equipment restoration and human
induced dependencies. The unavailability due to repair of non-critical faults
should be explicitly included in the PSA model if it turns out to be important.
The unavailability due to critical faults is generally included in the fault data.
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Paper [II] also describes how the human activities causing initiating events are
mostly taken into account as contributing to IE frequency. Frequency of rare
IEs, for which there is little or no operating experience, may be assessed based
on 1) a thorough qualitative analysis, 2) decomposed structural modelling, e.g. a
fault tree and 3) a systematic HRA quantification.

The post-IE human activities in Paper [II] include various actions that balance
the plant state or mitigate the course of an accident. Post-IE actions have been
the main development area of HRA, and they are discussed extensively in Sec-
tion 3 of this summary.

2.3.4 Human actions in different NPP operating modes

Paper [II] shows how human actions affect NPP safety in all plant operating
modes. During power operation, supervisory operating activities and testing
play a major role. The role of control activities becomes more important when
an installation is being shut down or started up. A major part of maintenance,
testing and modification actions takes place during outages. Restoration and
operability verification of equipment is important after these activities, to ensure
safe and economic operation.

PSA treatment of human actions in shutdown operating modes can basically
follow the same principles as for power operation. However, shutdown is
characterised by different contextual factors to power operation, as Pyy &
Himanen (1993), Sträter & Zander (1998), Hirschberg & Dang (1998) Kattainen
& Vaurio (1999) and IAEA (2000) describe. Generally, very few emergency
operating procedures are available, automated actuation signals may be
unavailable, and opportunities to rehearse the situation with a simulator are
limited. Time windows for human action are often quite long, but there are
exceptions like large leaks at the bottoms of boiling water reactors (BWRs).
Restoration of inoperable systems may be easier than during power operation, due
to good accessibility, if no early radiation level increase occurs. However, the
system states and organisational set-ups in outages differ significantly from those
in power operation. In addition, there are factors such as the high number of
external subcontractors and the long working hours of the plant staff that may
affect safety, both positively and negatively. These facts have to be taken into
account in HRA for shutdown modes.
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3. ADVANCES IN HRA METHODS AND
DATA

3.1 Human reliability methods

Many HRA approaches created in the 1980s, such as HCR, OAT and SLIM,
concentrate on human actions in the control room environment. The second
generation approaches, listed in Section 2.2, have not greatly extended this em-
phasis domain. IAEA (1998) and Hirschberg & Dang (1998) list several key
improvement areas in HRA. The items listed by IAEA are decision making,
actions outside the control room, shutdown conditions, co-ordination and com-
munication, and actions outside the procedures. Moreover, an important topic is
the applicability of time reliability correlation to post initiating event HRA.
These issues are discussed under different headlines in Sections 3.1.1–3.1.4.

3.1.1 Methods for evaluation of decision-making situations

Decision making is usually not explicitly included in human reliability analysis,
since it is assumed that operators can cope with a disturbance by directly ap-
plying procedures after a diagnosis (Hall et al., 1982, Swain & Guttmann, 1983,
Hannaman & Spurgin, 1984 and Embrey et al., 1984). This approach may be too
simplistic, as, for example, Parry et al. (1996), Hukki & Norros (1998), Svenson
(1998) and Dougherty (1998) discuss. Reiman (1994) concludes that operators
strive to make a diagnosis and they feel stressed if they are not able to do so. In
such cases, symptom-based emergency operating procedures (EOPs) should be
used to guide operators.

Diagnosis is, in this thesis, interpreted as the identification and interpretation of
a condition of the target system, process or equipment and it does not include
decisions (see Figure 3). There are also situations where no diagnosis is possible
and no good EOPs are available. In such cases people have to make decisions
when uncertain, e.g. about possible measures to be taken and the ways informa-
tion could be gathered. Thus, decision making deserves a position, especially in
the HRA studies of post IE conditions and emergency situations. Decision
making and decision theory have been widely studied in many scientific disci-
plines in the literature. For example, von Neumann & Morgenstern (1944),
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Keeney & Raiffa (1976) and French (1986) present maximum expected utility
theory as forming the basis of a rational decision theory. Kahnemann & Tversky
(1979) and von Winterfeldt & Edwards (1986), among others, have expanded
the theory to descriptive psychological applications. Naturalistic decision re-
search direction, discussed, for instance, by Orasanu & Connolly (1993) and
Klein (1998), emphasises that decision making in real situations may not follow
normative theories and that reality is very different from laboratory conditions.

Decision making is an important part of operator actions especially during se-
vere disturbances and accidents. Paper [IV] presents a methodology to include it
in HRA. The objective of the paper is to show that decision analytic methods
are relevant to HRA. By combining human reliability modelling with knowledge
about control room operations, and by utilising normative and descriptive deci-
sion theory, a comprehensive view on important factors affecting operator team
decision making may be generated. The modelling approach presented in Paper
[IV] is an extension of the prevailing HRA paradigm restricted to diagnosis and
procedures only. A generic modelling approach is presented together with an
application to a severe PWR disturbance case with two different decision situa-
tions.

In the first one, the decision is dominated by one criterion and, in the second
one, there are multiple objectives. The paper suggests different probabilistic
assessment for these two situations. In simple cases where 1) all the decision
alternatives are more or less equally good with regard to the main goal of the
activity, 2) they produce a similar process response, and 3) competing with time
is important, a time reliability correlation is a feasible modelling method.
Simulator tests described in Paper [IV] confirmed that the operators swap be-
tween decision alternatives until one of them works satisfactorily. This result
has a direct implication in the HRA studies. Based on the goal to maintain or to
restore a safety function, human reliability should be assessed on a safety func-
tion level rather than separately for each system. Time reliability correlation
models are discussed further in Section 3.1.3 of this thesis.

In real multi-criteria decision situations, decision theory based HRA models
should be applied. A time reliability correlation is not a valid model for such
cases, and, in fact, a fast human action may be even seen as premature. Paper
[IV] also shows that the values of critical process parameters do not directly
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affect the decision-making behaviour in such situations. Rather, the operator
crews’ orientations to the situation, and the way they weight different evidence
become important. Finally, Paper [IV] presents a probabilistic quantification
approach to the HRA of decision situations, discussed briefly in Section 3.2.2.

Table 1. Comparison of alternative operating methods in the form of a decision
table edited from Paper [VI].

System:

Criteria:

Auxiliary
feedwater
system
(AFWS)

Condensate
system

Demineralized
water and
boron
systems

Core spray
system

AFWS from
a spurious
signal

Safety
Overpressure
protection

Possibility of
severe
overpressure

Possibility of
overpressure
up to 28 bar

No
overpressure
risk

No
overpressure
risk

Possibility of
severe
overpressure

Economy
Time schedule
(one pump
used)

40 min to
+6.4 m level

Very fast, less
than 5 minutes
to +6.4 m (min)

Slow, from
+6.4 m to
8.2 m over 2 h

Very fast, less
than 10 minutes
to +6.4 m (min)

X min

Purity of water Acceptable Acceptable Acceptable Not acceptable
(from wet well)

Acceptable

Technical
feasibility
Availability 4 pumps 4 pumps, not

available if
urgent
maintenance

2 pump lines 4 pumps Not accounted

Pumping
capacity

(4 x ) 22.5 kg/s (4 x ) 250 kg/s
max.

(2 x ) 2.5 kg/s (4 x ) 125 kg /s (n x ) 22.5 kg/s

Operational
culture
Procedures,
operating
orders

Legitimate at
the beginning

Legitimate at
the beginning

Legitimate at
the end

Not legitimate
due to the
water source

Not legitimate

Routines Alternative to
condensate
system

Used, if
available

Slow, not
preferred

Not used The pump has
to be stopped

The time required to pump up to the +8.2 m level is dependent on the pumping method used.
Large capacity pumps may be throttled for a smaller flow rate.

A similar decision theory approach to that in Paper [IV] has been used in Paper
[VI] to characterise decisions in normal operating action as a part of reactor
cool-down before a yearly refuelling outage. A decision table presenting the
alternatives and the criteria put in practice by the operators is depicted in
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Table 1. With the main goal being to fill the reactor tank, the operators will have
to initiate pumping and choose one of the four pumping alternatives with their
different features. The fifth alternative represents a spurious pump start, which
is not a valid alternative from the operating environment point of view, but may
happen. During filling, the operators must assess the water level, change the
pumping method and, finally, stop pumping. The unwanted event in this action
sequence is the overfilling of the reactor tank followed by a cold pressurisation.
The integrated approach used to analyse the operators’ decision making and to
perform a HRA for the case is discussed further in Section 3.3.

3.1.2 Methods for analysis of commission opportunities

Many HRA studies concentrate on omissions of procedure-based human actions
(EoOs). The need to complete PSAs with the analysis of wrong human actions,
often called errors of commission (EoCs), has been identified, e.g. by Swain &
Guttmann (1983), Vuorio & Vaurio (1987), IAEA (1992), Barriere et al. (1995),
Parry et al. (1996), Dougherty (1990, 1998) and Hirschberg & Dang (1998). The
reason for this need is that EoCs may lead to many different system responses
and sometimes even aggravate a disturbance.

EoCs are defined in various ways in the literature. Swain & Guttmann (1983)
define the error of commission as a wrong human output i.e. selection error,
error of sequence, time error (too early, too late) or qualitative error (too little,
too much). For example, Potash et al. (1981) and Illman et al. (1986) discuss
confusion in identifying a disturbance resulting in wrong actions, and present a
matrix approach to modelling them in HRAs. Reason (1990) uses the concepts
of a) slips and lapses, i.e. unintentional acts, b) mistakes, i.e. mismatch between
intention and the actual consequences and c) violations, where deviating from
safe practices is intentional.

Furthermore, Parry (1995) discusses premature actions and separates them from
alternate actions, of which there are many possibilities. Both Gertman et al.
(1992) and Macwan & Mosleh (1994) distinguish between intentional and un-
intentional EoCs. The former are more related to diagnosis and decision making,
whereas the latter are more related to task execution. ATHEANA classification
in Barriere et al. (1995) makes a link to PSA by stating that an error of commis-
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sion (EOC) is ‘an overt, unsafe action that, when taken, leads to a change in
plant configuration with the consequence of a degraded plant state’. Julius et al.
(1995) draw attention to the fact that many EoCs both lead to a failure in per-
forming the primary function and, in addition, make unavailable safety related
equipment or otherwise exacerbate the situation.

Dougherty (1998) and Hollnagel (1998) note that classifying human failure
events as EoCs and EoOs may be useless if no deeper contextual analysis fol-
lows. For example, a wrong human action can lead to either an active or a pas-
sive system response, as discovered in Paper [I] when discussing maintenance-
related human failure events. Active consequences are PSA initiating events or
other spurious system functions that are normally monitored by plant personnel.
Passive system response means component inoperability that is often latent. In
the data used in Paper [I], most HFEs could be classified as EoCs, but in about
70 % the consequence to the technical systems was equipment unavailability.
Similarly, some EoOs led to wrong system responses (see Figure 3). The find-
ings of Paper [I] emphasise the importance of plant-specific HRA that looks at
man machine systems as a whole.

The approach of Paper [V] can be utilised to study all kinds of HFEs, since it is
not wise to make any firm distinction at the beginning of an HRA analysis. This
is shown in Figure 3 which depicts a generic decision-tree model for classifying
human failure events. The model has been developed in this thesis and is an
extension of models reported in Hall et al. (1982), Vaurio & Vuorio (1991) and
Reiman (1994).

Figure 3 takes into account situations where decisions are made without cer-
tainty as, for instance, in accident management. Moreover, the effect of HFEs
on the process or equipment cannot normally be judged based on the human
failure type (EoO or EoC) only. Even normal human actions can sometimes
trigger unwanted consequences if other latent failures are present in the man
machine system. Examples of such situations are errors in procedures that lead
to a human failure although the operators follow the procedures correctly; and
faulty calibration instruments that lead to multiple wrongly calibrated measure-
ments.
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Figure 3. Decision tree for classifying human failure events. Unsuccessful recovery is implicitly included in the classes.

30
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Paper [V] discusses human failure events leading to wrong and, in some cases,
aggravating equipment functions. In the paper, the concept of commission op-
portunity (CO) is introduced. It is a systems engineering oriented classification
of EoCs, i.e. an identified opportunity for both 1) wrong human actions and 2)
other human failure events that may lead to unanticipated or spurious system
response. The motivation behind this broad definition is to include all the possi-
ble relevant events in the analysis.

The goal of Paper [V] was to develop an approach that could be used to analyse
COs. The framework consists of five generic phases that are: target selection,
CO identification, screening, modelling, and probability assessment. Defining
the context and factors influencing human performance are an important part of
the approach. For the identification phase, checkpoints and guiding questions
have been developed to help an analyst. Two probabilistic quantification meth-
ods are presented in Paper [V].

Next, an application is presented to complete Paper [V]. The framework has
been tested in Loviisa NPP in a scenario where a spurious protection signal
‘high pressure in containment’ is triggered. The signal leads to a risk of the ex-
ternal pressure vessel spraying through the start of the containment spray, and it
may also result in a small LOCA after all the consequences of the signal have
been triggered in a staggered order. The operators need to identify the wrong
signal and make decisions about the counteractions in the context of non-
optimal procedures and a limited amount of training.

A team consisting of an HRA specialist, a training instructor and an operations
specialist participated in the application of the method. The identification and
modelling effort was extensive. As tools, tables manifesting factors affecting
identification, decision making and opportunities for wrong manual actions
were used to structure the work. Opportunities for wrong identification and de-
cision alternatives were identified, but the conclusion was that, in particular,
COs in manual actions manifest themselves quickly and can be recovered.
Training, procedural guidance, experience, man machine interface, available
time and decision making / safety culture came up as the most important con-
textual factors also having an effect on probability quantification.
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A logistic regression was fitted to the data for the case of failure in identifica-
tion/decision making concerning a spurious signal. Logistic regression is a
commonly used statistical method that may be used to link probability of failure
to explanatory factors (e.g. McCullagh & Nelder, 1989, ESReDA, 1995). The
parameters in the model were estimated by using expert judgement and the prin-
ciples presented in Paper [V]. The obtained model for p uhf is shown in equation
(1):
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where C1=available time, C3=training amount, C4=procedural guidance, C5=man
machine interface, and C6= decision making/safety culture.

Experience (C2) was set to a constant in this case since the average is known for
plant crews. The parameter time took positive real values and the other parame-
ters were class variables Ci ∈  [0,1,2,3,4] set so that 0 corresponds the worst
level and 4 the best. Altogether 30 combinations of the variables were used to fit
the regression model, together with known lower and upper limits for the prob-
ability [0,1]. For the current plant conditions, the logistic model fitted gave quite
a high result for the human failure probability (puhf=0.18), but the value obtained
for actions leading to aggravated plant conditions through starting more spray
pumps was quite small (papc= 2E-3). This result is satisfactory against the back-
ground that the context is rather confusing for the operators. The fit was suffi-
cient (R2=0.73). Also, there was good agreement between the individual expert
judgements.

The participants’ insights were that the applied framework was very useful and
important factors affecting the operators could be discovered. The most impor-
tant factors affecting the probability were the available time and procedural
guidance, which is understandable against short time windows and the non-
existence of procedures for spurious protection signals. The results are applica-
ble to training and procedure development. Although the application was some-
what time consuming this aspect is easy to develop.
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3.1.3 Time reliability correlation methods

Time reliability correlations (TRCs) are often used to model human reliability in
cases where the mission for human operators is to balance the situation after an
IE has taken place. Carrying out the actions in time is important and, thus, the
available time for human action is the most important variable in the TRC mod-
els presented in Section 2.2. On the other hand, for example, Sträter & Reer
(1999) have expressed doubt about the importance of time dependency. Bley
(1988) emphasises that time is the key factor of success for post IE human ac-
tions in the control room. Also, in most cases other PSFs are taken into account
(e.g. Hannaman et al., 1984). The same reference also shows how the cognitive
level of human actions may be taken into account, e.g. by using Rasmussen’s
(1979) skill, rule and knowledge (SRK) classes. Vaurio & Vuorio (1991) show
how the cognitive level may be defined by using a measurable parameter, the
amount of training. Mostly, simulator runs are utilised as data for the TRC mod-
els, but also real events (e.g. Baumont, 2000) and expert judgement (e.g. Paper
VI) and their combinations are used.

For example, Hall et all. (1982) and Hollnagel (1998) suggest decomposing
human actions in post IE HRA modelling into phases, such as identification,
interpretation, decision making and manual actions. This decomposition helps in
understanding and modelling human performance problems, as was shown in
Figure 3. However, Vestrucci (1989) discusses how modelling decisions about
the timing of these phases and their SRK classification may have significant
impact on HFE probabilities. Moreover, collecting probabilistic data for them
separately is often impossible. Human actions, including potential recovery of
failures, have to be carried out before irreversible consequences take place.
These facts have led to holistic TRC analyses discussed in Papers [III], [IV] and
[VI]. In these papers the calculation of human failure probability took place by
Monte Carlo simulation, after estimating the distribution parameters of the time
required for human action and of the available time. Other PSFs affecting hu-
man performance, were taken into account in the distributions in an implicit
way. This was done by applying expert judgement, in Papers [III] and [VI], and
by using simulator data, in Paper [IV].

Papers [II] and [V] show how the generic time reliability correlation of
Swain (Swain & Guttmann 1983, Swain 1987) may be updated to represent
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plant-specific conditions in human actions after an IE. The model is based
on the idea that the probability of a failed action depends on the available
time t and on a number of factors K1, …, Kn as follows in (2):

},1;)(min{),,;( 11 ∏ == n
i igennplant KtpKKtp K (2)

where pgen(t) is called the generic time-dependent human error probability and
K1, …, Kn are performance shaping factors (PSF) comparable to C1, …, Cn in
(1).

The assessment of human failure probabilities has the following phases: 1) es-
timation of available time t, 2) obtaining the failure probability pgen from the
generic time-reliability curve pgen(t) in Swain & Guttmann (1983), 3) estimation
of PSFs K1 , …,Kn, 4) deriving the action specific failure probability with equa-
tion (2). The five used classes in Paper [II] have proved to give meaningful es-
timates. Text descriptions about the principles followed are important and
should always accompany an analysis. A procedure to use expert judgement for
estimating PSFs has been described in Holmberg & Pyy (2000). Papers [II] and
[V] discuss the procedure used in estimating the available time.

The model is transparent and useful for taking into account the effect of PSFs in
cases where no experience or simulator data are available. Multiplicative mod-
els for updating generic estimates in order to produce plant specific estimates
have been suggested, e.g. in Procaccia (1995). The structure of the model allows
coping with the anchoring bias common in expert judgement. This means, for
example, adjusting the base rate too little although the evidence would suggest
something else.

On the other hand, in cases where many of the factors Ki obtain either high or
low values, an analyst also has to assess a) whether the factors are independent
and b) if their effect is actually that strong on the probability, i.e. their weight.
The weight is normally implicitly taken into account in the PSF value, but using
power functions of PSFs (Ki 

j) is possible. It also is possible to set limits to the
maximal effect of the PSFs in order to limit their influence. The results pro-
duced by the model may be compared to known simulator run results for other
events, and a calibration of the PSF influence carried out, accordingly. Further-
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more, it should be noted that the tables of Swain & Guttmann (1983) and the
decision trees in Spurgin et al. (1999) may be expressed in the form of a multi-
plicative probability model.

It is worth noticing that the available time affects human performance in two
ways. Firstly, perception about long time windows may cause sloppiness, mani-
fested by, for example, some maintenance-related failures in Paper [I], and ideas
about a potentially short time window may be a mental burden, as noticed in the
simulator runs used as data for Paper [IV]. Secondly, due to physical processes,
the success of the mission is impossible after a certain time point regardless of
whether the personnel are aware of the situation or not. In many cases, operators
are also capable of changing the time window by their actions, as discussed in
Paper [IV].

Estimating TRCs generally requires maximum likelihood principles, which are
standard statistical methods discussed in several textbooks, e.g. in Procaccia
(1995). The TRC fitted for the first decision-making situation in Paper [IV]
produces similar results to the HCR (Hannaman et al., 1984) rule-based curve.
The results also are comparable to Swain’s nominal TRCs for times up to 60
minutes.

Paper [VI] highlights the effect of event history on human reliability, i.e. all the
observed events such as faults and indications may have an effect. Methods for
modelling instantaneous failure intensities and history processes in PSA have
been discussed, e.g. by Holmberg (1997).

3.1.4 Methods for HRA of shutdown conditions and of actions
outside the control room

Human reliability is very important in shutdown conditions and during low
power operation. Extensive qualitative and quantitative HRAs have been
carried out to study these situations in the Nordic countries. For example,
Papers [II] and [III] discuss how coolant leakages caused by human failure
dominate the core-damage frequency of BWR plants during refuelling outages.
This result shows that other initiating events may be more significant than the
loss of residual heat removal in a shutdown PSA.
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Paper [II] shows how the same HRA methodology may be applied to all NPP
operating modes. HRA has revealed how human co-ordination errors, work
order confusion and deficient restoration of equipment may initiate undesired
event sequences, e.g. loss of residual heat removal, criticality events, crane
accidents and leakages. Human actions also cause both scheduled and non-
scheduled system unavailability, which may be important in PSA. Finally, Paper
[II] shows how shutdown risk may be significantly reduced by changing working
practices. Such changes would be cost effective.

Paper [III] discusses an inadvertent opening of an isolation valve and the
follow-up balancing actions undertaken to hinder a rapid core uncovery of a
BWR with external circulation loops. Many different factors affecting the
leakage probability and the timing of recovery actions were identified. Due to
the identified uncertainties, it is advisable to avoid situations where the
irradiated fuel both in the reactor and in the pools may become uncovered due
to a shutdown LOCA.

Moreover, Paper [VI] discusses the analysis of both decision making and of
observation of unanticipated events during reactor tank water filling at the end
of a shutdown procedure of a BWR plant. The analysis was related to the cold
overpressure risk study. The conclusion of the paper is that the risk is very low,
but the process feedback in shutdown conditions could generally be better.

Finally, Papers [II] and [III] also discuss human actions outside the main control
room in shutdown conditions. Actions outside the control room, such as starting a
pump from its switchgear unit, may also be important in disturbances beginning
from power operation, discussed in Paper [IV]. Recovery from outside the control
room may help to master a disturbance, but it also requires additional resources
and communication, which may have adverse effects on other actions. This has to
be taken into account in HRA.

3.2 Human reliability data

Plant specific NPP human reliability data generally consists of expert judge-
ment, simulator runs and, in a few cases, of real life experience. Plant and con-
text specific data collection for HRA is important since human behaviour is
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very context dependent, as discussed, for instance, by Hukki & Norros (1997,
1998).

3.2.1 Plant maintenance data

In human reliability research, the main focus has not been on maintenance de-
spite the fact that maintenance and testing have contributed to the course of
events by disabling equipment in, for example, the Chernobyl and Three Mile
Island accidents. Maintenance actions contributing to faults have been studied,
e.g. by Samanta & Mitra (1981), Wreathall et al. (1990), Reiman (1994), Mor-
ris et al. (1998) and Laakso et al. (1998). In particular, dependent failures af-
fecting several trains of a safety-related system may have a significant contri-
bution to the reactor core damage risk (Hirschberg 1990, Reiman 1994). Also
Swain & Guttmann (1983), Samanta et al. (1985) and Vaurio (1999) discuss
human-originated dependent faults from a probabilistic point of view.

Paper [I] draws statistical conclusions about the properties of faults caused by
maintenance-related human actions. A large database from one nuclear power
plant (Laakso et al., 1998) was utilised, which is unique. The most important
results of Paper [I] are presented in the following paragraph.

Instrumentation and electrical components were frequently affected by mainte-
nance actions in the database of Paper [I]. This is due to the vulnerability, com-
plexity and large quantity of such equipment. Thus, in HRA more emphasis has
to be put on studying instrumentation, control and electrical components in
safety critical systems. Paper [I] also compares the amounts of maintenance-
related faults during outages and during power operation. A major number of
the faults were initiated in outages, which is reasonable because of the large
number of shutdown maintenance activities. However, about 50 % of them re-
mained undetected until the power operation. In that respect, single and de-
pendent human errors show almost similar behaviour.

A large number of maintenance-originated faults took place in safety-related
systems. The abundance of scheduled maintenance and testing activities with
more stringent fault reporting practices in safety-related systems are mentioned
as potential explanations for this in Paper [I]. The number of human originated
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faults in the maintenance data is notable. However, the number of dependent
faults remained rather low. The safety significance of single human-induced
faults was small, but some dependent faults were found to be significant. Modi-
fication related activities were a significant cause of dependent faults.

Statistical information on human actions may be generated, based on mainte-
nance history. This provides an exception to the rarity of quantitative HRA
data. Plant maintenance data is one of the few sources of real historical infor-
mation on effects of human performance on technical systems, and it should be
applied more often to that purpose. This is the teaching of Paper [I] together
with the fact that the analysis requires a considerable amount of work and
knowledge.

3.2.2 Simulator data

Full-scale training simulators have become an important source of HRA infor-
mation. They can be utilised to identify important human actions and the devia-
tions from these actions, to validate models of human performance and to col-
lect quantitative data. For example, Norros & Sammatti (1986) discuss identi-
fying deviations from procedures in operator performance during simulator ex-
ercises, and notice that many of them are somewhat insignificant from the safety
point of view. Simulator runs have also been used to make inferences about the
influence of certain performance-shaping factors, such as displays (Norros &
Nuutinen, 1999), alarms (O’Hara et al., 1998) and manning levels (Hallbert et
al., 1996). Furthermore, simulator data has been used to estimate the parameters
of time reliability correlation, e.g., in Moieni et al. (1989) and Vuorio & Vaurio
(1987).

Reiman (1994) and Hirschberg & Dang (1998), for example, discuss factors that
differ from real plant conditions when disturbances are simulated. They are, 1)
operator crew’s anticipation of abnormal events, 2) concentration of the whole
crew in the control room during the disturbance and 3) the difficulty of includ-
ing the reality outside the control room, including the emergency organisation,
in the simulator runs. Also, the participating operator's mental load is lower in
simulator exercises.



39

Most of the above mentioned factors could be taken into account when analys-
ing the international study reported in Paper [IV]. In the study, data was col-
lected both for qualitative and quantitative purposes. The qualitative interviews
and video recordings included operators’ reasoning about the factors and the
decision goals they considered important in various phases of the disturbance.
This data was applied to the qualitative decision models that were used to vali-
date the content of quantitative models.

The quantitative data included recorded behaviour of process parameters and
control actions by the operators. The data were used to estimate the parameters
of the time reliability correlation for the first decision situation, and the pa-
rameters of the probabilistic decision model for the second one (see Section
3.1.1). However, the amount of simulator runs was very limited. Thus, expert
judgement was elicited to complete the data. The experts’ probability estimates
about operators’ choices formed the a priori expectations. Evidence from the
simulator runs was then used to obtain a posteriori estimates by Bayesian up-
dating methods.

The methodology for post IE human action reliability assessment described in
Paper [II] also makes use of simulator data for assessing HFE probabilities for
actions that have been repeated in training. Swain’s generic TRC correlation
formed the a priori estimates, which were updated by using simulator data. An-
other approach was applied in Paper [II] for cases, where no simulator informa-
tion is available, and it is described in the following section.

3.2.3 Expert judgement

Methods to elicit and to combine expert judgements have been reported, e.g. in
Comer et al. (1984), NRC (1990) and Cooke (1991). Furthermore, Bradley
(1953) discusses the paired comparisons used in Paper [IV]. The group
consensus techniques to combine judgements, such as Delphi and nominal
group technique are discussed, for instance, in Dalkey (1969) and Delbecq et al.
(1975). Mathematical aggregation may take place, e.g. through straight
averaging, through expert determined weights (e.g. DeGroot, 1974) or by
Bayesian methods (e.g. Mosleh & Apostolakis, 1984, Kaplan (1992) and
Pulkkinen, 1994). For example, Tversky & Kahneman (1974), Svenson (1989),
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NRC (1990) and Otway & von Winterfeldt (1992) discuss potential biases in
expert judgement and ways to avoid them. A comprehensive collection of
aggregation methods is presented in Clemen & Winkler (1999). Finally, Comer
et al. (1984) and Reiman (1994) present applications of expert judgement to
HRA.

Structured expert judgement may be used to determine important parameters,
such as PSFs, in HRA models, and to evaluate their influence. Paper [II] pres-
ents an application of expert judgement to a human reliability analysis of a
BWR in cases where no simulator training data on post IE human actions exist
(see 3.1.3). The method is based on 1) Swain’s time reliability correlation as the
source of generic estimate for human error probability and 2) on multiplying it
by using five plant-specific co-factors: procedures, training, feedback from proc-
ess, mental load and decision burden. Paper [II] emphasises that the factors have
to be based on a thorough qualitative analysis to avoid biases. The method has
proved to be useful, and it has also been applied to a PSA study in another NPP
discussed in (Holmberg & Pyy, 2000).

Paper [V] shows an application of the multiplicative model, discussed in the
previous paragraph, to evaluating probabilities of commission opportunities (see
Section 3.1.2). The interpretation of the co-factors in the paper is that they
partly directly affect the probability of success, as in the availability of the right
tools, and that they partly affect mental burden. Paper [V] also presents a logis-
tic regression quantification method based on the same co-factors as in the mul-
tiplicative model, discussed further in Section 3.1.3. Plant or simulator data may
be used to calibrate the logistic model and expert judgement completes the data
points. The calculation of the correlation parameters takes place by using maxi-
mum likelihood principles. Paper [III] presents the HRA study of a leakage
during the refuelling outage of a BWR reactor. Human actions are the main
possible causes of the leakage. The case was used to develop further the expert
judgement methodology of Pulkkinen & Holmberg (1997). The methodology is
based on 1) discussions between substance matter experts and normative experts
in three phases, 2) direct elicitation of unknown variables, and 3) applying a
Bayesian combination of judgements and 4) completing sensitivity analyses.
The emphasis is on experts’ reasoning and communication in order to avoid
biases and the use of heuristics such as rules of thumb and principles that are not
founded on theory and reality.
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In the application, three variables were chosen for expert judgement. They were
the frequency of the leakage, the available time, and the time taken to balance
the situation. The substance-matter experts came from the power company and
the normative experts from VTT. The substance-matter experts represented a
wide variety of expertise ranging from psychology and reliability analysis to
operational and maintenance knowledge. All the experts had a good knowledge
of the outage situation and related analyses, and they received training on prob-
ability assessment.

Three fractiles (5%-, 50%- and 95%-) of the distributions of the variables were
calculated. Besides the Bayesian combination, a direct combination of distribu-
tions took place, as shown in Figure 5 for one variable. Also the effect of indi-
vidual experts on the results was studied in the sensitivity study.
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Figure 5. Comparison of combined distributions, variable 3 (θ)), probability of
a leakage (per year), in Paper [III].

A direct combination of distributions tends to lead to tighter uncertainty bounds
and to some lower expected values than the Bayesian method, as shown in
Figure 5. This is mostly due to the fact that the version of the Bayesian model
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used in the exercise takes into account the potential overconfidence of experts.
Although VTT’s method produces large uncertainty bounds, the uncertainties
related to the leakage proved to be large independent of the method used, which
also was the understanding of the power company. Paper [III] showed that ex-
pert judgement forms a good complement to other data collection methods, but
substance-matter experts may have problems when probability variables are
produced.

A way to avoid these problems is to choose observable parameters of the prob-
ability model that are better known to the substance matter experts. Paper [VI]
presents an application to a BWR shutdown cold overpressure study. The prob-
ability of not noticing a spurious start of an auxiliary feed-water pump during
the filling of the reactor with water was the variable of interest. Instead of elic-
iting fractiles of the time distribution directly, the experts were asked to specify
the time within which the 2nd, 6th and 11th crew out of a total of 12 plant crews
would observe the spurious start of the pump. This was done in order to help
them to associate their estimates with plant conditions they knew well. These
time points were interpreted as 5%, 50% and 95% fractiles.

The experts participating in the analyses were operators, a simulator instructor
and the author. A simulator run was used to refresh the memory of the experts
on the exact conditions that occur when water filling. The results in Paper [VI]
showed that observing the spurious start is easy, and that it takes place fast.

3.3 Interdisciplinary analysis of human reliability

A balanced human reliability analysis requires knowledge on plant maintenance,
operations, design, process physics, reliability engineering and human behav-
iour, among other requirements. Due to the nature of HRA, it has been difficult
to develop methods that are widely accepted by all disciplines. Recently, at-
tempts have been made in several related areas to develop more plausible ap-
proaches. Examples of these are cognitive simulation models, discussed briefly
in section 2.2, and approaches to integrating PSA and dynamic process simula-
tion, discussed by Cacciabue (1998) and Hortal & Izquierdo (1996). Further-
more, Andersson & Pyy (1998) discuss structured frameworks to allow different
disciplines to participate in human reliability analyses. Other approaches of
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interdisciplinary HRA can be found, e.g. in Barriere et al. (1995) and in Mos-
neron-Dupin et al. (1997).

The objective of an interdisciplinary HRA, promoted in the papers in this thesis,
is to provide a balanced view on important features of human reliability by im-
proved co-operation between different disciplines. Sometimes, this is not trivial
due to the very different research approaches, nomenclature and traditions.

There are basically three structured approaches to attain improved and more
balanced information exchange in HRA. In the decision analytic approach, dis-
cussed in Paper [IV], experts in different disciplines look at a problem from
different viewpoints and present their analyses to a decision maker, who weights
different pieces of evidence together. In the expert judgement approach, dis-
cussed in Paper [III], the task for all disciplines is to assess the values of the
same variables of interest. There, experts in probability calculus elicit the data
from substance-matter experts, e.g. behavioural scientists and process experts.
The third structured method, discussed in Paper [VI], is to create a working
group of different disciplines to work on the same problem in a controlled man-
ner. The idea of this approach is to ensure proper interdisciplinary communica-
tion, so that the results of an integrated analysis will be more than just the sum
of separate analyses. This third approach can be regarded as a real interdiscipli-
nary HRA, which is illustrated in Figure 7, consisting of systems analysis, the
behavioural sciences, physical analyses, and the power plant context. In some
cases, also, participation of other disciplines, such as structural integrity experts,
may be required.

The objective of Paper [VI] was to apply the principles of the interdisciplinary
HRA and, especially, to focus upon integrating probabilistic and psychological
approaches. An improved communication between disciplines was achieved
through adopting reference models that adequately reflected essential features of
the phenomenon being studied, and through carrying out an interactive analysis
process. The analysis had two major phases: 1) the description of the context
and 2) both psychological and probabilistic modelling.
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Theoretical HRA
Systems analysis:        Behavioral
PSA        sciences:
Uncertainty Inter-           *psychology
assessment disciplinary           *sociology
etc. HRA

           Traditional HRA   Cognitive HRA

Physical analyses
*reactor physics

*thermohydraulics
etc.

      Power plants:
* Operational problems        * Safety focus * Maintenance probelms
* Backfittings         * Procedures * Training needs

           etc.

Figure 7. A presentation of the structure of an interdisciplinary HRA modified
from Andersson & Pyy (1998).

As discussed in Section 3.1.1, the object of the analysis was the operating pro-
cedure for reactor tank filling, including a significant amount of decision mak-
ing. In the description of the context, the main process events, information
sources, human actions, decision points and boundary conditions were visual-
ised by using natural language, and the common reference models were drafted.
In the probabilistic analysis, the modelling phase consisted of the construction
of a probability model. It was, in Paper [VI], specified as an influence diagram
with a marked point-process framework (e.g. Holmberg, 1997). The main prob-
abilistic model included several sub-models.

The description of the context served as a reference, both in the psychological
analysis of the adequacy of process control and in the analysis of human actions.
The psychological analysis focused on the empirical data of the operators' per-
formance collected in the simulator exercise and, thus, it brings the actors’ point
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of view to the human reliability analysis. This is important in order to evaluate
what are the most important PSFs in the analysed case.

In the analysed case, decision analytic thinking was an integrating factor be-
tween the probabilistic and psychological analyses. The proposed integrated
analysis approach is in itself rather general and applicable to many kinds of
situations. Thus, in future, structured interdisciplinary approaches may turn out
to be a feasible tool for more realistic HRA. They complement approaches such
as the one described in Paper [II] that are tailored more for everyday PSA work.
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4. CONCLUSIONS OF THE PAPERS

Table 2 summarises the findings of the papers attached to this thesis.

Table 2. Conclusions based on Papers [I]–[VI].

Paper [I] Plant maintenance history is a good human reliability related plant-specific
data source and should be used more extensively in future.

Errors of omission do not lead automatically to unavailability of a system,
and errors of commission to wrong system functions, correspondingly – the
consequences of human actions are almost completely context dependent,
which emphasises the need for target-specific analyses.

Instrumentation, control and electrical components are especially prone to
human failures, partly due to their vulnerability and partly due to the com-
plexity of the equipment. Thus, more emphasis has to be put on studying I &
C and electrical components in HRA.

A large number of human failures takes place in safety-related systems,
which may be due to the large number of scheduled activities in safety sys-
tems, and to the fact that the fault reporting criteria may be less stringent in
non-safety related systems.

Plant modifications appear as a very important source of dependent human
failures, and many of them remain latent until the plant start-up – these facts
should lead to a more thorough planning, co-ordination, functional testing
and other operability verification actions before starting the operation.

Paper [II] HRA has to allow the involvement of several personnel groups; this is the
reason why the role of transparent modelling and verbal descriptions as the
basis for probability parameters is vital.

An HRA methodology has to be capable of dealing with very different hu-
man actions and environments. Apart from the control room actions in dis-
turbances starting from power operation, for instance, maintenance action
induced dependencies and human actions in shutdown conditions are impor-
tant from the risk point of view.

Maintenance and testing related mechanisms leading to dependent failures
are, e.g. procedure or work order deficiencies; task characteristics them-
selves; resource arrangements; calibration equipment or crew composition.
Other PSFs such as spatial or temporal coupling may influence the probabil-
ity estimates but not be the mechanism itself.

Risk decreasing actions based on HRA, such as changes in working prac-
tices, may be very cost-effective.
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Paper [III] Expert judgement provides important information for human reliability
analysis, especially if expert interaction is allowed. However, normative
experts have to moderate the discussion in order to restrict biases and to
steer the experts to seek for evidence.

Different combination principles of expert judgements may lead to signifi-
cant differences in results. This is an example of modelling uncertainties
encountered frequently in HRA.

Direct expert judgement of probabilities has to be considered with care since
people have difficulties with the concept of probability. In particular, experts
have difficulties in defining the fractiles of an uncertainty distribution of
probability. Rather, judgements about observable variables that the experts
can relate to their experiences should be elicited.

Shutdown LOCA risk can be quite high and human actions are in a major
position both as sources of risk and in balancing the situation. This fact is
also acknowledged by the power companies, and actions have been taken to
reduce the risks.

Paper [IV] Decision making during accidents and disturbances may be modelled by
applying methods based on human reliability modelling and the use of deci-
sion theory, which is an extension to the current HRA paradigm.

The use of probabilistic modelling has to be supported by a qualitative
analysis that validates the modelling principles used.

Time reliability correlation models may be used to model simple diagnosis /
decision situations, whereas in real multi-criteria cases decision behaviour is
related to the operator crews’ attitudes to the situation and their values.
Modelling such cases requires real multi-criteria models.

Due to the fact that human reliability data from, for example, simulator runs
is sparse, structured expert information may be used to complement it.

Paper [V]
and sum-
mary of its
applica-
tion in
Section
3.1.2

HRA methods should be generic frameworks rather than developed for spe-
cific events such as ‘errors of commission’ only.

The presented framework moves consistently from identification of impor-
tant factors to the probabilistic quantification. The practical application pro-
duced many practical working tools, such as table formats, that helped a
great deal in documenting and steering the analysis.

The work was found to be useful in training and instruction planning by the
representatives of a power company.

In the case of wrong protection signals, the probability of human failure may
be considerable. However, the probabilities of aggravating human actions
may still be small.
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Paper [VI] An integrated (interdisciplinary) HRA approach means communication be-
tween disciplines with the help of a framework, within which the points of
view of each discipline can be taken into account. Models understood by
different disciplines (reference models) help in such a task.

By taking the operator's view into account, it is possible to achieve a deeper
comprehension of the situation, which produces new information about fac-
tors affecting probabilities of human actions.

The proposed integrated approach is in itself rather general and applicable to
many different cases. The approach takes into account the dynamic nature of
the man-machine interaction and presents a detailed probabilistic framework
for its analysis.

The probability of cold overpressure for Nordic BWR reactors is very small.
In that respect, the analysis presented in this paper confirms the results of the
analyses carried out by the power companies.

Moreover, there are a number of good practices that should be applied to HRA.
Generic requirements have been set in the literature for PSA, e.g. in (NRC 1990,
Cooke, 1991). The analysis should be reproducible, accountable, subject to em-
pirical control, neutral and fair. Reproducibility means that all the calculations
and analyses have to repeatable. Accountability means that the values given can
be traced to their source. Empirical control means that the results could, in prin-
ciple, be falsified by empirical data. Neutrality means independence of the deci-
sions made as a consequence of the analysis, e.g. participating experts should
not feel tempted to manipulate the uses of methods and judgements because
their own values are involved. Finally, fairness requires that all events and ex-
perts are treated equally during the analysis, which does not pre-empt using
some screening rules and weighting procedures.

A credible HRA should deal more with observable parameters and PSFs than
with ambiguous factors, such as the level of cognitive activity. Human reliabil-
ity assessment calls for a robust framework under which one may create appli-
cation-specific refined models that are valid for particular circumstances. In the
following, more detailed features of good HRA practices are presented together
with references to Papers [I]–[VI].
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1. A quantitative HRA method has to be technically valid for the situation to
be analysed, and compatible from the identification to quantification. Papers
[II]–[VI] emphasise this by showing how the principles and results of the
qualitative analysis are used in the quantitative analysis.

2. Human actions are very sensitive to the associated surroundings, and HRA
methods have to take into account essential contextual factors. This should
take place either explicitly, e.g. by using PSFs / PICs, or implicitly in holis-
tic expert judgement. In the latter case, a qualitative description has to fol-
low, as suggested in Papers [III] and [VI]. Explicit contextual factors and
their influence on probabilities are shown in Papers [II] and [IV]–[V].

3. HRA has to look for plant-specific experience data, as Paper [I] emphasises.
However, due to the scarcity of this data a method has to be capable of tak-
ing into account different kinds of data types, such as simulator information
and expert judgement. Methods and uses related to simulator data are pre-
sented in Papers [II], [IV] and [VI]. Expert judgement information is used in
Papers [II]–[VI] as one of the data sources.

4. The method has to be mathematically acceptable, i.e. the calculus principles
have to be sound and presentable in the probabilistic framework. The cal-
culus also should be as transparent as possible, although some mathematical
models require, by definition, more knowledge than others. Papers [II]–[VI]
emphasise these principles.

5. HRA methodology should be flexible for different PSA modelling levels.
This principle, together with (2) and (3), sets requirements for user compe-
tence so that the results remain realistic at all levels if the analysis is made
more detailed, which also is related to the costs of the analysis. Papers [V]–
[VI] present very detailed modelling principles, whereas Papers [II]–[VI]
also present rather generic modelling approaches, applicable to a coarse as-
sessment.
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5.  CONCLUDING REMARKS

Human reliability analysis and reliability analyses of technical systems can be
based on the same reliability engineering principles, since the aim is to model
events in logical PSA models. Also in areas other than HRA, such as in model-
ling physical phenomena and structural integrity in PSA, there are discussions
about causal versus probabilistic modelling of phenomena. The major differ-
ences in the probabilistic analysis of human performance when compared to
other parts of PSA are that 1) man can introduce unforeseen dependencies into a
technical system and 2) man is capable of decision making and proactive be-
haviour instead of only adapting to an event.

The most important methodological developments manifested in the thesis con-
centrate on the HRA of decision making, and modelling commission opportuni-
ties. However, it is vital not to analyse them separately but to put them into per-
spective in the whole spectrum of potentially significant events in human reli-
ability analysis. Those events include human functions from perception to man-
ual actions, the whole life cycle of an installation from design to decommis-
sioning, the events from normal operation to severe accidents and the yearly
cycle with all the operating modes including shutdown.

Human reliability analysis consists of many different types of information and
knowledge. As shown earlier, using approaches allowing disciplines to commu-
nicate in a structured manner, such as expert judgement and decision analysis,
should be promoted. At the same time, HRA methodology should be kept trans-
parent and understandable to the many interest groups in order to increase its
credibility in risk management. In this respect, it is also vital to strengthen the
collection of factual data.

Despite the fact that everybody has had experience of human behaviour, prob-
abilistic human reliability data is generally sparse. Thus, all available data
should be used in HRA. There should also be a wider utilisation of plant-
specific information. Maintenance databases and training simulators are exam-
ples of potential data sources, and they should be utilised more extensively.
However, an analyst also has to understand the limitations of and potential bi-
ases in these sources. Expert judgement may include insight factors that cannot
be obtained by tests etc. It forms a good and necessary complement to other
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information, especially in the case of rare events. However, expert reasoning
should be well documented, the data should not be used outside the context for
which it was elicited, and the results should be subject to empirical control
whenever possible.

Despite the amount of development presented, both in the methodology and the
data, there are still areas to be studied. The dependencies, 1) between the human
actions and 2) in technical systems due to human actions, may require more
thorough studies, although they may also be treated by choosing a higher mod-
elling level. Extension of human reliability analyses into accident management
emphasises the role of decision making in an environment, and for which there
cannot be strict procedures. Finally, it is important to continue collecting more
information about human failure mechanisms and contexts.

Human reliability analysis is one of the areas of probabilistic safety assessment
that has direct applications outside the nuclear industry. Although this thesis
consists of applications to NPPs, maintenance outages, for example, take place
in all industries and time is a crucial factor in the cockpit of an aeroplane. A
proper human reliability analysis studies man machine systems as a whole.
Similarly, both the positive and negative aspects of human behaviour are taken
into account instead of focusing on errors only. Understanding this increases
both the use and acceptability of HRA.
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