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Suvi Karvonen. Modelling approaches to mass transfer and compression effects in polymer electro-
lyte fuel cells [Polymeerielektrolyyttipolttokennojen massansiirron ja puristuspaineen vaikutusten
mallintaminen]. Espoo 2011. VTT Publications 772. 73 p. + app. 66 p. 
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Abstract 
The subject of this thesis is modelling polymer electrolyte membrane fuel cells 
(PEMFCs) locally and on a cell scale. The modelling was done using software 
based on the finite element method and focused on mass transfer issues and 
compression pressure distribution and its effects on local phenomena. 

Mass transfer, more specifically the flow distribution in the flow field system, 
was studied on the cathode. The velocity distribution was improved by changing 
the geometry of the channel system. This improvement was also observed exper-
imentally. Mass transport problems of free-breathing fuel cells were also stud-
ied. These cells rely on free convection to provide reactants and remove reaction 
products. In this thesis, the aim was to develop an accurate model that is also 
computationally light. 

The compression distribution in a stack was modelled based on an existing 
stack design. The results showed poor internal pressure distribution, with most 
of the cell experiencing insufficient compression. The modelling was then used 
to find a  better  end plate  structure and suitable  torques for  the nut  and bolt  as-
semblies. The results were validated experimentally. 

The effect of compression was studied on a local scale on which compression 
variations caused by the channel structure had been seen to affect the gas diffu-
sion layer properties and contact resistances between components. According to 
the modelling results, there are strong local transversal electric currents in the 
cell. This phenomenon can affect the cell performance and lifetime negatively. 
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lyte fuel cells [Polymeerielektrolyyttipolttokennojen massansiirron ja puristuspaineen vaikutusten 
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Tiivistelmä 
Väitöskirja käsittelee polymeerielektrolyyttipolttokennon (PEMFC) toiminnan 
mallinnusta paikallisesti ja kennotasolla. Tutkimuksen työkaluna käytettiin mal-
linnusta elementtimenetelmään perustuvalla ohjelmistolla. Mallinnuksen paino-
pisteinä olivat erityisesti aineensiirron ongelmat ja puristuspaineen jakautuminen 
ja vaikutus kennon paikalliseen toimintaan. 

Aineensiirtoa eli virtauskanaviston toimintaa tarkasteltiin kennon katodilla 
mallintamalla kanavistoon syntyvää virtausprofiilia. Kanaviston geometriaa 
muuttamalla pystyttiin parantamaan virtausprofiilia, ja tämä mallinnuksen avulla 
suoritettu optimointi havaittiin myös kokeellisesti. Aineensiirron kysymyksiä 
tutkittiin myös vapaasti hengittävien polttokennojen kohdalla. Näissä kennoissa 
aineensiirto perustuu vapaaseen konvektioon. Työssä pyrittiin kehittämään yhtä 
aikaa luotettava ja laskennallisesti kevyt malli. Lopputuloksena syntyi kolmi-
ulotteinen malli vapaasti hengittävästä kennosta, jolla tutkittiin kennon koon ja 
asennon vaikutusta toimintaan. 

Kennostossa vallitsevaa puristuspainetta mallinnettiin olemassa olevaan ken-
nostoon perustuvan mekaanisen mallin avulla. Tuloksena saatiin epätasainen 
painejakauma. Mallinnuksen avulla etsittiin parempi rakenne kennoston päätyle-
vyille sekä muutettiin pulttien vääntömomentteja, jolloin kennolla vallitseva 
painejakauma saatiin pysymään toivotuissa rajoissa. Samalla päätylevyn painoa 
saatiin vähennettyä. Tulokset verifioitiin kokeellisesti. 

Puristuspaineen vaikutusta tutkittiin paikallisella tasolla, jossa virtauskanavis-
ton rakenteen aiheuttamien painevaihteluiden oli todettu vaikuttavan merkittä-
västi kaasudiffuusiokerrosten ominaisuuksiin ja komponenttien välisiin resis-
tansseihin. Mallinnuksen tulosten mukaan kennossa syntyy paikallisesti merkit-
tävästi poikittaissuuntaista sähkövirtaa, joka aiheuttaa virrantiheyteen vaihteluja. 
Ilmiö voi vaikuttaa negatiivisesti kennon toimintaan ja elinikään. 
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1. Introduction 
Energy production often has a negative impact on the environment. In historical 
times, small populations and the nature of the available energy sources ensured 
that energy production was sustainable or, at least, that any harmful effects such 
as deforestation were local, not global. However, with the rapidly increasing 
global population and improving standard of living, the problem of providing 
clean energy for everyone has become one of the main challenges of the 21st 
century. Currently, there does not appear to be any single solution that can be 
used universally to produce clean, inexpensive energy. Instead, we face multiple 
choices that all have their advantages and disadvantages. 

One proposed solution to the problem of environmentally sustainable energy 
production is the so-called hydrogen economy in which one of the main energy 
carriers is hydrogen (as opposed to, e.g., oil and electricity). Hydrogen can be 
produced by various methods and used in, for example, fuel cells. The use of 
hydrogen production processes, which do not produce greenhouse gases, would, 
in theory, allow the hydrogen economy to function with a minimal negative effect 
on the climate. Moving to a hydrogen economy would be expensive, however, 
and require much political will and time. Several technical issues concerning 
hydrogen production, storage, delivery and use in fuel cells would also need to 
be solved before a hydrogen economy could be considered a realistic alternative. 
As a consequence of these difficulties, the hydrogen economy is currently a rela-
tively utopian scenario that may never be realized. Hydrogen and fuel cells could 
be part of the solution, however, even if the road of the hydrogen economy is 
never taken. 

A fuel cell is a device that produces electrical and thermal energy from various 
fuels  such  as  hydrogen,  methanol  or  natural  gas.  A  fuel  cell  can  convert  the  
chemical energy of its fuel and oxidant into electricity without combustion or 
conversion through thermal energy, which, at least in theory, gives it high effi-
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ciency. If hydrogen is used as the fuel, the only reaction product is water, so 
there are no harmful exhaust compounds, at least not on site. Fuel cells also have 
high power density, are silent, require little maintenance and, on a small power 
scale, usually have high efficiencies compared with many traditional technolo-
gies such as the internal combustion engine. 

Different types of fuel cells are suitable for applications ranging from milli-
watts to megawatts and from portable to stationary. The different types of fuel 
cells are usually categorized by their operating temperature or materials. Fuel 
cells can potentially be used in everything from portable electronics and auto-
mobiles to small-scale power plants. The fuel cell type of interest in this thesis is 
the polymer electrolyte membrane fuel cell (PEMFC), which is best suited to 
portable electronics, transportation and other small-scale applications. 

Unlike internal combustion engines, fuel cells retain their good efficiency at 
partial loads. However, for each application, fuel cells must first be proven supe-
rior to existing technologies such as batteries, internal combustion engines and 
the electrical network. Fuel production, storage and distribution issues also have 
to be solved. Currently, fuel cell performance, life-time and price are not viable 
for anything but small niche applications, and wide-scale commercialization is 
yet to come. 

In principle, fuel cell performance can be improved either by using new, supe-
rior materials and innovations or by improving the cell design and operational 
conditions. In the case of PEMFC materials, the research includes finding new 
electrolyte membranes that can operate at a higher temperature without the need 
for liquid water, researching catalysts in order to decrease price and increase 
efficiency and lifetime, improving gas diffusion layer properties and finding 
more corrosion-resistant materials for the support structures. Cell design can be 
improved by, for example, optimizing flow field geometry, improving the com-
pression distribution in a stack or finding new, innovative solutions. Finding the 
optimal operating conditions, i.e., the temperature, current, gas flow stoichiometry, 
etc., is also crucial to cell performance. 

The subject of this thesis consists of finding ways to improve the performance 
of the PEM fuel cell through modelling. Many fuel cell phenomena are difficult 
or almost impossible to experiment on and cannot be deduced from the overall 
cell performance. In these cases, modelling is an invaluable tool. Modelling can 
also speed up the process of improving cell design, as simulation is often less 
expensive and less time-consuming than experimentation. In this thesis, model-
ling is used for studying cell phenomena and for improving cell design. The 
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results provide new insight into local phenomena and demonstrate that certain 
changes in design parameters can improve cell performance significantly. 

The distribution of reactants on a fuel cell cathode is studied in Publication 1 
and discussed in Chapter 4. This study focused on the geometrical design of the 
flow field plate structure and demonstrated that small changes in geometry can 
improve flow distribution significantly, i.e., make it more even in the cell. This 
is important in terms of overall cell performance, as an uneven flow distribution 
will cause problems such as reactant starvation and accumulation of liquid water 
in the cell. Modelling is a natural way to approach a problem for which in-situ 
experiments, though possible, are complicated and time-consuming. The model-
ling results obtained in Publication 1 were verified experimentally and are in 
agreement on a qualitative level. 

Publications 2 and 3 focus on the local phenomena caused by uneven com-
pression in the cell. A fuel cell is usually compressed by a nut and bolt assembly 
so that the cell does not leak gases and the components have good electrical contact. 
The pressure deforms the soft gas diffusion layers used in fuel cells, however, 
crushing their pores, and excessive compression thus leads to mass transport 
problems. Furthermore, the internal structure of a PEMFC, i.e., the channel system 
of the bipolar plates, leads to large local variations in compression pressure as 
there is practically no compression on the gas diffusion layers underneath the 
channels. This causes large variations in many key parameters such as the elec-
tronic conductivity, the mass transport properties of the gas diffusion layers and 
the contact resistance between different components. This phenomenon has been 
largely neglected in previous studies. 

A basic model for studying the effects of uneven compression was developed 
in Publication 2. The results showed that local effects are significant, especially 
in terms of current density. Some of the parameters used were inaccurate how-
ever. These parameters were studied experimentally in order to improve the reli-
ability of the model. The new improved model was reported in Publication 3. 
The results show that due to uneven compression and thus varying contact re-
sistances and uneven deformation of the gas diffusion layer, the current density 
in the electrodes has a large transversal component and a local maximum. In 
earlier modelling studies, the compression effects were excluded and the current 
was mostly seen to travel straight from the electrodes to the current collectors. 
The local variations discovered here are significant as they can have a negative 
effect on the overall performance as well as the lifetime of the cell. 
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Publication 4 focuses on studying the compression in the cells on a larger 
scale. The pressure distribution in a stack was studied by making a mechanical 
model of an existing PEMFC stack. The results showed that the pressure on the 
gas diffusion layers of the individual cells was far from in the optimal range. The 
model was then used to find an improved end plate structure that was both light-
er and more rigid than the original in order to improve the internal pressure dis-
tribution. The torque on the nut and bolt assemblies was also optimized. As a 
result of these changes, it was possible to limit the internal pressure in the cell to 
an optimal range. The modelling results were validated experimentally on a 
qualitative level. 

Publication 5 focuses on the mass transfer of a free-breathing fuel cell, i.e., a 
fuel cell that relies on natural convection instead of auxiliary equipment such as 
pumps to take care of its mass transport. The model built in this study focused 
on the cathode and its surrounding air zone. 2D and 3D models were used to find 
the best way to model the problem accurately and with computational efficiency. 
The  resulting  model  was  then  used  to  study  the  performance  of  a  small,  free  
breathing  fuel  cell.  The  results  show,  e.g.,  that  the  tilt  angle  of  the  cell  has  a  
large impact on the performance. 

The subjects of these studies thus cover cell and local-scale phenomena, mass 
transport issues and compression effects. The uniting factor is the aim to gain a 
better understanding of the way PEMFC operates beyond a few variables like 
current and voltage, which are easily measured externally but do not say much 
about the complex phenomena occurring internally. The modelling has much 
room for improvement in future work, as PEMFC operation is based on many 
different, interdependent and complicated phenomena for which the correct pa-
rameters and correlations are often not well known. Nevertheless, the modelling 
in this study has offered new scientific information on various cell phenomena, 
and the models can be used as tools to optimize cell performance. 
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2. Fuel Cells 

2.1 History 

Fuel cells are often thought of as modern technology that is not yet ready for 
commercialization. The concept of the fuel cell dates back to 1838–1839 when 
Christian Schönbein published the principle of the fuel cell [1]. In 1845, the first 
functional fuel cell was built by Sir William Grove [2]. At the time, not much 
practical value was attached to this phenomenon and fuel cell development did 
not advance for decades. 

The term “fuel cell” was first proposed by Ludwig Mond and Charles Langer, 
who built a fuel cell operating on air and industrial coal gas in 1889 [3]. After 
Mond and Langer, no significant advancement was made before the 1950s, when 
Francis T. Bacon and his group replaced the previously used platinum electrodes 
and acid bath electrolyte with less expensive nickel electrodes and alkaline elec-
trolyte. After almost twenty years of research, Bacon developed a five kilowatt 
fuel cell [4]. In the 1950s, fuel cells were also being developed at the General 
Electric (GE) Company. The results achieved by Bacon and GE showed that fuel 
cells, although expensive, were not limited to the laboratory but had potential for 
real applications. GE was also the company that built the first polymer electro-
lyte membrane fuel cells in the 1960s [5]. Not surprisingly, the first instance of 
adoption of the new technology was by the National Aeronautics and Space 
Administration (NASA), whose spacecraft required a source of electricity [6]. 
Nuclear power was considered too hazardous while a combination of solar power 
and batteries would have been too bulky. As a consequence, fuel cells were used 
in the Gemini, Apollo and Space Shuttle missions. During this time, fuel cells 
were considered for many different applications, an example of which is the 
Allis-Chalmers fuel cell tractor in Figure 1. 
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Figure 1. An experimental Allis-Chalmers fuel cell tractor in 1959 [7]. 

For  the  past  few  decades,  increasing  awareness  of  the  limited  fossil  fuel  re-
sources and the environmental effects of their use have given ample motivation 
for research into new energy technologies, one of which is fuel cell technology. 
Consequently, during the last twenty years, fuel cell research has boomed. This 
is partly due to the development of new materials that were not available earlier, 
such as improved electrode materials. 

Traditionally, the greatest interest in fuel cell technology has perhaps come 
from the automotive industry, though fuel cells can also be used in portable elec-
tronics and for stationary power production. In transportation, the first demon-
stration fuel cell bus was built by Ballard in 1993, after which demonstration 
fuel cell buses have been in use in many cities. Demonstration fuel cell cars by 
companies such as Ford, Toyota and BMW have been presented since the late 
1990s. Demonstration projects are still going on, and a fuel cell bus fleet of 20 
buses was operational during and after the 2010 Winter Olympics [8]. 

On a smaller scale, fuel cells can be used in portable applications such as lap-
tops and cell phones. These devices require increasing amounts of power, and 
providing this for long periods is challenging with current battery technologies. 
The operating conditions in these applications vary greatly, as does the size of 
the fuel cell system, and the auxiliary equipment, in particular, has to be mini-
mized. One candidate for these systems is a so-called free-breathing fuel cell that 
takes its oxygen from the surrounding air through passive mechanisms. 
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Current fuel cell research aims to lower the cost and improve the performance 
and lifetime of the cells, thus making fuel cells a viable alternative to competing 
technologies. The European Union has a programme called the Fuel Cells and 
Hydrogen Joint Technology Initiative. The strategic research agenda, written in 
2005, cites 4000 €/kW as the current price and 100 €/kW as the goal price for 
FC systems in transportation [9]. 

2.2 Basics of Fuel Cells 

A fuel cell is an electrochemical apparatus that uses the chemical energy of its 
fuel and oxidant. There is no combustion in the process. The advantage over 
internal combustion engines is that the efficiency of the fuel cell is not bound by 
Carnot efficiency. This conversion is accomplished by separating the fuel and 
oxidant by an electrically insulating but ionically conductive electrolyte. Fuel is 
fed to the anode and oxidant to the cathode. The fuel, driven by the chemical 
potential, is oxidized on the anode, while the oxidant is reduced on the cathode. 
The resulting ions pass through the electrolyte from the cathode to the anode or 
vice versa depending on the fuel cell type. The electrons travel via an external 
circuit, thus producing electric current that can be used as desired. 

Fuel cells are typically categorized according to the electrolyte material, 
though some cell  types are named after  their  fuel.  In  general,  fuel  cells  can be 
divided into two main categories: high or intermediate temperature cells, such as 
the Solid Oxide Fuel Cell (SOFC), and low temperature cells, such as the Poly-
mer Electrolyte Membrane Fuel Cell (PEMFC). Potential fuels include, e.g., 
hydrogen, methanol and methane, and the range of suitable fuels depends on the 
cell type. In general, high temperature fuel cells can use a wider range of fuels, 
especially hydrocarbons, than low temperature fuel cells. The oxidant is oxygen, 
either  as  a  pure  gas  or  obtained  from the  air.  The  basic  structure  of  the  cell  is  
independent of the cell type and consists of two electrodes separated by an elec-
trolyte layer. The most common electrolyte materials are polymer membranes 
with sulfonic acid groups, ceramic materials, acids and molten salts. The most 
common fuel cell types and their characteristics are listed in Table 1. 

High temperature cells are suitable for stationary power production and oper-
ate at 700–900 °C. Intermediate temperature SOFCs that operate at 500–700 °C 
are also being researched. Low temperature FCs such as PEMFCs operate in the 
temperature range of liquid water and can be employed in a variety of applica-
tions from portable electronics to transportation, small-scale residential heat and 
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power production and many niche applications [2]. In recent years, the lines 
have become blurred, however, as low temperature SOFCs (500–700 °C) and 
high  temperature  PEMFCs  (over  100  °C)  have  been  researched.  The  ultimate  
goal of fuel cell technology, the fuel cell car, would probably employ a PEMFC, 
although there has also been research into SOFCs. 

Table 1. Fuel cell types, their operating temperatures and electrolyte materials. 

Fuel cell type Abbreviation Operating  
temperature 

Electrolyte material 

Polymer Electro-
lyte Membrane  PEMFC 20–90 °C Proton-conducting polymer film 

Direct Methanol  DMFC 20–90 °C Proton-conducting polymer film 

Alkaline  AFC 100–250 °C OH--conducting alkaline solution 

Phosphoric Acid  PAFC 200 °C Proton-conducting phosphoric acid 

Solid Oxide  SOFC 700–1100 °C O2--conducting ceramic oxide1 

Molten carbonate MCFC 600–700 °C CO3
2--conducting molten carbonate 

 
For portable applications, the main competition is batteries, whose efficiency is 
very high and price low. Despite rapid improvement, the energy storage capacity 
of batteries is not sufficiently high for many applications. Laptops, in particular, 
are  seen as  a  potential  application for  fuel  cells,  as  their  batteries  can currently 
only provide energy for a few hours of use, and the power consumption of these 
devices  is  continually  increasing.  With  fuel  cells,  this  period  could  perhaps  be  
extended as the energy capacity would depend only on the size of the fuel supply 
not  the cells  themselves.  In a  fuel  cell,  the power and energy capacities  can be 
sized separately whereas in batteries they are interdependent. A fuel cell laptop 
does not require recharging, though it does need refuelling. If it is necessary to 
use a laptop for a long period with no external source of electricity, it is easy to 
have several fuel containers ready. 

In transportation, the competing technologies are the traditional internal com-
bustion engine running on ever-decreasing reservoirs of fossil fuels (or biofuels) 
and the yet to be commercialized electric car running on batteries. Fuel cells 

                                                   

1 There are also some ceramic materials that exhibit proton conductivity, see, e.g. [10]. 
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would be ideal for transportation applications, but the necessary fuel distribution 
infrastructure does not yet exist. The operating conditions are also harsh on the 
cells,  for  instance,  the  ambient  temperature  can  be  as  low as  -30  °C.  In  a  true  
hydrogen economy, fuel cells could also be used to produce combined heat and 
power  (CHP)  for  distributed  energy  production.  On  a  smaller  scale,  fuel  cells  
could be used to produce CHP from natural gas at the end of a gas line, or using 
landfill gas or biogas. 

Currently, fuel cells are mostly used for demonstrations and military applica-
tions. There are some niche applications for which fuel cells could be used in the 
near future however. These include telecommunications link stations and other 
off-grid  applications.  Ships  and  boats  may  benefit  from a  fuel  cell  system that  
produces electricity while the engines are off and the battery capacity is insuffi-
cient. 

2.3 Polymer Electrolyte Membrane Fuel Cell 

The PEMFC is  a  low temperature fuel  cell  that  has a  solid polymer membrane 
with sulfonic acid groups as an electrolyte. The PEM fuel cell uses hydrogen as 
fuel and oxygen (typically in the air) as the oxidant. The electrode and cell reac-
tions are: 

Anode:  eHH 222  (1) 

Cathode: OHHO 222
1 2  (2) 

Full cell: OHOH 222
1

2  (3) 

Thus, in a PEMFC fuel cell, the only reaction product is water. Combined with 
its other attributes, low operating temperature, fast start-up and shutdown, high 
efficiency and the possibility of scaling the stack according to power require-
ments, the PEMFC is suitable for a wide range of applications. 

The heart of each PEMFC is composed of the electrolyte, electrodes, gas dif-
fusion layers and flow field plate. In a stack, i.e., multiple cells connected in 
series, the flow field plates of adjacent cells are typically combined and the re-
sult is known as a bipolar plate. The electrodes are usually coated on a polymer 
electrolyte film. This structure is known as the membrane electrode assembly 
(MEA). As a single cell usually gives a voltage of less than 1 V, it is usual to 
connect  many  cells  in  series  to  form  a  fuel  cell  stack.  In  addition  to  the  cells  
themselves, stacks usually have components known as end plates, which provide 



2. Fuel Cells 

21 

mechanical support for the cells. These components are described briefly in the 
following sections. It should be noted that in addition to these components, a 
fuel cell system also requires support structures such as gaskets, nuts and bolts, 
fuel and exhaust lines, flow controllers, electrical components, etc. 

 

Figure 2. A schematic of a PEMFC. Picture is not to scale. 

2.3.1 Membrane Electrode Assembly (MEA) 

The most commonly used electrolyte of the PEMFCs is the Nafion® membrane, 
a solid ion-conducting perfluorosulfonic acid (PFSA) material. It consists of 
sulfonic acid groups attached to a polymer matrix, the former providing proton 
conduction and the latter structural support. There are many ion transport mech-
anisms through which the membrane conducts protons from the anode to the 
cathode and they are all dependent on the presence of water molecules in the 
membrane. Thus, a dry membrane does not conduct ions. The membrane drying 
out  not  only lowers the fuel  cell  performance but  can also lead to actual  mem-
brane damage and thus to shorter lifetimes. The requirement for liquid water also 
limits the temperature range of the cell. 
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The electrodes are composed of carbon black, ion-conducting polymer and 
catalyst particles. The use of catalysts, usually platinum, is necessary in all low 
temperature cells, as the reaction kinetics in this temperature range are too slow 
to achieve good enough cell performance otherwise. The electrode is porous in 
order to maximize the amount of active surface area. Porosity is also required in 
order to provide transportation for the reactants and reaction products. The cata-
lyst particles are very sensitive to many impurities in the air or fuel, especially 
sulphur and carbon monoxide, and usually degrade or agglomerate even in nor-
mal operation, thus lowering the cell lifetime. 

The dependence on the presence of liquid water everywhere in the membrane 
is a challenge for mass transportation, as excess water tends to block oxygen 
transport to the reaction sites, thus reducing the cell reactions. This phenomenon 
is known as flooding. There is thus a fine balance between too much and too 
little water in the cell. Water management is one of the most important and chal-
lenging aspects of PEMFC operation. It has been studied by many groups, and a 
good review on this subject was published in, e.g., [11]. 

The lifetime and durability of the MEA have been studied by many groups, as 
MEAs have been observed to degrade relatively quickly. There are several 
mechanisms of MEA degradation, e.g., membrane thinning or cracking, contam-
ination, electrode layer delamination and catalyst particle agglomeration, disso-
lution and migration as well as chemical reactions of the catalyst particles, see, 
e.g., [12–17]. These mechanisms may be enhanced by inadequate temperature or 
water management, impurities, severe operating conditions and voltage cycling, 
see, e.g., [18, 19]. Thus, it is crucial that the cell operating parameters and struc-
tures  are  designed so that  these issues can be avoided as  far  as  possible.  Com-
pression, flow and temperature distributions across the cell are not only im-
portant to the performance of the cell but also to its lifetime. Thus, the modelling 
of these issues, such as described later in this work, also has ramifications in 
terms of MEA durability and consequently cell lifetime. 

2.3.2 Gas Diffusion Layers 

Gas diffusion layers (GDLs) provide transportation for reactants and reaction 
products between the flow channels and MEA. They are also electrically con-
ductive, provide mechanical support for the fragile MEA and have to be chemi-
cally inert in the fuel cell environment. GDLs have conflicting requirements for 
optimal performance: they have to be porous to allow for mass transport while at 
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the same time being mechanically durable and good electrical conductors. These 
properties also depend on the compression, as the soft porous material is de-
formed  under  mechanical  stress.  When  a  fuel  cell  is  assembled,  the  GDL  is  
compressed under the flow field plate ribs while the part under the channel re-
mains almost uncompressed, leading to significant local variations in porosity 
and electrical conductivity. 

GDLs also have to be able to transport water, i.e., the liquid water required in 
the MEA and created in the cathode reaction.  GDLs are typically made of  car-
bon paper or cloth, with a hydrophobic component such as polytetrafluoroeth-
ylene (PTFE, commonly known as Teflon®).  It  is  also usual  to  add a  so-called 
microporous layer of PTFE and carbon black on the electrode side of the GDL in 
order to improve its water transport properties, see, e.g., [20, 21]. 

2.3.3 Bipolar Plates 

Bipolar plates envelop the GDLs and MEA. They are typically much thicker and 
mechanically more rigid than the thin GDL and MEA layers and thus constitute 
the mechanical support for the cell. Bipolar plates are good electrical conductors 
and are part of the route electrons travel on their way to the external circuit. 
They also have to be impermeable to gas. Bipolar plates are traditionally made 
of metal, typically stainless steel, or graphite. Of these, graphite has been widely 
used in laboratory experiments but is unsuitable for wide-scale commercializa-
tion because it is expensive and hard to machine or shape. Metal plates would 
otherwise be ideal due to their high conductivity, ready availability and ease of 
manufacturing, but in the corrosive fuel cell environment they do not remain 
chemically inert and the resulting dissolved particles can damage the MEA. 
Thus, alternative materials such as polymer composites, see, e.g., [22, 23], which 
will not corrode in the fuel cell environment and have the added advantage of 
being lighter than metal, have been studied by many groups. An alternative solu-
tion is to coat the metal with a thin corrosion-protective layer, see, e.g., [24–26]. 

Bipolar plates should have good electrical contact with the GDLs while also 
being able to transport the reactants and reaction products to and from the GDL. 
In order to accomplish this, the plates have channels grooved on their faces to 
direct the mass flows in the desired directions. The design of the channel system 
or flow field governs how the reactants are distributed on the GDLs and thus on 
the electrode surfaces, as well as affecting the removal of excess water from the 
cell. 
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As the channels may be set in any geometrical arrangement imaginable, there 
are various possible flow field configurations. It is also possible to fill the chan-
nels with porous media, partially or completely, in order to improve flow distri-
bution and liquid water management, see, e.g., [27, 28]. Four different types or a 
combination of them are usually used in fuel cells: the parallel, serpentine, inter-
digitated and spiral flow fields, see, e.g., [29–31]. The width, depth and cross-
sectional  shape  of  the  channels  as  well  as  the  distance  between  two  channels  
(a.k.a. land or rib width) are all adjustable and have a significant effect on the 
cell performance, see, e.g., [32–34]. Serpentine and spiral flow fields have long 
channels, which usually give a relatively even reactant distribution but cause a 
larger pressure drop thus requiring more from auxiliary equipment (pumps). The 
interdigitated flow field has short, discontinuous channels, which force the reac-
tant flow into the GDL and cause a large pressure drop. Of these four alternative 
configurations, the parallel flow field is the only one that does not cause a large 
pressure drop across the cell. If, however, the flow field design is not planned 
with care, the resulting flow distribution can be very uneven. This has caused 
many to dismiss the parallel flow field. An uneven flow distribution causes reac-
tant starvation on some parts of the electrode, which decreases the overall per-
formance of the cell. The flow distribution in a parallel flow field system and its 
optimization was studied in this thesis and is discussed in Chapter 4 and Publica-
tion 1. 

 

Figure 3. A small PEMFC stack used in the Laboratory of Advanced Energy Systems in 
ca. 2001 (Photo courtesy of Mikko Mikkola). 
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2.4 Free-Breathing Fuel Cells 

It is possible to build a fuel cell that takes its required oxygen from ambient air 
without auxiliary equipment. This kind of fuel cell is known as a free-breathing 
fuel cell. It relies on the temperature difference between the cell and ambient air 
created by the heat produced in the cell operation to drive oxygen to the cell by 
natural convection. Free-breathing fuel cells are typically suited to small-scale 
applications requiring little power such as transportable electronics. They need 
less auxiliary equipment than fuel cells, depending on forced convection and so 
require less space and cost less. 

The performance of a free-breathing fuel cell depends on the natural convec-
tion, which, in turn, is affected by the geometrical design, size and orientation of 
the fuel cell. The cathode usually requires a cover structure to avoid mechanical 
damage, the design of which is also important in terms of natural convection. 
The effectiveness of natural convection on the cathode of a free-breathing fuel 
cell has been studied in Publication 5 and is discussed in Chapter 7. The aim was 
to develop a model capable of describing this phenomenon and giving predic-
tions on how the size and position of the cell affect its performance. 

2.5 PEMFC Performance 

The theoretical open circuit voltage Etheor of  a  PEMFC  is  calculated  from  the  
Gibbs energy G of the chemical reaction of hydrogen and oxygen combining 
to produce water [2]: 

zF
GEtheor  (4) 

Here, z is the number of electrons that participate in the reaction, two in the case 
of the PEMFC. F is the Faraday constant that gives the magnitude of the electric 
charge per mole of electrons, approximately 96,485 C/mol. At 25 °C G  
is -237.2 kJ/mol and the open circuit voltage of the cell is 1.23 V. 

The open circuit voltage depends on the temperature of the cell as well as the 
partial pressures of the reactants. This correlation is given by the Nernst equa-
tion: 
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Here, E is the open circuit voltage, R the universal gas constant, T the tempera-
ture and pi the partial pressure of species i. 

The theoretical maximum efficiency of a fuel cell can be calculated from 

H
G

theor  (6) 

where H  is the enthalpy of the cell reaction. At 25 °C H = -285.84 kJ/mol. 
Thus, the theoretical maximum efficiency of a PEMFC is 83%. This efficiency 
is, of course, never reached as other factors such as the degree of fuel utilization 
and internal resistances affect the efficiency. However, the efficiency of a PEM 
fuel cell is usually in the range 30–60% [2]. 

In reality, due to impurities and hydrogen cross-over causing mixed potentials, 
the open circuit voltage is usually slightly lower than E, see, e.g., [35]. In an 
operating fuel cell, the voltage is lower still, as drawing current from the cell 
causes overpotentials to occur. There are three main loss mechanisms present in 
an operating fuel cell: the activation overpotential, ohmic losses and the diffu-
sion overpotential. These loss mechanisms are discussed briefly in the following 
paragraphs. 

The activation overpotential is determined by the cell reaction kinetics, espe-
cially the slow cathode reaction. The activation overpotential is typically the 
largest  loss  factor.  It  can be somewhat  mitigated by using catalysts  and raising 
the cell temperature. The activation overpotential is almost solely responsible for 
performance losses in low current densities. 

Ohmic losses are caused by the resistance of the cell materials and contact re-
sistances between the components to ionic (membrane) and electric (GDL, flow 
field plates, etc.) currents. The magnitude of ohmic losses is directly proportion-
al to the amount of current drawn from the cell. Ohmic losses can be reduced by 
improving the electrical conductivity of the cell materials, especially the mem-
brane, and ensuring good electrical contact between the cell components (espe-
cially the electrodes and the GDL, and the GLD and the flow field plates). The 
former depends on the materials used and the humidity of the membrane, while 
the latter also correlates to the compression directed at the cell or stack (dis-
cussed in more detail in Chapter 5). Ohmic losses determine the shape of the 
current-voltage curve in middle current densities. 

The diffusion overpotential is caused by the mass transportation limitations. 
As an increasing amount of current is drawn from the cell, the reactant concen-
tration becomes low at the electrodes and the reaction product water starts to 
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block the reaction sites. Thus, the diffusion overpotential is large at high current 
densities. It can be reduced by employing more powerful pumps, optimizing the 
channel system in the flow field plates and improving mass transfer in the GDLs 
(e.g., by making them more porous or hydrophobic). 

In addition to these mechanisms, performance losses may be caused by impu-
rities in the cell, either mixed in the air or fuel, or dissolved from the cell com-
ponents; hydrogen leaking through the membrane in molecular form to the cath-
ode, etc. When all these mechanisms are taken into account, the voltage of an 
operating fuel cell is typically around 0.6–0.7 V. Connecting multiple cells in 
series gives more practical voltages. It is of course possible to operate the cell at 
any voltage between the open circuit voltage and zero, but this does not usually 
give optimal power or efficiency. 

The current density j of the cell and the overpotential  correlate according to 
the following equation [2]: 

RT
zF
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This equation applies to both electrodes. Here, j is the current density,  the 
overpotential, cA and cA,ref the concentration and reference concentration of the 
reducing component and cB and cB,ref of the oxidating component. j0 is  the  so-
called exchange current density that represents the current at the open circuit 
voltage when no net current is drawn from the cell, and is the reaction sym-
metry factor. A simplified form of this equation is known as the Butler-Volmer 
equation, and the name is often mistakenly applied when this equation is used. 
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3. PEMFC Modelling 
A fundamental approach to developing any technology is to conduct experi-
ments. Experimentation has some limitations, however, that often make studying 
a given aspect very difficult or even impossible. For example, local phenomena, 
i.e., small-scale differences in current density, are almost impossible to measure 
in any way but are important in terms of overall efficiency and cell lifetime. In 
general, it is easy to measure an IV-curve of a cell; it is much harder to ascertain 
which factors determined the shape of that curve and how. Modelling can also 
be used to investigate the effect of a wide range of parameter values, while ex-
perimentation is often limited to a few values at a time. In many cases, model-
ling can be an invaluable tool, but the results of and the assumptions made dur-
ing the modelling must always be reviewed critically, and experimental valida-
tion should be done whenever possible. 

PEMFC modelling is typically based on modelling one or more of the follow-
ing phenomena: 

 mass transfer, i.e., modelling fluid, species and two-phase behaviour of 
water 

 heat transfer 

 charge transfer 

 electrochemistry of the cell reactions 

 mechanical stress, i.e., internal compression pressure. 

Although the principle is fairly simple – hydrogen and oxygen react to form 
water, heat and electricity – the modelling of the cell phenomena is quite com-
plicated. The different length scales involved are one reason for this complexity 
as fuel cell phenomena. In short, the fuel cell phenomena occur in: 
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 the nanometre range, modelled by density-functional theory and mo-
lecular dynamics 

 the micrometre range or the material structure level 

 the millimetre – metre scale for flow dynamics, mass, heat and charge 
transfer by continuum mechanics. 

The time scales are as diverse, as electrochemical phenomena occur very quick-
ly, whereas the mass and heat transport phenomena are slower2. These different 
time and length scales cannot be handled by a single model; instead each model 
usually focuses on one of these. 

It is practically impossible to create a fuel cell model that takes into account 
all of the complex phenomena occurring in the cell. In a sense, this is true of all 
modelling beyond a few simple systems – the underlying physics of quantum 
mechanics cannot be used in its exact formulation for modelling on a macro-
scopic level. Even when considering classical physics, however, the various 
phenomena occurring in a fuel cell translate into a complex, nonlinear differen-
tial equation system. In addition to the list in the previous paragraph, the contact 
pressure distribution, thermal expansion of the cell, and other mechanical stress-
es also affect cell performance. A full model should include a time dimension in 
order to account for changes in operating conditions and current drawn from the 
cell, even the degradation of the cell should be accounted for. Solving this sys-
tem in three dimensions, under dynamic conditions and handling the different 
length scales, ranging from nanosized catalyst particles to a macroscopic stack 
structure, is not possible even with modern computers. 

Thus, by necessity, any fuel cell model focuses on studying a few effects in 
certain simplified conditions. Typical examples are modelling the electrochemis-
try of the cell and studying mass transport with different flow field configura-
tions. Early models were 1D or even 0D and often studied only parts of the cell 
(the cathode electrode and GDL, for example), but as computers have devel-
oped, 3D models have become common and it is possible to model the whole 
cell geometry, see, e.g., [32]. It is still necessary, to make many assumptions and 
simplifications to obtain a solvable model however. For example, the anode 
mass transfer is often excluded in modelling, as the performance limitations 

                                                   

2 A more  in-depth  discussion  on  the  time and length  scales  can  be  found in  [36].  The  
focus of this study is SOFCs, but the same principles apply to modelling PEMFCs. 
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(slow reaction kinetics, flooding) are usually derived from the cathode. A brief 
review of fuel cell modelling can be found in Section 3.1. 

Another complication is that some parameter values are chosen almost arbi-
trarily in the absence of experimental data or theoretically derived values. For 
example, the exchange current density in Eq. (D) is a necessary parameter in the 
electrochemical equations that form the basis of a fuel cell model. This parame-
ter depends on various factors such as the amount of catalyst on the electrodes 
and  the  cell  temperature.  As  a  result,  it  is  different  for  each  fuel  cell  and  very  
difficult to measure. It is very common simply to use parameter fitting so that 
the model outcome looks reasonable and is physically sensible. The values used 
for the exchange of current density between different publications can differ by 
as much as a factor of 104, see, e.g., [37], for a good comparison of values used 
in various studies. Thus, the results may seem correct but can be unreliable. Mis-
takes in the modelling (simple numerical errors or more profound problems) 
could have been concealed by choosing parameters so that good-looking results 
are obtained. Thus, there is no guarantee that predictions given for other parame-
ters will correspond to reality, i.e., the results cannot be extrapolated. 

The exchange of current density is only one example; many other problematic 
parameters exist, for example, in two-phase modelling (condensation and evapo-
ration rates, capillary pressure equations). Most of the two-phase parameters 
used are derived from experiments on sand or soil, which makes using these 
correlations for the fibrous, partially hydrophobic GDL media questionable (see, 
e.g., [38]). It is usually also necessary to average many material properties that 
in reality are not isotropic, such as GDL porosity or the contact resistances be-
tween different layers in the cell, in the absence of more detailed data. The re-
sults obtained from these models may be accurate in terms of the whole cell but, 
at worst, grossly inaccurate at describing local phenomena. 

All these difficulties do not rule out the fact that modelling is very useful 
when used correctly however. It is simply one of several tools and has its limita-
tions just like everything else. Modelling results should simply never be taken at 
face value but approached critically. It should also be remembered that even 
though a given model may oversimplify or exclude one aspect of the fuel cell 
phenomena it may still give valuable data on other aspects. Models can be de-
veloped further as more experimental data on various parameters become avail-
able. 
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3.1 A Short Review of PEMFC Models 

This section provides a brief review of how fuel cell modelling has evolved from 
the first 0D analytic models to the complex 3D models used today. The model-
ling studies discussed in this section have been divided according to the method, 
dimension and aim of the modelling. It is not easy to categorize fuel cell models, 
and many models do not fit into any of the categories discussed here, e.g., spher-
ical agglomerate modelling, see, e.g., [39]. The following sections are intended 
to give the reader a general idea of FC modelling without going into detail, as it is 
not possible to include the whole spectrum of FC modelling within the scope of 
this thesis. More detailed reviews on FC modelling can be found in, e.g., [40, 41]. 

Analytical models 

Fuel cell models typically use some computational tool such as the Finite Ele-
ment Method (FEM). There are also models based on equations that are solved 
analytically. An analytical fuel cell model is always highly simplified and ideal-
ized. Typical simplifications include assuming a constant temperature and reac-
tant concentration. The dimensions in which the model is solved are reduced to 
zero or one. The underlying physics is usually also simplified by linearizing 
equations that could not otherwise be solved analytically. The results are not 
very accurate, especially at larger current densities. Analytical models can be 
used to gain approximate current-voltage dependencies and performing short 
calculations on simple systems, see, e.g., [42, 43]. Analytical models give a 
basic view on the cell operation in ideal conditions. Although many early models 
were analytical, and numerical 3D modelling is now more common due to more 
powerful computers, analytical or semi-analytical modelling is still being per-
formed, for example, in [44, 45]. 

Semi-empirical modelling 

In many cases, the physics of the fuel cell phenomena is either not well under-
stood or are difficult to incorporate into modelling for practical reasons. In order 
to solve or avoid these issues, researchers may resort to using empirically ob-
tained differential or algebraic equations instead of more accurate, theoretically 
derived ones. Many fuel cell models employ some empirical correlations; a typi-
cal example is equations for calculating the conductivity of a partially humidi-
fied membrane. A widely used correlation for this parameter was suggested by 
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Springer et al. in [46]. Semi-empirical modelling is fairly common, examples of 
empirical cell models can be found in, e.g., [47–49]. Semi-empirical models are 
also used in stack modelling in which more detailed models would require too 
much computing capacity. 

The use of semi-empirical relations is often necessary due to a lack of better 
alternatives, but it should be avoided when possible. Firstly, semi-empirical cor-
relations usually apply to a certain parameter range outside of which they can be 
inaccurate. Failure to recognize this may lead to erroneous conclusions. Second-
ly, the use of empirical correlations does not further the cause of understanding 
the underlying physics of a fuel cell. Resorting to empirical correlations may 
prevent us from learning new mechanisms that could be manipulated in order to 
improve fuel cell performance. Semi-empirical models may be fairly accurate in 
modelling designs and materials that are already in use, but they cannot give 
predictions on how new, alternative materials or new innovative design could 
affect cell operation. 

One-dimensional models 

1D models can be analytical, but if the equations are not linearized they are usu-
ally solved by discretization and numerical algorithms. This has the benefit of 
making the results slightly more reliable. However, 1D models are still limited 
to the overall correlations for current and voltage and other fuel cell characteris-
tics. The study of many local phenomena is beyond 1D models, which assume 
that the cell is identical in each direction and thus cannot take into account the 
difference between flow field plate ribs or channels. The early fuel cell models 
such as presented in [50, 51] were typically 1D with many simplifying assump-
tions. They focused on mass transport, water management and cathode flooding. 

Two-dimensional cell models 

2D models are typically either channel models or channel cross-section models. 
The former can be used to study how the reactant and reaction product concen-
trations vary along the channel as the reactants are consumed. The latter gives 
information on, e.g., how electrical current is conducted to the flow field plates. 
All 2D models share the assumption of an infinite planar cell. Flow fields and 
other 3D phenomena cannot be studied with 2D models. A typical 2D model 
consists of the MEA and GDLs, and symmetry boundaries are employed. Ac-
cording to the aim of the study, some cell components can be excluded, for in-
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stance, if the aim is to study cathode mass transport, the anode side and even the 
membrane may be excluded. 2D models can be very useful in cases in which the 
computational power is not sufficient for making a 3D model. This is often the 
case if small geometrical details such as the thin electrode layers are included as 
a modelling domain. In such cases, the computational grid or mesh will be very 
fine, making the model heavier to solve. 2D models can give new information on 
local phenomena. 

2D models are still widely used, as 3D models are either unnecessary or im-
practical for studying many fuel cell phenomena. Some examples can be seen in, 
e.g., [52, 53]. A typical 2D model focuses on transport phenomena in the mem-
brane and GDLs or local current distribution. 

Three-dimensional cell models 

3D models are often the most realistic ones as the cell geometry can be modelled 
more or less exactly as it is, although many other simplifications still have to be 
made. However, this also means that solving these models takes more computer 
capacity and time. 3D models are at their best when studying phenomena that 
cannot adequately be modelled in 2D such as reactant flow and distribution. A 
3D model can be used to gain information on whether the reactants are distribut-
ed evenly across the whole cell or the current distribution of the cell is uniform. 

Many 3D models such as the early examples presented in [54–56] exclude the 
MEA or the electrodes, as these are very thin layers and greatly increase the size 
of the computational grid in a 3D model. It is also typical not to study the whole 
cell or flow field but only part of it, such as one turn of a serpentine channel, i.e., 
to take advantage of possible repeating units and symmetry. There are also mod-
els that cover the whole active area of a small cell such as, e.g., [57], in which a 
4 × 4 cm fuel cell was modelled to study the effects of different channel cross-
sections on the performance of the cell. It is problematic that even the so-called 
large-scale models are models of relatively small cells, e.g., 7 × 7 cm2 in [32]. 
Apart from the smallest applications, most real world cells will have much larger 
active areas to produce the necessary amount of power. The problem lies in the 
fact that flow field behaviour is not scalable and channel geometry that works 
well  in  small  cells  may  therefore  not  perform  as  well  in  a  larger  cell,  as  the  
Reynolds number does not remain constant when the cell size changes. Thus, 
more effort should be made to model cells that could actually be used in stacks 
instead of those that are only used in laboratories, especially as the modelling 
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work done so far has shown that the flow field design is crucial to good cell 
performance. 

Dynamic models 

A dynamic model is one that includes the time dimension, i.e., in which cell 
operation is not constant but has a time dependency. Thus, dynamic models can 
be used to predict responses at the cell, stack or system level to changes or dis-
turbances in operating conditions. Dynamic modelling is a good tool for study-
ing performance during start-up, shutdown and voltage cycling, see, e.g., [58]. 

Dynamic models are typically dependent on empirical correlations (see, e.g., 
[59]), as including the time dimension requires significantly more computing 
capacity and time than is necessary for solving a steady-state model as, for ex-
ample, the cell may be modelled using an equivalent circuit (such as presented 
in, e.g., [60]) that consists of a few electrical components such as resistors and 
capacitors  connected  so  that  the  circuit  behaves  similarly  to  a  fuel  cell.  This  
makes the models considerably simpler. Thus, in many cases the cell itself is not 
the point of the study, as the model focuses on the system, such as in [61]. Dy-
namic models that use physical and electrochemical correlations can give esti-
mations of, e.g., how quickly the cell reaches steady-state operation after chang-
es in operating conditions, see, e.g., [62, 63]. 

Two-phase models 

One of the most challenging aspects of PEMFCs, both in terms of modelling and 
operating the cell, is water management. As discussed in Section 2.3, liquid wa-
ter is necessary for the ionic conductivity of the membrane, but when too much 
of it accumulates in the electrodes, it obstructs mass transport to and from the 
reaction sites. Thus, water management is crucial in terms of cell performance. 

There are two usual methods for modelling two-phase mass transport. One is 
known as the multiphase mixture model. In it, the two phases are considered a 
mixture for which the equations are solved, see, e.g., [64–66]. The data for each 
phase can then be calculated from the mixture solution. In the second approach, 
the multifluid model, both phases have a set of equations and both sets are 
solved simultaneously, see, e.g., [67, 68]. The latter method requires more com-
putational capacity and a more efficient solver, as convergence is relatively dif-
ficult to attain, but it also gives more accurate results and predictions on phe-
nomena that are unachievable using the other method. Both models work only 
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with porous media flow, i.e., when Darcy’s law applies, and thus should not be 
used for modelling the two-phase behaviour in gas channels. This is problematic 
because water accumulation is a process that should definitely also be studied in 
3D and across the whole flow field, not just as a cross section of the GDLs and 
MEA. 

There are some experimental techniques, such as neutron imaging technology, 
see, e.g., [69], to study water transport and accumulation in the cell, but accurate 
two-phase models would be a great help in understanding and improving 
PEMFC water management. Many parameters for two-phase models are chosen 
almost arbitrarily or are derived from results of experiments performed with soil. 
Perhaps the most significant of these is capillary pressure for which various rela-
tions that differ significantly3 have been used. It should also be mentioned that 
many two-phase models use inaccurate boundary conditions such as that at the 
boundary  between  the  channel  and  the  GDL,  there  is  no  liquid  water  (i.e.,  all  
water is gaseous), see, e.g., [54, 70]. This is clearly inaccurate, as many experi-
ments have shown droplet formation in channels, see, e.g., [71]. Some studies 
suggest novel boundary conditions as a solution to this problem, for example, by 
using a basic model for droplet formation on the boundary, see, e.g., [72, 73]. 
However, liquid water transport in the channels, which affects the evaporation 
from this boundary, has never been modelled accurately, as Darcy’s law does 
not apply in the channels and thus neither do the two-phase models presented in 
the fuel cell literature. Considering these issues, it is clear that two-phase model-
ling requires many improvements before the results can be trusted. 

3.2 Modelling in This Thesis 

The modelling done in this thesis focuses on gaining a better understanding of 
the following subjects: 

 mass transport phenomena on the cathode (in Publications 1 and 5) 

 the effect of thermal and electric contact resistances on local cell phe-
nomena (in Publications 2 and 3) 

 compression distribution in a stack (in Publication 4) that strongly af-
fects the contact resistances. 

                                                   

3 As an example, compare the formulations for capillary pressure used in [57] and [59]. 
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These studies are described in the following sections. The subject under study 
varies between the models, but all the modelling work shares the common aim 
of trying to see beyond the IV-curve, i.e., studying local or cell-scale phenomena 
in an operating fuel cell that normally remain invisible. 

Using the categories of the FC model presented in the previous section, the 
models made as a part of this thesis can be divided into 2D and 3D models. Two 
of the 2D models are cross-sectional for studying the effect of compression, 
contact resistances and GDL deformation discussed in Chapter 5 and Publica-
tions 2 and 3. These models study the local effects that the uneven compression 
resulting from the cell structure causes to the current density distribution and 
other variables. Another 2D model focuses on the cathode of a free-breathing 
fuel  cell.  It  differs  slightly  from  typical  2D  FC  models  in  that  it  includes  the  
ambient air zone. This model was used to study the optimal way to model such a 
cell and, based on the results, a computationally light 3D model of a free-
breathing cell was built. The 3D model was then used to study the effect of cell 
size and orientation on the effectiveness of the natural convection phenomenon. 
The free-breathing call model is presented in Publication 5 and Chapter 7. 

A 3D model was built to study the flow distribution in a parallel flow field, 
i.e., a flow field in which continuous parallel channels cross the active area of 
the cell (Chapter 4 and Publication 1). This model was used to optimize the flow 
field geometry so that a more even flow distribution was attained. Another 3D 
model focused on the compression distribution in a stack (Chapter 6 and Publi-
cation 4) and was used to improve the end plate structures so that the compres-
sion distribution in the cell was limited to a suitable range. 

COMSOL Multiphysics, the commercial differential equation solver software, 
was used in the modelling. It is based on the finite element method (FEM) in 
which the modelling domain is discretized to finite elements and the equations 
are solved in each element using piecewise continuous polynomials. A more 
detailed description of FEM can be found in, e.g., [74]. COMSOL is sophisticat-
ed software that is capable of creating the mesh for complex geometries and 
offers various solver algorithms for different types of problems. 

3.3 Modelling Principles 

The purpose of this section is to present the physics and electrochemistry em-
ployed in this thesis. Each of the models presented in the later sections includes 
only the equations essential to the subject of study. However, the underlying 
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physics is always the same. A general view of the physics used in the models is 
given in this section, and the details of each model are explained in the corre-
sponding chapter. The modelled FC phenomena consist of mass, heat and charge 
transfer, electrochemical reactions, compression effects and pressure distribu-
tion. These are modelled with suitable partial differential equations and bounda-
ry conditions, depending on the model. The coupled partial differential equations 
are presented in the following sections. 

3.3.1 Mass Transfer 

The modelling of mass transfer consists of modelling the transport of reactants, 
reaction products and inert substances in the fuel cell. In a PEMFC, the reactants 
are hydrogen on the anode and oxygen on the cathode, and the reaction product 
is water. The inert phase is nitrogen, or a mixture of nitrogen and argon. Both 
these gases are present in air and thus in the cathode of a fuel cell operating on 
air. They do not participate in reactions but do affect the mass transport inside 
the cell. In this thesis, water is assumed to be in the vapour phase, as two-phase 
modelling, due to its complexity and inaccuracies as discussed in Section 3.1, 
was beyond the scope of this work. Anode mass transport is excluded from the 
models, however, as performance-limiting phenomena usually occur on the 
cathode due to the slower reaction kinetics and increased risk of flooding. In this 
thesis, mass transport modelling focuses on the distribution of reactants on the 
electrode, on the one hand studying the flow field on the scale of the entire cell, 
and, on the other hand locally on the scale of individual ribs and channels. 

Species are transported on the cathode through convection and diffusion. An 
externally supplied pressure difference across the cell creates a flow through the 
cell, or, in the case of free convection, the lift produced by density variations in 
air, in turn, caused by temperature and concentration differences. On the elec-
trode, the reactants are consumed and reaction products generated, which creates 
concentration gradients in addition to the density gradient. The fluid flow passes 
through the channels, the porous gas diffusion layer and the electrode. The 
membrane is impermeable to gases but can transport water. Membrane water 
transport is not the focus of this thesis, however, and has been modelled with a 
simple empirical correlation. 

In the channels, the fluid flow is modelled with the Navier–Stokes and conti-
nuity equations (8) and (9). These are standard equations for modelling laminar, 
incompressible flow. There is no exact limit for the change from laminar to tur-
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bulent flow, but fluid flow can usually be considered laminar if the Reynolds 
number for that flow is below 2300. This condition is met in the fuel cell envi-
ronment in which the flows are relatively slow. In the porous gas diffusion layer 
and the electrode, however, Darcy’s Law (10) is used instead. 

NSp Suuguu )( T   (8) 

conS)( u  (9) 

DSp  (10) 

Here,  is the average density of the fluid, u(u,v,w) the (mass average) velocity 
vector, p the pressure,  the permeability of the porous medium, S the source 
term of each equation and  the average viscosity of the fluid. 

Equations (8–10) model the behaviour of the fluid in terms of pressure and ve-
locity in a centre of mass frame. In order to take into account the effect of con-
centration-driven flow, diffusion must also be modelled. The use of the simple 
diffusion equation (i.e., Fick’s Law) is incorrect in a fuel cell cathode, however, 
as the fluid has three components (oxygen, water and nitrogen) that all have 
different sources, sinks and diffusion constants. Thus, multicomponent diffusion 
equations, or Maxwell–Stefan diffusion equations (11) and (12), must be em-
ployed. It should be noted that although the Maxwell–Stefan equations can be 
written  for  each  component,  they  only  need  to  be  solved  for  two,  as  the  third  
component  can  always  be  calculated  from the  other  two,  as  the  mass  fractions  
must add up to one. Thus, the mass fraction of nitrogen is calculated from those 
of water and oxygen.  
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Here, i is the mass fraction of species i, D~ ij the Maxwell–Stefan diffusion 
coefficient, Mi the molar mass and xi the molar fraction of species i. Maxwell–Stefan 
equations can also be written for molar fractions (as opposed to mass fractions): 
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222 NO,H,O,~ iSxDccx molar
iieffiu  (13) 

The formulations (11) and (13) are equivalent. More information on the Max-
well–Stefan equations can be found in, e.g., [75]. Both forms have been used in 
this thesis. 

The source terms S in equations (8–11) and (13) arise from the cell reactions, 
which consume oxygen and produce water. Thus, they only exist in the elec-
trodes and are zero elsewhere. The exceptions to this are the source terms in the 
Navier–Stokes and continuity equations that are only used in the flow field mod-
el discussed in Chapter 4 and Publication 1, in which the only modelled cell 
component was the flow field and thus the effect of the reactions modelled as 
though the reactions occurred in the channels. 
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 (for Maxwell–Stefan diffusion equation) (17) 

Here, j is the reaction current density at the electrode, A the active area of  the 
cell, z the number of electrons participating in the reaction, F the Faraday num-
ber,  the portion of reaction product water leaving the cell through the anode4 
and Vch the volume of the channels. 

                                                   

4 A portion of the reaction product water can be driven from the anode to the cathode by 
diffusion. 
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3.3.2 Heat and Charge Transfer 

PEMFCs operate at a lower temperature than other fuel cells such as SOFCs, but 
heat transfer is nevertheless an essential factor for cell performance. In this thesis, 
the focus is not on cell or stack thermal management but on local differences in 
temperature. For example, local temperature variations, i.e., often called hot 
spots, may be formed due to the rib/channel structures and uneven current density. 
These do not affect the cell performance very much but can cause premature 
membrane degradation and thus shorten the lifetime of the cell. 

The modelling of heat transfer is fairly straightforward. There are two mecha-
nisms of heat transfer in the cell: convection and conduction. Heat transfer by 
radiation is usually not significant within a PEM fuel cell as the temperature and 
the thermal bulk and contact resistances are relatively low. Heat transfer is mod-
elled using equation (18): 
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Heat is produced by the cell reactions and ohmic heating by electronic and ionic 
current. Thus the thermal source term ST in each region is 
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Here,  is the electronic or ionic conductivity of the GDL for membrane (mem) 
and catalyst (CL), m and s the ionic and electronic potential, a and c the 
overpotentials of the anode and cathode, ja and jc the reaction current densities at 
the anode and cathode, T the temperature and S the change in entropy of the 
reaction. Note that as cj  is negative, the cathode side source terms have nega-
tive signs before the source terms. 

The charge transfer in a PEMFC comprises the movement of both electrons 
and ions. Thus, it is necessary to model both ionic and electronic potential sepa-
rately. The former exists only in the membrane and electrodes while the latter 
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exists in the electrodes and GDLs. The charge transfer, ionic or electronic, is 
modelled by 

smsmGDLmem S ,,,  (20) 

The conductivity GDLmem, is a function of membrane humidity. The source 
terms, Sm for the ionic potential and Ss for the electronic potential, are non-zero 
in the electrodes: 
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The reaction current densities ja and jc at the electrodes are calculated according 
to equation (D) presented in Section 2.5. 

An interesting aspect of heat and charge transfer in a fuel cell is that these var-
iables are, in reality, not continuous between different cell components. This is 
due to contact resistances between the components, e.g., between the GDL and 
the electrodes. These contact resistances have spatial variation, as the compres-
sion applied to these components varies on the scale of the whole active area and 
locally under the ribs and channels. The differences in thermal and electric con-
tact resistances can have a significant effect on cell performance and lifetime, 
which is discussed in Chapter 5 and Publications 2 and 3. 

3.3.3 Mechanical Modelling 

The equations presented in the last two sections are all transfer equations and are 
used in similar models. This thesis also includes a study of the compression dis-
tribution in a stack, which is discussed in more detail in Chapter 6 and Publica-
tion 4. Compression is modelled by solving equation (22) in the whole model-
ling domain with appropriate boundary settings. 

.0str  (22) 

Here, str = ( x, y, z, xy, yz, xz)T is a stress tensor in which normal stresses are 
marked with i and shear stresses with ij. The stress tensor is related to the strain 
tensor  = (  x,  y,  z,  xy,  yz,  xz)T by Hooke’s law: 

Dstr  (23) 
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where D is the elasticity matrix calculated using Young’s modulus and Poisson’s 
ratio: 
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The strain  is a measure of the material’s deformation, i.e., the change in length 
at a certain point divided by the original length at that point. The components of 
the strain tensor  are calculated by 
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where u = ui + vj + wk is the deformation vector. 
Using these equations, the following differential equation can be written for 

the deformation: 

0)( uD , (26) 

which is the differential equation solved. This model assumes that all materials 
are isotropic, homogeneous and elastic. The boundary conditions are simple: an 
inward force is applied to areas corresponding to the locations where nut and 
bolt assemblies are in the stack. The stack geometry was symmetric, so only one 
eighth of the structure had to be modelled. Thus, there are some symmetry 
boundaries at which the material is assumed to be immobile in the normal direc-
tion. Other boundaries may move freely. 
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4. Flow Field Modelling 
Here, the aim of flow field modelling is to study the velocity profile, reactant 
and reaction product distribution in a fuel cell and thus determine which kind of 
flow field is optimal for a given fuel cell structure. As discussed in Section 2.3.3, 
there are a number of different flow field typologies as well as many changeable 
parameters, such as the channel dimensions and cross-sectional shape. Flow 
field  behaviour  does  not  scale  with  size,  and  thus  a  small  fuel  cell  requires  a  
different flow field design to a large one. Operating conditions, especially hu-
midity and operating current, affect the water management of the cell and thus 
set their own requirements for the flow field. As a consequence, it is not possible 
to have a universally optimal flow field. Instead, the flow field should be de-
signed separately for each application. 

The most common problems of flow fields (in addition to the cost and weight 
of the bipolar plate) are uneven reactant distribution and insufficient liquid water 
removal. The former is typically due to poor flow field design and is common 
with the parallel channel configuration. The latter results from low flow veloci-
ties or generally poor flow field design and is harder to model, as two-phase 
modelling, in general, is not very exact and droplet formation and behaviour are 
difficult to predict. There have been experimental as well as modelling efforts 
concerning liquid water removal in the bipolar plate, see, e.g., [76–78], but in 
this thesis the focus is on improving the reactant distribution. 

There are three common approaches to designing a channel system for a 
PEMFC. The first is to have several parallel channels across the active area. The 
second is to have a few channels, or just one long channel, that cover the active 
area by twisting and turning (serpentine channels). The third is to have dead-end 
channels that force the flow into the GDL (interdigitated channels). For a more 
in-depth explanation of these three and other flow field types, see, e.g., [79]. The 
parallel channel system, the focus of this thesis, has often been criticized for 
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unequal flow velocities in the channels, thus causing uneven reactant distribution. 
It also has a low pressure drop across the cell, however, which means that less 
capacity is required from auxiliary equipment such as pumps, though this may 
also make water removal less effective. With serpentine (or interdigitated) channels, 
it is easy to accomplish an even flow distribution as there are only a few chan-
nels, which has led many to prefer these configurations over the parallel one. 

This thesis focused on studying the parallel channel configuration and thus 
showing that  it  can be used effectively as  long as  the flow field design is  opti-
mized. By modelling the cathode of a PEMFC, it was demonstrated that the cru-
cial detail is the way the flow is distributed into the channels. In order to illus-
trate this concept, a basic parallel channel system is presented in Figure 4. 

 

Figure 4. A schematic of a typical parallel flow field design. 

Here, the distribution channel has the same width as the other channels. This is 
not an optimal solution, however, as the resulting flow distribution tends to be 
uneven. In order to study the effect of the distribution channel shape or, more 
accurately, its hydraulic resistance to the flow distribution, the existing cell ge-
ometry was taken as a starting point. This geometry is illustrated in Figure 5. 
This is a channel system in which the channels form groups of five in a 3D 
structure and the distributor channel has a slightly more complex geometry, but 
the parallel channel principle is the same as in Figure 4. 
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Figure 5. Starting point geometry for flow field modelling. As the structure is symmetrical, 
one half of the channel system is modelled with one boundary functioning as a symmetry 
boundary. 

The flow field of this geometry was modelled using the Navier–Stokes equations 
(8) and the continuity equation (9). At the inlet, velocity was set to correspond to 
a stoichiometry of 1.2 and, at the outlet, the pressure relative to the inlet was set 
to zero. Thus the real pressure can be calculated by adding atmospheric pressure. 
The reason for not using atmospheric pressure as a boundary condition is that it 
is several orders of magnitude larger than the pressure variations within the 
model, and thus using it may create unnecessary numerical problems in the solu-
tion process. Due to the symmetry condition, one boundary had the symmetry 
boundary condition, i.e., the normal velocity and viscous stress at that boundary 
were set to zero. The remaining boundaries had the so-called no-slip condition, 
i.e., the velocity was set to zero. 

The effect of the cell reactions to the fluid composition was taken into account 
by adding source terms to equations (8) and (9) according to equations (14) and 
(15). The density and viscosity of the fluid were calculated from the composition 
of the gas mixture and thus vary within the modelling domain. Equations (14) 
and (15) are based on the assumption that the momentum of the reactants con-
sumed in the reactions is lost to the porous media. This may not be completely 
correct, and thus alternative source terms for which the momentum was con-
served in the flow were also modelled. The results showed that the relative dif-
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ference in flow velocities between the models using these source terms was neg-
ligible at 0.1%. 

It should be noted that all water was assumed to be in gaseous form. The rela-
tive humidity of the gas mixture was calculated from the solution and had a 
maximum value below 100% if the relative humidity of the inlet flow was a 
maximum of 64%. Thus, there is no water condensation with the boundary con-
ditions used here (21% inlet relative humidity corresponding to typical operating 
conditions). However, this does not hold true for all PEMFC operating condi-
tions, and thus the model could be developed further if two-phase phenomena 
could be modelled accurately. In this case, two-phase modelling is more compli-
cated than usual as the widely used relations are developed for porous media and 
do not apply to channels. 

The modelling of the geometry presented in Figure 5 showed that the flow dis-
tribution in the channels was uneven, with the flow velocity in the fastest chan-
nel being 16% higher than in the slowest channel. The flow field geometry was 
altered with a trial and error method. The key to improving the flow distribution 
proved to be changing the flow resistance of the inlet distributor channel. This 
was done by narrowing the end of the distributor channel, as the highest channel 
velocities had been formed at the channels starting from the end of the distributor 
channel. The changes made to the distributor channel are illustrated in Figure 6. 

 

Figure 6. The original and modified distributor channel geometries. 

The relative channel velocities of the original and modified geometries are illus-
trated in Figure 7. Although the original distribution was quite good, it was fur-
ther improved by the changes made to the distributor channel. 
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Figure 7. Flow velocities in the channels with the original (left) and modified (right) distributor 
channel. 

The modelling results were validated experimentally by observing the progress 
of ink dispersed in water in the channels. Flow velocity was calculated from 
video images by working out the time an ink pulse required to traverse each 
channel.  The  flow field  size  and  flow velocity  were  scaled  in  order  to  reach  a  
corresponding Reynolds number. The fluid was changed from gaseous to liquid 
for practical reasons. The measurement accuracy was not sufficient for quantita-
tive results, but qualitatively the experimental results were in agreement with the 
modelling results and confirmed that the improved geometry gives a more even 
flow distribution. Originally, the purpose was to employ the improved geometry 
in  a  stack  and  see  if  performance  improvement  could  be  perceived.  This  was  
never done, however, as the research project of which this work was part aban-
doned the stack development in favour of using a commercial stack, and to per-
form the experiment just to validate the model would have been too expensive. 
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The main result from the flow field modelling was that parallel flow fields can 
have sufficiently even flow distribution, contrary to some claims. The flow field 
design can be significantly improved by fairly simple modelling, and excluding 
thin components such as GDL and MEA makes it possible to model larger chan-
nel systems such as would be used in a real stack. The inlet distributor channel 
should be designed individually for each flow field using modelling as an opti-
mizing tool in order to improve performance. 
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5. Contact Resistance Modelling 
A significant part of the ohmic losses in a fuel cell arises from the contact resistances 
between different components, most importantly between the gas diffusion layer and 
its adjacent components: the electrodes and the bipolar plate ribs. By reducing these 
contact resistances, the cell performance can be improved. The subject of the GDL 
contact resistance has been studied in, e.g., [80, 81], but two factors are not included 
in their studies. Firstly, compression affects the bulk conductivity as well as the porosi-
ty, thermal conductivity, permeability and water transport properties of the GDL. 
Thus, finding the optimal compression is not a straightforward matter but requires 
finding the compromise that best suits these conflicting factors. Secondly, the com-
pression within a fuel cell is not constant. On the one hand, the compression is ap-
plied to the cell or stack through end plates using a nut and bolt assembly. The varia-
tions in compression due to this mechanism are discussed in the following chapter, 
but here it is sufficient to note that the size of these variations can be large, if the cell 
design is not optimal. On the other hand, there are notable local variations in the 
GDL compression due to the alternating rib/channel structure of the flow field plates. 

The study of the effect of local variations was the point of interest in Publica-
tions 2 and 3 and is discussed in this chapter. The model developed for this pur-
pose consisted of a cross-section of the cell, one half of it beneath a channel and 
the other half beneath a rib. As little data were available on the dependencies, 
parameters such as the GDL thermal and electrical conductivity and the contact 
resistance between the GDL and the electrodes under compression were experi-
mentally measured by others in the laboratory and the results were published in 
[82]. Based on these results, a model using compression-dependent parameters 
for permeability, porosity and electrical conduction was built and presented in 
Publication 2. This model gave some interesting results, especially with regard 
to local current distribution, for which the model predicted a sharp peak in the 
catalyst layer beneath the rib/channel edge. Such a peak could lead to the crea-
tion of a hot spot and thus membrane damage. 
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The model presented in Publication 2 was isothermal, however, and thus could 
not give data on the temperature distribution. The contact resistance between the 
GDL and the catalyst layer had been assumed to have a simple correlation with 
the contact resistance between the current collector and the GDL. In reality, the 
GDL is free to deform under the gas channel. Thus, the compression distribution 
between the GDL and electrode may not be equal to the one between the GDL 
and the bipolar plate. Furthermore, the correlation between compression and 
contact resistance is not necessarily the same for these pairs as the solid and 
smooth surface of the BP is quite different to that of the microporous electrode. 
Consequently, new experiments were conducted and the results published in 
[83]. These results were incorporated into the model in Publication 3 along with 
the heat conduction equation (18). With these more accurate parameters, the 
current density peak was lower though still in existence. The modelling domain 
is illustrated in Figure 8, along with the model that is typically used, which as-
sumes the GDL is a uniform block of constant thickness and was used as a base 
case for comparison in this study. 

 

Figure 8. The base case (a) and the contact resistance variation model (b) (pictures by 
Iwao Nitta, Publication 2). 
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Current density distributions of the variable contact resistance model and the 
base case model are illustrated in Figure 9. The perpendicular current density at 
the GDL/electrode boundary is illustrated further in Figure 10. Here, it is easy to 
see the increase in current density beneath the rib/channel boundary. The current 
density distribution is clearly not constant locally, as has been assumed in many 
earlier models, but can have large local variations. The variation in current den-
sity is due to the large amount of lateral current density. The current generated in 
the reactions under the channel is conducted to the BP through the portion of 
electrode under the rib, as the contact resistance between the electrode and the 
GDL is much lower under the rib, and the current is always conducted through 
the path of least resistance. The current density peak effect is, in practice, impos-
sible to discern from the overall cell performance. However, it can cause lifetime 
issues if the electrodes and MEA are damaged by the resulting temperature vari-
ation.  Furthermore,  if  the  poor  contact  resistance  under  the  channel  could  be  
improved, the overall performance of the cell could also show improvement. 

 
Figure 9. The model geometry of the contact resistance model and the current density in the 
cathode. The arrows show the direction of the current while the lines are potential level curves. 
There is a large lateral current in the catalyst layer beneath the channel where the contact 
resistance between the GDL and the electrode is high. (Picture by Iwao Nitta, Publication 3.) 
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Figure 10. The perpendicular current distribution at the GDL/electrode boundary (picture 
by Iwao Nitta, Publication 3). 

The main result of the contact resistance modelling was that local changes in 
compression that result in contact resistance variation can have a significant 
effect on the local current density distribution. Large current density variations 
can cause damage in the long term through ohmic heating and temperature varia-
tion. The large contact resistances under the channels that force the current to 
travel within the electrodes can also result in ohmic losses. 
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6. Modelling the Compression Distribution 
in a Stack 
The previous chapter discussed the effect of compression in a fuel cell on a 
small scale. This chapter focuses on a related matter, i.e., studying how com-
pression is distributed throughout the stack and the individual cells in the stack. 
The motivation is obvious: the contact resistance experiments indicate that many 
critical  parameters  such  as  the  contact  resistances  and  the  GDL bulk  transport  
properties are very sensitive to compression. Based on literature, the ideal com-
pression range seems to be approximately 10–30 bar depending on the materials 
[84–86], with 10–15 bar being optimal for a typical cell. 

The distribution of compression in a stack was studied by taking an existing 
stack as a starting point. The stack was modelled with five unit cells, a number 
that was decided as large enough to simulate a real stack but small enough that 
the model could be solved with the available computing capacity. Symmetry 
boundaries were used to further decrease the heaviness of the model. The end 
plate geometry is illustrated in Figure 11. The modelling domain consisted of 
end plates, bipolar plates, gaskets and an averaged layer representing the GDLs 
and MEA, which could not be modelled as separate layers as they are thin layers 
and would thus require a very fine mesh. The compression was directed to the 
end plates via circular boundaries corresponding to the nut and bolt assembly. 
The end plates were steel plates of constant thickness. 
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Figure 11. The end plate geometry and symmetry boundaries. The dimensions are in 
millimetres. 

The results showed that, in this case, the compression distribution is quite far 
from optimal, as can be seen in Figure 12, which displays the pressure on the 
GDLs of the middle cell in the stack. Most the active area experiences pressure 
below 10 bars and the centre parts even lower than 2 bars. In an operating fuel 
cell, this pressure distribution can be expected to lead to problems with contact 
resistances, thus lowering the performance. 

 

Figure 12. The clamping pressure isobars on the GDL surface of the original flat plate 
(1 kN load at each bolt). The pressure values are in bars. The origin (lower right corner) is 
situated at the centre of the cell. 
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The problem is due to two main factors. Firstly, the force applied to the nuts and 
bolts was equal at each bolt, and due to their placement (see Publication 4) the 
corners of the plate experienced more pressure than the rest of the edges. Sec-
ondly, the uniformly thick steel plate is not rigid enough to distribute the pres-
sure evenly and deforms slightly. Most of the pressure is directed to the gaskets. 
The end result is that while the corners of the active area are nearly crushed un-
der almost 20 bar pressure, the centre areas of the cell experience only slight 
pressure at 2 bar or less. 

Both factors were addressed in order to improve the pressure distribution. Dif-
ferent torques were applied to the bolts until a suitable configuration was found. 
The end plate structure was changed from a uniformly thick plate to a ribbed 
structure that also made the plate lighter. Further weight was lost by changing 
the end plate material to aluminium. While less rigid than steel, aluminium has 
other beneficial qualities, such as lower density. Aluminium is also easier to 
machine, which is important for future commercial applications. Figure 13 
shows the compression distribution for different end plate configurations and 
materials. The best one is an aluminium plate with 7-cm-high aluminium ribs. 
Here, the pressure distribution remains within the ideal range of 10–15 bar. 

 

Figure 13. Pressure isobars on the GDL: a) 4 cm steel ribs, b) 5 cm aluminium ribs, c) 6 cm 
aluminium ribs and c) 7 cm aluminium ribs. The pressure values are in bars. 
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The experiments were also validated experimentally using a pressure-sensitive 
film. The accuracy and range of the film combined with rather large manufactur-
ing tolerances in the stack components made the results more qualitative than 
quantitative however. Using the five cells in the stack resulted in mostly noise 
being measured, but using a single stack showed a clear correlation with the 
modelling results. 

The main result of the stack compression modelling is that the compression 
distribution in a stack can be unacceptable if the stack has not been designed 
with care. The compression distribution can be significantly improved with fair-
ly simple alterations however. Single cell units are more likely to suffer from 
uneven compression distribution as, in a large stack, the manufacturing toleranc-
es, i.e., variations in the thickness of the components, can dominate the resulting 
compression distribution. These results should also be considered in the context 
of the previous chapter, i.e., the effect of compression on a local scale where 
noticeable effects on local current density distribution were observed. Large 
variations in cell compression may lead to surprising local effects, such as very 
high electrical and thermal contact resistances or greatly reduced mass transport 
capabilities that affect cell performance and lifetime. 

The compression model created in this work was further developed by others 
in the laboratory, see, [87, 88]. The improvements there include adding a com-
pression equalizing layer made of a flexible material and including the effect of 
thermal stresses in the model. 
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7. Modelling a Free-breathing Fuel Cell 
This chapter and Publication 5 focus on modelling the mass transfer on the cath-
ode of a free-breathing PEMFC. The objective was to create a computationally 
light but valid 3D model. This was done in two steps, first a 2D model was built 
for testing different approaches to the modelling and then a 3D model was built 
according to these results. The 3D model was then used to study briefly the ef-
fect of size and position on cell performance. 

Models of free-breathing fuel cells have been built before, see, e.g., [89, 90]. 
As these studies do not describe in detail how they chose their model boundary 
settings and other such details, it was decided to start the model building by try-
ing out different choices to see their effects on the result. The two main issues to 
be solved with the 2D model were the type of boundary setting that should be 
used and how large the ambient air zone, a.k.a. free convection zone of the model 
(see Figure 14), should be. 

 

Figure 14. A schematic of the modelling domain in 2D. Note that the picture is not to 
scale. 
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The  issue  of  boundary  setting  stems  from  the  fact  that  there  are  two  ways  to  
model a free convection problem such as this one: the closed and the open 
boundary settings approaches, see, e.g., [91] for open and [92] for closed. 

Mathematical formulation for the open boundary conditions: 

0ut  
Boundaries V, VI and VII: free convection zone boundaries (27) 

iii unuJn )(  (Boundary V) (28) 

0
22 OO , 0

22 OHOH  (Boundaries VI and VII) (29) 

0TT  (Boundary VII) (30) 

For the closed boundary conditions: 

0u  
Boundaries V, VI and VII: free convection zone boundaries (31) 

0
22 OO , 

0
22 OHOH  (Boundaries VI and VII) (32) 

0TT  (Boundary VII) (33) 

The other boundary conditions can be found in Publication 5. The difference 
here is that the open mode allows for mass and momentum transport through the 
boundaries whereas the closed version does not. Species and thermal energy 
transport are allowed in both models. Earlier fuel cell models such as [89] have 
used the previous one, but the latter has typically not been used in free-breathing 
PEMFC models and there are usually no arguments as to why this particular 
choice has been made. 

The sizes of the ambient air zones were selected so that enlarging them further 
had no significant effect on the solution. It is clear that the closed boundary set-
ting model requires a much larger modelling domain due to the fact that the 
closed boundaries force a vortex-like flow to form, which requires more space to 
model. Thus, the open boundary setting model is much smaller. The modelling 
of both situations revealed that the results are equivalent in the area they share, 
i.e., the domain of the open boundary conditions model. The open boundary 
settings model is smaller and requires a smaller mesh, and it is thus easier to 
solve. It would also appear that solving the closed boundary settings model, in 
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addition to requiring a larger mesh, is also otherwise more time-consuming, as 
the vortex shape of the flow forces the solution algorithm to advance more slow-
ly due to the higher complexity. Taking these observations into account, it is 
clear that the superior choice is the open boundary setting models, even if the 
one used in previous PEMFC models was the closed boundary settings model. 

The 3D model was built using the open boundary conditions. The modelling 
domain of the 3D model is illustrated in Figure 15. 

          

Figure 15. A schematic of the modelling domain in 3D with the cathode GDL and current 
collector ribs enlarged on the right. The shaded area represents the cathode GDL. 

The results of the 3D model were compared with those of the 2D model and 
there were significant differences. The 2D model overestimates the mass 
transport by natural convection as it does not include the current collector ribs 
that obstruct the flow. This difference, less than 1%, is not significant for oxygen 
concentration on the electrode, but for water concentration it is approximately 
10%. The 2D model also underestimates the heat transport as the current collec-
tor ribs are good heat conductors and increase the surface area of the cell and 
thus overestimates the temperature in the cell. The temperature difference be-
tween the models on the electrode is 6–8 K. The 3D model has a current density 
that is approximately 4% higher than that of the 2D model. 

In this study, a 3D model that could later be used with experiments to opti-
mize free-breathing fuel cell performance was created. However, the optimiza-
tion is outside the scope of the work done here. This is largely due to the fact 
that before reliable results can be obtained with this type of modelling, two-
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phase equations should be included, which in turn require some experimental 
work on various parameters.  A few brief  tests  were performed with the model,  
however, to see the effect of cell size and positioning, i.e., the tilt angle on the 
performance. The modelled cell area (1 cm2) was doubled and the current-
voltage curves compared. The result was that there was no significant difference 
in the cell performance, indicating that in this small size range, natural convec-
tion is sufficient to provide the cell with reactants and remove reaction products. 
It was not possible to increase the cell size further with the available computing 
resources.  Different  tilt  angles  were  also  tested  to  determine  the  optimal  posi-
tioning of the cell. Other related studies such as [85] have indicated that the cell 
performs best when it is positioned vertically, and this study confirmed these 
results. 
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8. Summary and Conclusions 
This thesis focused on studying different aspects of PEMFC performance by 
modelling. These aspects include the dependence of contact resistances on com-
pression and its effect on local cell performance, flow field behaviour in forced 
convection and free-breathing fuel cells as well as compression distribution in a 
stack. The modelling was done with Comsol Multiphysics, which uses the finite 
element method to solve partial differential equations. The results were experi-
mentally validated when possible, although due to the nature of the modelling in 
this work and the practical limitations, the accuracy of the experimental results 
was mostly qualitative. 

The flow field of the fuel cell cathode was studied by building a model of the 
cathode channel system. Other cell components such as the GDLs and MEA 
were excluded as they are very thin layers and would thus have increased the 
computational requirements too much. Crucially, these components also do not 
affect the flow field formation, although, in reality, the GDLs that extrude into 
the channels do affect the flow resistance. The flow field geometry was copied 
from an existing fuel cell and was a parallel channel system. The parallel chan-
nel system has often been seen as an inferior choice due to its tendency to cause 
uneven flow distribution, resulting in uneven reactant distribution on the elec-
trodes and unsatisfactory cell performance. 

In this work, it was shown that a correctly designed parallel channel system 
can have relatively even flow distributions. The key is to design the distributor 
channel so that it offers the necessary amount of hydraulic resistance. The dis-
tributor channel should be designed individually for each cell or stack depending 
on the operating conditions and cell size, as flow field behaviour is not scalable. 
The experiments were qualitatively validated by observing the progress of ink 
pulses in water flowing through the channel system, which allowed a flow veloc-
ity profile to be calculated. The experimental results were in agreement with the 
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modelling results, but the accuracy of the experiments was not sufficient for 
quantitative verification. 

The effect of contact resistance on cell performance was studied using exper-
imentally derived correlations for the dependency of contact resistance on com-
pression. The compression in a cell varies on the scale of the whole cell and 
locally. This study focused on local phenomena. There are significant local vari-
ations in the compression that GDLs experience due to the alternating ribs and 
channels  of  the bipolar  plates.  Experimental  results  showed that  the contact  re-
sistance between the GDL and electrode was especially dependent on the com-
pression. This effect was modelled using a cross-sectional 2D model consisting 
of one symmetry unit, which was the width of one rib and one channel. This 
model was built in two phases, published separately, as the original results 
showed  that  there  was  a  need  for  more  accurate  parameters,  which  were  then  
acquired from experiments. 

The results of contact resistance modelling show that the local current density 
is far from uniform, as there is a strong lateral current in the electrode layer. This 
is due to the fact that the contact resistance between the GDL and the electrode 
is large under the channel, and thus the current created in the electrodes, seeking 
the path of least resistance, travels through the electrodes until it reaches the 
portion of the contact boundary under the ribs where the contact resistance is 
smaller. The most important result is that there is a clear increase in current den-
sity in the electrode under the rib/channel boundary, which has not been ob-
served or predicted in fuel cells before. This phenomenon can cause lifetime 
issues for the cell, although the model does not show a significant effect on the 
temperature distribution in the cell. 

The experimental validation of this model was not performed, as an in-situ 
experiment to measure local current density would be very difficult to conduct 
and was not possible within the scope of this thesis. If, however, a way could be 
devised to perform these measurements, the results have the potential to be very 
interesting. It is known that membranes can develop small punctures, especially 
under high compression, temperature or current density, and it is possible that 
this lateral current mechanism and the ohmic heating it causes have an effect on 
this failure type. If so, the effect could possibly be mitigated by studying differ-
ent rib profiles and GDL properties by modelling in order to decrease the lateral 
current density in the electrodes. It is possible that altering the cross-sectional 
shape of the rib from a square edge to a more rounded shape would have a bene-
ficial effect, and this should be investigated. 
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The compression distribution in a stack was also studied. A model of a 5-cell 
stack was built based on an existing design. According to the model, the com-
pression directed at the cells was highly uneven, with the corners of the active 
area under high compression and the centre parts experiencing less than 2 bars of 
compression pressure. This can be considered less than optimal as, according to 
other studies, good cell performance requires 10–15 bars of compression, though 
this value depends on the GDL material. Thus, the stack end plates were rede-
signed using a ribbed structure that allowed the mass of the end plates to be de-
creased while simultaneously increasing their rigidity. A further mass decrease 
was accomplished by changing the end plate material from steel to aluminium. 
The force applied to the nuts and bolts of the end plates was varied so that the 
corners had less torque, which also helped to even the compression distribution. 
The end result was that the new end plate and the bolt-specific forces produced 
the desired compression distribution in the 10–15 bar range. The model was 
experimentally validated by ex-situ measurements using a pressure-sensitive 
film. The measurement accuracy of the experiments suffered from high manu-
facturing tolerance of the cell components, but qualitatively the results are in 
agreement. 

The results of the compression distribution study demonstrate that stack end-
plates need to be designed with care or the compression on the cells can be far 
from optimal, thus affecting the cell performance negatively. Modelling is an 
effective tool for determining an acceptable end plate structure. The compression 
modelling in this work has been continued by others. The model has been devel-
oped further employing thin, perforated flexible layers to even out the compres-
sion further. Thermal stresses were also included, although these were found to 
be insignificant. In the future, this model could be improved by adding more 
geometrical details and increasing the number of cells as the available compu-
ting capacity is increased. 

The flow field of a free-breathing fuel cell was also modelled in this work. 
The performance of a free-breathing fuel cell depends strongly on the effective-
ness of the natural convection in transferring oxygen to the cell and removing 
the reaction product water. This problem has been modelled using various as-
sumptions and simplifications. In this work, the aim was to develop a computa-
tionally light yet reliable 3D model of a free-breathing fuel cell and then to use it 
to demonstrate the potential of such a model. Modelling the flow field of a free-
breathing fuel cell is different to making the usual cell model, as the ambient air 
zone has to be included.  This  increases the size of  the model  and thus requires  
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more computing power. In order to find out how large the modelled ambient air 
zone should be, different sized zones with different types of boundary conditions 
were tested in 2D. These results  were used in the building of  a  3D model  of  a  
small 1 cm2 cell. This model was then used to test how the position, i.e., tilt an-
gle, of the cell and doubling the cell size affected performance. The results were 
that, as experiments have shown, a vertical alignment works best and increasing 
the cell size has no significant effect on its performance in this size range, 
though it can be expected that, at some point, increasing the cell size will create 
mass transport problems when the natural convection is no longer sufficient. 

Mass transport was also modelled in the case of a free-breathing fuel cell. The 
model  consisted  of  the  cathode  GDL and  current  collectors  of  the  cell  and  the  
ambient air zone surrounding the cell. The model was 3D, but suitable boundary 
conditions and the correct size of the ambient air zone were first studied using a 
2D model. The 3D model, built using the data from the 2D model, is computa-
tionally lighter than the free-breathing PEMFC models typically used but no less 
accurate. This model was used to perform some preliminary tests on the effect of 
the size and positioning of the cell on its performance. The result was that when 
the size of the cell is in the range of a few square centimetres, natural convection 
is effective in supplying the cell with reactants, and increasing the cell size does 
not have a strong effect on the cell behaviour. 

The flow field and the model of the free-breathing fuel cell require the inclu-
sion of two-phase phenomena to give good predictions however. At the time of 
writing this thesis, there simply are no reliable parameters for modelling two-
phase phenomena in fuel cells. Even if the parameters widely used in fuel cell 
modelling were to be incorporated into this model, there would still be a prob-
lem of how to model the two-phase phenomena on the GDL/ambient air zone 
boundary where evaporation takes place. Excess water can also form droplets on 
this surface. In order to develop free-breathing fuel cell models or fuel cell mod-
els in general, further, reliable two-phase parameters should be derived either 
experimentally or theoretically, and suitable boundary conditions, semi-
empirical correlations if necessary, should be developed. 

This thesis is a study of different aspects of fuel cell operation connected to-
gether by the method of using modelling as a tool. As always in modelling, each 
model could have been developed further, but the line must be drawn some-
where and the length and depth of this work were determined by the practical 
constraints of each project of which the studies were made a part. In terms of 
future work, the most important improvements would be to add geometrical 
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details and complexity to the stack models and two-phase phenomena to the cell 
models. If computing capacity continues to increase, as it has done in the past, it 
will be possible one day to develop a model that combines most of the models in 
this study. This model would consist of the GDLs, MEA and flow channels of an 
entire cell and include contact resistance effects combined with flow field simu-
lation and the results of a stack compression model. This model could show 
what kind of current density or thermal distribution the combined effect of local 
cell phenomena and cell-scale variations in reactant concentration and compres-
sion would cause in a fuel cell. 
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Constants 
 
The properties of dry standard air used in Publications 1, 2, 3 and 5 

Component Molar mass Molar  Viscosity  at Density  at Diffusion 
  fraction in   volume 
 (gmol-1)  air 343 K (Pas) 343 (K kgm-3) v (m3mol-1) 

Nitrogen 28 0.78 1.97·10-5 0.995 12.7·10-6 

Oxygen 32 0.21 2.29·10-5 1.137 16.6·10-6 

Argon 40 0.1 2.60·10-5 1.421 - 

Water 18 0 1.15·10-5 0.64 17.9·10-6 
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A3 

The mechanical properties of materials used in Publication 4 

Component  E (GPa)  

Flow field plate (graph/epoxy) 10  0.25 

Gas diffusion layer 0.06 0.33 

Grafoil 1.4 0.25 

Steel 200 0.33 

Aluminium 70 0.33 

Rubber 0.1 0.4 

Steel net 110 0.33 

 
 
Various constants used in the models 

Constant Explanation Value 
ref
av ja  Exchange current density × ratio of reaction surface  1.7 × 109 A m-3 

 to CL volume, anode (2D) 

0Tja ref
cv  Exchange current density × ratio of reaction surface 2 × 104 A m-3 

 to CL volume, cathode (2D) 
a
c

a
a  Anodic and cathodic transfer coefficients  1 

  Water transfer coefficient 0.5 

2,OpC  Heat capacity of oxygen 923 J kg-1 K-1 

OHpC
2,

 Heat capacity of water 1996 J kg-1 K-1 

cp  Heat capacity of air 1005.38007 J/kg K 

ccc  Heat capacity of the current collector 1000 J/kg K 

C  Diffusion coefficient constant 3.16·10-8 

cO2,0 Oxygen concentration in ambient air  8.39128 mol/m3 

cH2O0 Water concentration in ambient air  0.403621 mol/m3 

),( 00, 22
TpD OHO

 Binary diffusion coefficient O2,H2O 3.98 × 10-5 m2 s- 

),( 00, 22
TpD NO

 Binary diffusion coefficient O2,N2 2.95 × 10-5 m2 s-1 

),( 00, 22
TpD NOH

 Binary diffusion coefficient H2O,N2 4.16 × 10-5 m2 s-1 
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A4 

E0 Open circuit voltage 1.23 V 

Eexc Activation energy (Ecell  0.8V)
  76.5 kJ mol-1 
  (Ecell < 0.8V)
  27.7 kJ mol-1 

0 Porosity of uncompressed GDL 0.83 

CL Porosity of CL 0.4 

c  Activation overpotential 0.6 V 

F Faraday’s constant 96485 C/mol 

g Gravitational acceleration  9.81 m/s2 

)( 00 Ti  Exchange current density  0.01 A/m2 

k Heat conductivity of air 0.026044 J/m2 

kGDL  Effective heat conductivity of the GDL 0.3 W/m 

CL CL thermal conductivity 0.476 W m-1 K-1 

GDL GDL thermal conductivity 1.18 

kcc  Thermal conductivity of the current collector  14 J/m2 

  GDL permeability 2.06·10-12 m2 

GR Graphite plate electric conductivity 69700 S m-1 

GR Graphite plate thermal conductivity 128 W m-1 K-1 

m Membrane ionic conductivity 5.09 S m-1 

m Membrane thermal conductivity 0.12 W m-1 K-1 

h Heat transfer coefficient from GDL to air  5 W m-2 K-1 

kCL Permeability of CL 1.26 × 10-13 m2 

p0 Ambient pressure 105 Pa 

R Universal gas constant 8.314 J/mol K 

Sc Entropy change of cathode 326.36 J mol-1 K-1 

Sa Entropy change of anode 0.104 J mol-1 K-1 

CL
s  CL electric conductivity 320 S m-1 

CL
m  CL ionic conductivity 5.09 S m-1 

T0 Reference temperature 273 K 
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Abstract

Isothermal two- and three-dimensional polymer electrolyte membrane (PEM) fuel cell cathode flow field models were implemented to study
the behavior of reactant and reaction product gas flow in a parallel channel flow field. The focus was on the flow distribution across the channels
and the total pressure drop across the flow field. The effect of the density and viscosity variation in the gas resulting from the composition change
due to cell reactions was studied and the models were solved with governing equations based on three different approximations. The focus was on
showing how a uniform flow profile can be achieved by improving an existing channel design. The modeling results were verified experimentally.
A close to uniform flow distribution was achieved in a parallel channel system.
© 2006 Elsevier B.V. All rights reserved.

Keywords: PEM fuel cell; PEMFC; Modeling; Flow field plate; Parallel channel; Flow visualization

1. Introduction

Fuel cell is an electrochemical device that converts the chem-
ical energy of reactants into electricity and heat. Fuel cells
typically have comparatively high efficiencies and energy den-
sities, in addition to which they have potential as economically
friendly power sources. Their properties make them alternative
power sources for many applications ranging from portable elec-
tronics and vehicles to distributed energy production and power
plants. In this study the focus is on the polymer electrolyte mem-
brane fuel cell (PEMFC), but the results can also be applied to
other fuel cell types. The PEM fuel cell operates in the tem-
perature range of liquid water, though higher temperature PEM
fuel cells are also being developed. PEMFC is in particular suit-
able for small-scale applications ranging from less than a watt
to several kilowatts.

One of the requirements for good cell performance is that the
reactants must be distributed as uniformly as possible across the
active area of the cell. This is especially important on the cath-
ode side, where the reaction kinetics is comparatively slow and
thus forms one of the major performance limiting factors in a
PEMFC, the cathode mass transfer overpotential. A non-uniform

∗ Corresponding author. Tel.: +358 9 451 3209; fax: +358 9 451 3195.
E­ mail address: Suvi.Karvonen@hut.fi (S. Karvonen).

flow distribution results in a non-uniform reactant distribution,
leading to insufficient amounts of reactants on some areas and
inhomogeneous current production. In addition to having an
adverse effect on cell performance, this can lead to tempera-
ture gradients across the active area of the cell, a phenomenon
that in an extreme case may damage the membrane. The flow dis-
tribution properties also affect the water removal from the cell,
and thus a non-uniform flow distribution can cause flooding in
the cell.

In a fuel cell stack, the reactant flow is typically directed to
each unit cell with a component known as the flow field plate,
which also functions as a mechanical support structure and an
electrical contact. The flow field plate directs the gas flow into the
gas diffusion layer through a channel system, usually molded,
etched or machined on the surface of the plate. The flow distribu-
tion in the channel system is determined by the relative hydraulic
resistances of the channel system. The most common channel
configurations are the parallel, serpentine and interdigitated con-
figurations and their combinations, studied in, e.g. [1–9]. The
channel system can also be replaced with a porous metal net or
foam plate, see, e.g. [10]. The parallel channel configuration,
which was studied in this work, typically has a small hydraulic
resistance and thus does not generate a large pressure drop across
the cell. On the other hand, the parallel channel flow field often
has a non-uniform flow distribution and is thus more susceptible
to flooding, as many authors have concluded; see, e.g. [5,6,9].

0378-7753/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.jpowsour.2006.04.145
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Nomenclature

A area (m2)
D diffusion coefficient (m2 s−1)
Dh hydraulic diameter (m)
e unit charge (1.6022 � 10−19 C)
F Faraday’s constant (96485 C mol−1)
g gravitational acceleration (9.8067 m s−2)
i current density (A m−2)
L characteristic length (m)
M molar mass (kg mol−1)
n surface normal vector
N number
NA Avogadro’s constant (6.022169 � 1023 mol−1)
p pressure (Pa)
p0 atmospheric pressure (101.315 kPa)
R molar gas constant (8.315 J mol−−1 K−1)

Re Reynolds number
s distance (m)
Scon source term for continuity equation (kg m−3 s−1)
SNS source term for Navier–Stokes equation

(kg m−2 s−2)
Sh Sherwood number
t surface tangential vector
T temperature (K)
u total velocity of the fluid (m s−1)
u fluid velocity vector (m s−1)
u0 inlet velocity (m s−1)
U characteristic velocity (m s−1)
V volume (m3)
Vm molar volume in 343 K (0.0278 m3 mol−1)
x molar fraction
z number of electrons involved in a reaction

Greek symbols
α water transport coefficient
Δ surface roughness (m)
ε porosity
η dynamic viscosity (Pas)
λ stoichiometric constant, 2
ρ density (kg m−3)

Subscripts and superscripts
act active area
air air
atm atmospheric
ave average
Ar argon
ch channel
cath cathode
eff effective
H2O water
in inlet
lim limiting
max maximum

N2 nitrogen
O2 oxygen
react reaction participant
sat saturated vapor
tot total
v vapor

However, these problems can at least partially be avoided with
careful design of the flow field system. A uniform flow distri-
bution achieved with the parallel channel system is presented in
this work. Consequently, the main result of this work is to show
by example that uniform flow distributions can be achieved with
parallel channel flow fields with relatively slight changes in the
flow field design.

The flow distributions and pressure losses across the chan-
nel systems were studied with both two- and three-dimensional
one-phase models based on the Navier–Stokes and continuity
equations. The changes in the gas density and viscosity along
the channels that result from the cell reactions were taken into
account in the modeling. The cathode distribution was studied
according to three different approximations and the correspond-
ing results were compared in order to find out the error induced
by each approximation.

The modeling data and experimental results showed the flow
distribution of the original three-dimensional parallel channel
system to be polarized. Based on the results, the local hydraulic
resistances of the channel system were adjusted through modi-
fication of the gas distributor channel. As a result, the modeled
polarization was reduced and a close to uniform flow profile
was achieved. The modeling results were also experimentally
verified and the experimental results were in agreement with the
modeling data.

2. Modeling

2.1. Navier–Stokes and continuity equations

The modeling domains consisted of the volume in 3D and
cross-sectional area in 2D of the modeled channel systems. Other
fuel cell components such as the gas diffusion layer and the
membrane electrode assembly were excluded from the model
since the focus in this work was on the flow distribution in the
flow channels.

The incompressible fluid flow is governed by the time-
independent Navier–Stokes and continuity equations:

−ρu � ∇u C ρg − ∇p C ∇ � (η(∇u C ∇uT)) D SNS (1)

∇ � (ρu) D Scon (2)

which apply to a laminar flow. The flow region, laminar or tur-
bulent, is defined by the Reynolds number, Re:

Re D ρuDh

η
(3)
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A flow is laminar when Re < 2000. In the studied flow field mod-
els the Reynolds number is below 160 and Eqs. (1) and (2) apply
to the problem under study.

The source terms in Eqs. (1) and (2), Scon and SNS, are cal-
culated from the change in gas composition caused by the cell
reactions. The half and full cell reactions of the PEMFC are:

anode : H2 → 2HC C 2e− (4)

cathode : 1
2 O2 C 2H C C 2e− → H2O (5)

full cell : 1
2 O2 C H2 → H2O (6)

The continuity equation source term Scon is calculated from the
mass difference between the consumed oxygen and produced
water molecules. The Navier–Stokes source term SNS is cal-
culated based on the assumption that the kinetic energy and
momentum of the oxygen consumed in the reactions are lost
into the gas diffusion layer so that the reaction product water
has no initial velocity. Thus, the momentum and mass source
terms can be written as

SNS D − iAact

zFVch
MO2u (7)

Scon D iAact

zFVch
(αMH2O − MO2) (8)

where Vch is the volume of the channels crossing the active area
of the cell. However, it is likely that some of the kinetic energy
and momentum of the consumed oxygen is in fact transferred
to the produced water molecules, but estimating the magnitude
of this phenomenon is difficult. Therefore, for comparison, the
models were also solved using an alternative Navier–Stokes
source term calculated by assuming that the kinetic energy and
momentum of the consumed oxygen molecules are transferred
to the produced water molecules so that their initial velocity
equals the average fluid velocity in the channel:

SNS; 2 D iAact

zFVch
(αMH2O − MO2)u (9)

The solutions corresponding to the different Navier–Stokes
source terms SNS and SNS,2 gave close to equal results, as
the relative differences in the flow velocities were in the order
of 10−3. Thus, the possible error made in approximating the
Navier–Stokes source term by Eq. (7) should be negligible.

2.2. Approximations

Eq. (1) can be simplified for modeling purposes. According to
dimensional analysis the gravity force term ρg can be excluded,
since its weight is approximately 10−3 times the weight of the
inertial term:

j ρgj
j ρu � ∇uj ≈ ρg

ρU2 = L
D gL

U2 ≈ 10−3 (10)

The channel walls in a flow system can be assumed smooth, if
the surface roughness of the wall material is smaller than the
limiting surface roughness characteristic to that system [11]:

Δlim D 17: 85 DhRe−0 : 875 (11)

With the parameters of the 3D model, Dh = 0.67 mm and
Remax = 160, Eq. (8) gives Δlim = 210 �m. This is clearly larger
than the surface roughness of typical flow field plate materials
such as graphite, polymer composite and steel, whose surface
roughness is in the order of a few 10 �m or less, see, e.g. [12,13].
However, one of the channel walls is formed by the gas diffu-
sion layer where there is mass transfer through the surface that
should be taken into account. Nevertheless, including this effect
would complicate the modeling and consequently was excluded
here.

The effect of gas cross-over between channels can be
neglected since the Sherwood number:

Sh D UL

Deff ; where Deff D Dε1: 5 (12)

is in the order of 103, i.e. the flux in the channels is three orders of
magnitude larger than the diffusive flux in the gas diffusion layer.
The effect of possible convective flow between the channels is
also insignificant since the pressure differences between two
parallel channels are very small, at largest a few pascals, which
was determined from the solved models.

The current density and temperature in the cell are assumed to
be constant across the active area. This is usually not the case in
a real fuel cell, where the current density, temperature and flow
distribution are all interconnected and also depend on external
factors such as the cooling system of the cell. Taking all these
issues into account would have made the models very complex
and as a consequence required a lot of computing capacity, which
was the reason why constant values for these parameters were
assumed in this work.

The assumption of one-phase flow, i.e. no liquid water in the
channels, is justified if the relative humidity remains lower than
100%. Taking into account the reaction product water of which
half is assumed to leave the cell through the cathode side, this
applies if the relative humidity of the inlet gases is below 64%,
which was calculated assuming a stoichiometry of two and a con-
stant cell temperature of 343 K. These values correspond to the
parameter values used in the modeling. In many real fuel cells,
the fluid may be in a two-phase flow, and the modeling results
gained here do not necessarily apply in these cases. However,
high-temperature and low-humidity membranes that function
under one-phase flow operating conditions such as assumed in
the modeling have been developed (see, e.g. [14–17]) and thus
the assumption should be valid for several real fuel cells.

2.3. Model properties

A schematic of the 2D geometry is displayed in Fig. 1. The
design of the 3D geometry is similar in principle, but here the
distributor channel and the parallel channels crossing the cell
are in different planes and the channels are divided into groups
of five channels. A schematic of the 3D geometry is presented
in Fig. 2. The height of the distributor channel is 1 mm and the
height of the parallel channels is 0.5 mm. The cylinders that
connect the distributor channel and the parallel channels have a
radius of 0.5 mm and height of 2 mm. Each cylinder distributes
the flow to five parallel channels and certain periodicity resulting
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Fig. 1. A schematic of the 2D geometry.

from this can also be seen in the channel flow velocities as will
be discussed later in Section 3.2. At the inlet boundaries marked
in Figs. 1 and 2, the velocity is fixed: u(u; v; w) D (u0 ; 0 ; 0). At
the outlet boundaries also marked in Figs. 1 and 2, the pressure
is fixed to zero, p = 0. The absolute value of the outlet pressure
does not affect the fluid behavior since that is dependent only
on the pressure gradients within the flow field, which can be
determined from Eq. (1). Due to symmetric channel geometries,
only one half of the cathode flow field was modeled. The sym-
metry boundaries were modeled with the symmetry boundary

Fig. 2. A schematic of the 3D geometry.

condition:

u � n D 0 (13)

t1 � η(∇u C ∇uT)n D 0 (14)

and

t2 � η(∇u C ∇uT)n D 0 (15)

The majority of the boundaries, corresponding to impermeable
channel walls, were governed with the no-slip condition u = 0.
It should be noted that the no-slip condition was applied also
to the wall formed by the gas diffusion layer in order to avoid
further complexity in the modeling, despite the fact that in a real
fuel cell mass transfer exists through this boundary.

The inlet flow velocity is calculated from the current density
i that was used as a solver parameter:

u0 D ṅO2

xO2 ; in

RT

p0Ain
D RT

xO2 ; inp0

λAact

ezcathNAAin
i (16)

where Aact is the active area of the cell and Ain the cross-sectional
area of the inlet. The change in the density and viscosity of the
gas in the channels is calculated from the molar fractions of
oxygen and water:

xO2(s) D ṅO2

ṅtot
D

(
uchAact

Vm
xO2 ; in − iAact

zcathF

s

l

)

�
(

uchAact

Vm
− iAact

zcathF

s

l
C 2α

iAact

zcathF

s

l

)−1

D
(

xO2 ; in − iVm

uchzcathF

s

l

)

�
(

1 − (2α − 1)
iVm

uchzcathF

s

l

)−1

(17)

xH2O(s) D ṅH2O

ṅtot
D

(
xH2O; in C 2α

iVm

uchzcathF

s

l

)

�
(

1 − (2α − 1)
iVm

uchzcathF

s

l

)−1

(18)

The individual channel velocities uch were calculated by numer-
ical integration across the channel volume separately for each
channel:

uch D 1

Vch

N∑
iD 1

uiVi (19)

where Vch is the volume (area in 2D) of the channel, N the
number of calculation points, ui and Vi are the velocity at point
i and the weight factor at point i (volume in 3D and area in 2D
of the space represented by point (i)), respectively. Thus, uch is
the average velocity in the channel.

In the modeling, it was assumed that the water transport coef-
ficient α = 0.5, i.e. one half of the product water leaves through
the anode side. Thus, the term 2α− 1 = 0 and the equations for
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the molar fractions simplify to:

xO2(s) D xO2 ; in − iVm

uchzcathF

s

l
(20)

xH2O(s) D xH2O; in C 2α
iVm

uchzcathF

s

l
(21)

These equations were used in the models with the addition that
the molar fraction of oxygen cannot be negative and the molar
fraction of water has a maximum value corresponding to the
situation where all oxygen has been consumed. No acceptable
solution can exist outside these limits.

Using the ideal gas law and assuming that dry air is a
mixture of oxygen, nitrogen and argon, the density of the gas
is calculated from:

ρ(s) D

(patm C p)(MH2OxH2O(s)

C MO2xO2(s) C MN2xN2 C MArxAr)

RT
(22)

where xN2and xAr are constant when α = 0.5. The viscosity of
the gas mixture is [11]:

η(s) D
(

xH2O(s)

ηH2O
C xO2(s)

ηO2

C xN2

ηN2

C xAr

ηAr

)−1
ρ(s)

ρin
(23)

where ρin is the density of the dry inlet air. The density and
viscosity values of the relevant gases as well as their molar
fractions in dry standard air are listed in Appendix A.

A non-uniform flow profile makes it easy to study the effect of
different approximations on the solution since the differences are
usually more prominent at the local minima and maxima. A non-
uniform flow profile is easier to accomplish with a 2D geometry
due to smaller hydraulic resistance, and thus the modeling was
done both in two and three dimensions. In both dimensions, three
different modeling schemes were employed to study the effect
of the density and viscosity variation:

1. Constant density and viscosity: ρ = ρair and η = ηair. Zero
source terms. Continuity equation: �� u = 0.

2. Varying density and viscosity: ρ = ρ(s) and η = η(s). Zero
source terms. Continuity equation: �� u = 0.

3. Varying density and viscosity: ρ = ρ(s) and η = η(s).
Nonzero source terms: Scon and SNS. Continuity equation:
�� (ρu) = Scon.

The models were solved with the commercially available par-
tial differential equation software FEMLAB®. The calculations
were performed over a 64-bit FEMLAB® client-server connec-
tion. The server computer was an AMD Athlon64 3500+ with
4GB RAM and 40GB of swap-space. The operating system was
SuSe 9.1 AMD64 Linux. The 2D geometry was modeled with
28 000 mesh elements resulting in 160 000 degrees of freedom,
whereas the 3D geometry had 180 000 elements and 1.2 million
degrees of freedom. In each element, quadratic Lagrange poly-
nomials were used as shape-functions for the components of
the velocity field while linear polynomials were used for pres-
sure. The models were solved to as high current densities as
the FEMLAB® solver could reach, i.e. 0.35 A cm−2 for the 2D

Fig. 3. The relative channel velocities in the 2D model.

geometry and 0.4 A cm−2 for the 3D geometry. The experimen-
tal parameters corresponded to a 0.5 A cm−2 current density,
which is the designed operating current for the studied cell and
sufficiently close to the 0.4 A cm−2 current density of the 3D
model for the flow field profiles to be comparable.

3. Results

3.1. 2D geometry

The two-dimensional modeling domain consisted of the
cross-sectional area of 60 straight parallel channels and distrib-
utor channels as illustrated in Fig. 1. The results discussed here
correspond to the highest current density at which the model
converged, 0.35 A cm−2. The modeled 2D flow distribution is
illustrated in Fig. 3. The channel velocities are taken as the aver-
age velocities in the channels integrated over the channel region
where the flow is stabilized according to the principle that was
presented in Eq. (19). The flow distribution is strongly polar-
ized, as the velocities close to the edges of the flow field plate
are more than two times larger than the smallest channel veloci-
ties. The lines corresponding to the different approximations are
close to indistinguishable. Therefore, the differences in channel
velocities predicted by Schemes 1–3 are illustrated in Fig. 4.
Based on this data, the maximum differences in relative individ-

Fig. 4. The relative differences of the results given by the different approxima-
tions.
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Fig. 5. The pressure distribution in the 2D model. The pressure dimension is
pascal (Pa).

ual channel velocities between Schemes 2 and 3 were 7.4% and
8.4% for Schemes 3 and 1. The total pressure losses of Schemes
1 and 2 were 1.1% and 2.3% smaller than that of Scheme 3,
respectively. For clarity, the pressure distribution across the 2D
geometry corresponding to Scheme 3 with 0.35 A cm−2 current
density is illustrated in Fig. 5.

3.2. 3D geometry

The three-dimensional model corresponded to an existing
parallel channel flow field plate. The modeling results discussed
here are the solutions corresponding to the highest current den-
sity at which the model converged, which was 0.4 A cm−2 for the
3D geometry. The velocity profiles for smaller current densities
do not significantly differ from the ones presented here. How-
ever, these results do not apply to significantly higher current
densities or stoichiometric ratios where the increased flow rate
causes more turbulence. The 3D flow-field consisted of 60 chan-
nels divided into 12 five-channel groups and distributor channels
such as illustrated in Fig. 2.

The relative channel velocities are presented in Fig. 6, where
a distinctive five-channel periodicity that derives from the chan-
nel system design can be seen in the channel velocities. The
flow profile of the 3D model is significantly more uniform than

Fig. 6. The relative channel flow velocities of the 3D model.

Fig. 7. The relative differences between the different modeling schemes of the
original 3D geometry.

that of the 2D model discussed above. The largest individual
channel velocity is 16% larger than the smallest. The difference
between the largest and smallest five-channel averages is 12%.
The differences in relative channel velocities between Schemes
1 and 3 are illustrated in Fig. 7. The maximum differences are
1.8% (Scheme 3 versus Scheme 1) and 0.4% (Scheme 3 versus
Scheme 2), significantly smaller than those of the 2D geometry.
The channel velocities in Scheme 3 differ more from the veloci-
ties in Schemes 1 and 2 in the channels close to the edges of the
active area. This follows from the source terms in Scheme 3 that
take into account the momentum that is lost into the gas diffusion
layer. The total gas flow sees this phenomenon as an increase
in the hydraulic resistance on the outlet side. Thus, the channel
velocities are slightly larger on the outlet side in Scheme 3. In
the 2D model, this effect is more difficult to see since the total
differences between Schemes 1 and 3 are significantly larger.
The total pressure losses of Schemes 1 and 2 were 9.0% and
7.3% larger than that of Scheme 3, respectively. The pressure
distribution across the modified 3D geometry corresponding to
Scheme 3 with 0.4 A cm−2 current density is illustrated in Fig. 8.

One of the objectives of this work was to achieve a parallel
channel flow field, where the flow velocities in different channels

Fig. 8. The pressure distribution in the 3D model. The pressure dimension is
pascal (Pa) and the length dimension is meter (m).
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Fig. 9. The original and modified distributor channel geometries.

Fig. 10. The close to even channel velocity profile of the modified 3D model.

are close to equal. To accomplish this, the hydraulic resistance of
the inlet distributor channel was modified by changing its geo-
metrical shape. The modified distributor channel was optimized
for the 0–0.5 A cm−2 current density with stoichiometric ratios
between 1 and 2. With higher flow rates the velocity distribution
will likely become more polarized. Schematics of the original
and modified inlet distributor channel geometries are illustrated
in Fig. 9.

The velocity profile of this modified 3D geometry is illus-
trated in Fig. 10. The largest individual channel velocity is
approximately 8% larger than the smallest channel velocity,
which means that the 16% difference of the original 3D geometry
has been reduced to half. When the differences in each five-
channel group average are studied, the 12% value of the original
3D geometry has diminished to 3.7%. Thus, the effect of the
modification is significant. The differences in relative channel
velocities between Schemes 1 and 3 are illustrated in Fig. 11.
The maximum differences are 2.1% (Scheme 3 versus Scheme
1) and 0.7% (Scheme 3 versus Scheme 2). These values are

Fig. 11. The relative differences between the different modeling schemes of the
modified 3D geometry.

Fig. 12. The relative velocities of the original 3D geometry with two different
meshes.

slightly larger than those of the original 3D geometry, which
implies that the error made in excluding the source terms or the
density and viscosity variation depends on the model geometry
to some extent. The total pressure losses of Schemes 1 and 2
were 8.7% and 2.4% larger than that of Scheme 3, respectively.

The effect of the mesh size on the results of the 3D model was
studied using a mesh of 220 000 elements for the 3D model and
comparing the results to the modeling results presented above
with 180 000 elements. The velocity profiles are compared in
Fig. 12. The differences are small; the maximum difference in
the relative channel velocities is 0.5%. The total pressure dif-
ferences with the different meshes are within 0.2%. The effect
of the mesh was also studied with a single five-channel group,
where the number of elements could be grown to four times
the original. The relative channel velocities were still within the
0.5% error marginal, but the total pressure difference grew to
5%. This gives reason to expect that the relative channel veloci-
ties should be fairly reliable, but that the total pressure difference
is more inaccurate. Solving the 3D model with a larger number
of elements was not realistic since with the available capacity
reaching a solution for the model took from 15 to 40 h with the
used mesh.

4. Experimental visualization

The modeling data of the original and modified 3D geome-
tries were verified with experiments. The experimental proce-
dure was simple: dye (water-soluble black ink) was mixed to
the fluid flow in pulses, and the progress of the dye pulse was
recorded with a digital camera. Since mixing dye into the gas
flow would have been complicated, the type of fluid was changed
from gaseous (air) to liquid (water). In order to conserve the
behavior of the flow, the Reynolds number must remain con-
stant in accordance with dimensional analysis. Following from
Eq. (3) the product of density and velocity divided by viscos-
ity must remain constant since the hydraulic diameter is not
changed. The values of density and viscosity for air and water
are listed in Table 1. A similar visualization study utilizing the
laser-induced fluorescence method has previously been carried
out by Barreras et al. [9].
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Fig. 13. The experimental arrangement of the flow visualization study. Because of symmetric cell structure, the dye was mixed to only one of the two inlet flows.

The Reynolds number for an air flow in the channels with a
flow velocity u = 1 .1 m s−1 (corresponding to current density of
i = 0.5 A cm−2 at a stoichiometry of two for which the studied
cell was designed), is 39. The flow velocity of water in the chan-
nels that results in the same Reynolds number is 0.060 m s−1,
which corresponds to an inlet flow velocity of approximately
200 ml min−1.

The flow field plate and endplates were made of transpar-
ent polycarbonate. The usual gasket material was replaced with
PTFE. The water flow was directed into the flow field plate
assembly by pressurizing an air-space in a water tank with a
constant 200 ml min−1 air flow to provide a stabile flow in the
cell assembly. Circulating water through the system caused a
part of the channels to be blocked by air bubbles due to the high
surface tension of water. Mixing small amounts of soap into the
water mostly prevented this phenomenon. The dye was injected
with a pipette to the stabilized water flow a few centimeters
before the flow entered the cell assembly. The advancing dye
pulse was recorded with a Sony® DSC-F828 digital camera.
The experimental setup is illustrated in Fig. 13.

The progress of the dye pulse in each five-channel group was
studied from the recorded video shots. The flow velocities in
each of the 12 five-channel groups were calculated from the
time spent by the dye pulse to move through the length of the
channels. These calculations were performed with eight sets of
experimental data and the results were averaged to give the final
values. The error in the channel velocities was taken for both
geometries as the maximum average deviation of the individual
channel velocities of each measurement set, 4.3% for the original
geometry and 5.6% for the modified geometry.

The average velocities of the 12 five-channel groups are com-
pared with the modeled data of the original 3D geometry in
Fig. 14. The modeled data, to which the comparisons were made,

Table 1
Channel velocities corresponding to constant Reynolds number (Re = 39) and
the densities and viscosities of air and water

ρ (kg m−3) η (Pas) Inlet volume flow (ml min−1)

Air 1.031401 2.018−5 4104
Water 1000 0.00103 217

Fig. 14. The experimental and modeling results of the original 3D geometry.

is that of Scheme 1 (constant density and viscosity), since that
is closest to the experimental conditions, where the density and
viscosity of the water remain approximately constant. Within the
error limits, the experimental results fit the model data, though
the experimental velocity profile is more polarized. The stronger
polarization is likely due to some systematic error affecting the
measurements such as the surface tension of water. Another pos-
sibility is that imperfections in the flow field geometry could also
have been left in the manufacturing process.

The experiments were also performed with the modified 3D
geometry. The results are illustrated in Fig. 15, and the flow
profile is more uniform than in Fig. 14 with the original geometry
as predicted by the modeling data. Thus, the experiments confirm

Fig. 15. The experimental and modeling results of the modified 3D geometry.
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that the modified geometry should be more advantageous for use
in a flow field plate since the reactants should be distributed more
uniformly across the active area of the cell.

5. Summary and conclusions

The behavior of fluid flow in an isothermal parallel channel
system was modeled with the finite element method. Three mod-
eling schemes based on different approximations were employed
in the modeling and the results achieved by these schemes were
compared to each other. The modeled 3D parallel channel geom-
etry based on that of a real cell was modified according to
modeling data and the improved parallel channel system had
nearly uniform flow distribution. The modeled flow profiles were
also experimentally verified. The experiments were carried out
by recording the progress of a dye pulse in the parallel channels.
The distribution of the measured channel velocities was in good
correlation with flow distribution predicted by the modeling.

It was discovered that neglecting the density and viscosity
variation caused by the cell reactions caused in the case of the 2D
geometry at maximum 8% differences in the individual channel
velocities. In the case of the close to uniform flow profile of the
3D model this was reduced to 2%. The significance of this error
varied between the used geometries, which suggests that in some
cases the density and viscosity variation can be neglected, but
that this does not hold generally.

However, the results imply that in many cases the effect of
excluding the cell reactions on the flow profile is negligible and
thus the optimization of the flow field channel system can be
done separately from general cell optimization. Uncoupling the
flow field channel optimization from the larger cell optimization
problem should strongly reduce the required computing capac-
ity. However, the real non-isothermal temperature profile of the
cell depends on the cooling system and is likely to have some
effect on the flow distribution, offering a subject for further stud-
ies.

Based on these conclusions, the 3D parallel channel sys-
tem was optimized so that a close to uniform flow profile was
achieved. Thus, it has been demonstrated in this work that one of
the major problems in using the parallel channel system can be
overcome with careful design of the flow field plate. This makes
the parallel channel flow field a promising alternative due to its
typically small pressure losses. The modeling results were ver-
ified with experiments and the experimental results were found
to be in agreement with the modeling data.

Table A.1
The properties of dry standard air used in the modeling

Component Molar mass
(g mol−1)

Molar
fraction in
standard
air (%)

η at 343 K
(Pas)

ρ at 343 K
(kg m−3)

Nitrogen 28 78 1.97 � 10−5 0.995
Oxygen 32 21 2.29 � 10−5 1.137
Argon 40 1 2.60 � 10−5 1.421
Water 18 0 1.15 � 10−5 0.64
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The properties of dry standard air is shown in Table A.1.
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Abstract

The effect of inhomogeneous compression of GDL on the mass and charge transfer in PEMFC is studied. The model utilizes experimentally
evaluated GDL parameters as a function of thickness. The modeling results are compared with a conventional model that excludes the effects. As
a result, it is shown that the inhomogeneous compression has a significant effect on the current density distribution because of the varying contact
resistance between GDL and electrode. This also implies that there are possible hot spots occurring inside the electrode, and thus inhomogeneous
compression can have significant effects on the lifetime and local performance of the cell. According to the achieved results, the inhomogeneous
compression of GDL cannot be neglected.
© 2006 Elsevier B.V. All rights reserved.

Keywords: PEMFC; Modeling; Gas diffusion layer; Inhomogeneous compression; Contact resistance; Current density distribution

1. Introduction

Fuel cells are electrochemical devices that convert the chem-
ical energy of reactants directly into electricity and heat. Due
to their advantageous properties, such as potential for high
energy density and low environmental emissions, fuel cells
are believed to gain significant market in the near future. The
main applications for fuel cells are automotive, stationary, and
portable power production. The large-scale market penetration
of fuel cells still requires cost and performance improvements.
In order to achieve these improvements, it is essential to have a
deep insight into the processes occurring inside the cell and its
components.

One of the key components affecting the performance of a
polymer electrolyte membrane fuel cell (PEMFC) is the gas dif-
fusion layer (GDL). GDLs have to provide several functions for
the fuel cell operation: a passage for reactant access and excess
product water removal to and from the electrodes, electronic

∗ Corresponding author. Current address: Wärtsilä Corporation, Fuel Cells,
Tekniikantie 14, 02150 Espoo, Finland. Tel.: +358 44 5838253;
fax: +359 10 7099616.

E-mail address: tero.hottinen@wartsila.com (T. Hottinen).

conductivity, heat removal, and adequate mechanical support
for the membrane electrode assembly (MEA). GDLs are typi-
cally made of highly porous carbon-fiber based paper or cloth in
order to fulfill these requirements. High porosity gives a char-
acteristic soft and brittle structure for the GDLs, which causes
a deformation in its shape when the fuel cell is assembled and
components compressed together.

The physical properties of GDL are changed under compres-
sion, and thus also its mass, heat, and charge transfer properties
are changed. Any change in physical properties of GDL in
order to improve the charge transport may cause an adverse
effect on the mass transport and vice versa. It has been exper-
imentally shown that changes in the properties can have a
significant effect on the fuel cell performance, see e.g. [1,2].
It is particularly worth noting that the deformation of GDL is
not homogeneous. The parts of the GDL situated under the
current collecting rib of the flow-field plate are significantly
more compressed than the parts under the channel. This inho-
mogeneous compression may cause significant changes in the
local physical properties of GDL, and thus also in the local
cell performance by changing the local reactant and current
profiles.

Even though it has been known for some time that the inho-
mogeneous compression of GDL may have a significant effect

0378-7753/$ – see front matter © 2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.jpowsour.2006.10.076
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Nomenclature

c concentration (mol m−3)
d channel and rib width (m)
D diffusion coefficient (m2 s−1)
�e unit vector
E0 reversible cell potential (V)
F Faraday constant (A s mol−1)
h thickness (m)
i current density (A m−2)
j current production rate (A m−3)
j0 exchange current density (A m−3)
k permeability (m2)
M molar mass (kg mol−1)
�N molar flux (mol m−2 s−1)
p pressure (Pa)
r resistance (� m2)
R gas constant (J mol−1 K−1)
s liquid water saturation
T temperature (K)
�v velocity (m s−1)
X molar fraction
z number of transferred electrons

Greek letters
αr reaction symmetry factor
ε porosity
η overpotential (V)
μ viscosity (kg m−1 s−1)
ρ density (kg m−3)
σ conductivity (�−1 m−1)
φ electronic potential (V)
φm protonic potential (V)

Subscripts
a anode
ave average
c cathode
comp compressed
cont,e contact between GDL and electrode
cont,gr contact between GDL and graphite
e electrode
eff effective
GDL gas diffusion layer
H2O water
min minimum
N2 nitrogen
O2 oxygen
ref reference
sat saturation
x x-direction, in-plane
y y-direction, through-plane

on the cell performance, most of the PEMFC modeling stud-
ies have neglected this effect. Zhou et al. [3] investigated the
effect that the shape of the current collecting rib has on the
changes in porosity of GDL and contact resistance between rib
and GDL. Sun et al. [4] studied the effect that the inhomoge-
neous compression of GDL, affecting the local porosity and
conductivity, has on the fuel cell performance and local current
density distribution. Even though they assumed a fairly small
value for the compression (15%) and neglected the permeability
and contact resistance effects, they concluded that the inhomoge-
neous compression affected the local current density distribution
notably. Sui and Djilali [5] varied only the values of through-
plane conductivity and diffusivity of GDL, and observed
that the changes in local values affect the current density
profile.

This second part of this contribution focuses on modeling
the effect that inhomogeneous compression of GDL has on local
species and current distributions. The model utilizes experimen-
tally evaluated parameter values as a function of GDL thickness.
These values are taken from the first part of this study, which
focused on the ex-situ experimental evaluation of the GDL
parameters [6]. The modeling results are compared with a con-
ventional model that excludes the effects of inhomogeneous
compression, and assumes the GDL parameters constant. The
comparison gives insight into how the inhomogeneous compres-
sion of GDL affects the local cell performance.

2. Model

Two different cases are modeled: one with homogeneous
properties of GDL (referred to as ‘base case’) and one where
the inhomogeneous compression of GDL is taken into account.
The used geometry is a 2D cross-section of the cell, and the mod-
eled geometries are illustrated in Fig. 1. The model consists of
the anode and cathode GDLs and electrodes, and the membrane.
The ribs and channels of the flow-field plates are accounted for
as boundary conditions. Only half-widths of the rib and chan-
nel structure and components below them are modeled, and the
left and right geometry edges of Fig. 1 (boundaries III–VII)
are modeled with symmetry boundary conditions, i.e. it is
assumed that the cell geometry continues symmetrically to both
directions.

The model takes into account the charge and multicomponent
mass transfer in the cathode GDL and electrode, and charge
transfer in the membrane and anode GDL and electrode. The
main assumptions of the model are that water may exist in
two phases but the transfer of liquid phase is similar to gas
phase, i.e. equations for capillary movement are not included.
In addition, the anode activation and mass transfer limitations
are assumed to be negligible, and the cell is treated as isother-
mal. Even though the effects of inhomogeneous compression are
taken into account also at the anode, the intrusion of the GDL
into the channel is not included in the modeled geometry. This is
made for simplicity, because the inclusion of it has an insignif-
icantly small effect on the current profile of the anode GDL
only. The details of the model are described in the following
subchapters.
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Fig. 1. Modeling domains: (a) geometry with homogeneous compression of GDL (base case); (b) geometry with inhomogeneous compression of GDL taken into
account. Roman numerals refer to the boundaries of the modeled geometries. The domains representing different cell components are not in scale in the figure.

2.1. Equations

2.1.1. Cathode GDL
The governing equations at the cathode GDL are the conser-

vation of mass, momentum, species, and charge listed in Eqs.
(1)–(4), respectively:

∇ · (ρ�v) = 0 (1)

∇p = −μ

k
�v (2)

∇ · �Ni = 0 (3)

∇ ·
(

−σGDL,x

∂φGDL,c

∂x
�ex − σGDL,y

∂φGDL,c

∂y
�ey

)
= 0 (4)

where different in-plane and through-plane conductivities of
GDL are presented with subscripts x and y, respectively.

The multicomponent mass transfer of different species (oxy-
gen, water, and nitrogen) takes into account the convective and
diffusive mass fluxes. The species flux equation is
[ �NO2

�NH2O

]
= c�v

[
XO2

XH2O

]
− cD̄eff

[
∇XO2

∇XH2O

]
(5)

Concentration and density of the gas mixture are calculated
from the ideal gas law:

c = p

RT
(6)

and

ρ = pM

RT
(7)

where M is the molar mass of the gas mixture defined as

M =
∑

i

XiMi (8)

D̄eff in Eq. (5) is the effective multicomponent diffusion coef-
ficient tensor corrected by the Bruggeman correlation to take the
effect of porosity and tortuosity into account:

D̄eff = (ε(1 − s))1.5D̄ (9)

The effect of porosity reduction due to liquid water satu-
ration, s, is also accounted for. The saturation s is defined as
the fraction of pores occupied by liquid water, i.e. the molar
fraction of water exceeding the corresponding saturation molar
fraction:

Xsat = psat

p
(10)

The saturation pressure of water can be calculated as [7]:

log10(psat (bar)) = 28.59051 − 8.2 log(T + 0.01)

+ 0.0024804(T + 0.01) − 3142.31

T + 0.01
(11)

which gives the saturation pressure in bar. The components
of multicomponent diffusion coefficient tensor D̄ are calcu-
lated from binary Maxwell–Stefan diffusion coefficients as
[8]:

D11 = DO2,N2

XO2DH2O,N2 + (1 − XO2 )DO2,H2O

S
,

D12 = XO2DH2O,N2

DO2,N2 − DO2,H2O

S
,

D11 = XH2ODO2,N2

DH2O,N2 − DO2,H2O

S
,

D22 = DH2O,N2

XH2ODO2,N2 + (1 − XH2O)DO2,H2O

S
,

S = XO2DH2O,N2 + XH2ODO2,N2 + XN2DO2,H2O (12)
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In addition, the pressure and temperature corrections for
binary diffusion coefficients are used [9]:

Di,j = p0

p

(
T

T0

)1.5

D0
i,j (13)

The molar fraction of nitrogen is calculated knowing that the
molar fractions sum up to unity:

XN2 = 1 − XH2O − XO2 (14)

2.1.2. Cathode electrode
The governing equations for the cathode electrode are the

same as for cathode GDL with the exception that the conserva-
tion equations of mass, species and charge have source terms.
The mass and species equations have source terms because of the
oxygen consumed and water produced in the fuel cell reactions,
and charge equation because the protonic current is changed
into electronic current. Thus, these conservation equations are
rewritten as in Eqs. (15)–(19):

∇ · (ρ�v) = −jcMO2

4F
+ jcMH2O

2F
(15)

∇ · �NO2 = − jc

4F
(16)

∇ · �NH2O = jc

2F
(17)

∇ · (−σe∇φe,c) = jc (18)

∇ · (−σm∇φm) = −jc (19)

The current production due to electrochemical reactions at
the cathode is calculated from the Butler–Volmer equation:

jc = j0,c
cO2

cref
O2

exp

(−αrF

RT
η

)
(20)

The reference oxygen concentration is taken to be the case
where only pure oxygen is present at the electrode, and thus
the concentration term in the Butler–Volmer equation can be
approximated as the molar fraction of oxygen, i.e.:

cO2

cref
O2

= XO2 (21)

The cathode overpotential in Eq. (19) is defined as

η = φe,c − φm − E0 (22)

2.1.3. Cathode boundary conditions
The electronic potential of the cathode decreases at the inter-

face between gas diffusion layer and electrode due to contact
resistance. The potentials of electrode and gas diffusion layer
are related to each other through the current density passing the
interface by Ohm’s law giving a condition for both electrode and
gas diffusion layer potentials at boundary X:

i = −σGDL,y

∂φGDL,c

∂y
= −σe

∂φe,c

∂y
= φe,c − φGDL,c

rcont,e
(23)

The potential loss in the current collector is assumed to be
negligible, and thus the only loss between the gas diffusion layer
and current collector is due to contact resistance. Similarly as
in Eq. (23) the contact resistance between the current collecting
rib and GDL at boundary I yields:

i = −σGDL,y

∂φGDL,c

∂y
= φGDL,c − φ0,c

rcont,gr
(24)

No electronic current passes through the interfaces between
the GDL and the channel (boundary II), and electrode and mem-
brane (boundary XI), and thus

∂φGDL,c

∂y
= ∂φe,c

∂y
= 0 (25)

The protonic potential is set continuous over boundary XI
because it is assumed that there is no contact resistance for pro-
tonic current between membrane and electrode. Gas diffusion
layer does not conduct protons, and thus no protonic current
passes through boundary X yielding:

∂φm

∂y
= 0 (26)

It is assumed that the gas mixture is at ambient pressure in the
channel and that the gas mixture is always ideally mixed, leading
into fixed boundary conditions for pressure and species molar
fractions at boundary II. Typically in 2D models, a standard value
of 0.21 is used for molar fraction of oxygen. However, such a
condition exists only at the very beginning of the inlet channel
where no oxygen has been consumed, or when an infinite air
stoichiometry is used. For this reason, it is assumed here that
the molar fraction of oxygen corresponds to the average value
in the middle of the channel when dry air with a stoichiometry
of 2 is fed into the cell. This leads into fixed values of approx-
imately 0.153 and 0.077 for oxygen and water molar fractions,
respectively. The fixed molar fraction of nitrogen at boundary II
is calculated from Eq. (14).

There is no mass transfer at the interfaces between the gas
diffusion layer and current collecting rib (boundary I), and elec-
trode and membrane (boundary XI), and thus

�v · �ey = 0 (27)

�Ni · �ey = 0 (28)

Because the anode side mass transfer was neglected, it is
assumed for simplicity that also the water does not penetrate the
membrane.

Finally, symmetry boundary conditions are applied on the
boundaries III and IV, i.e.:

�v · �ex = 0 (29)

�Ni · �ex = 0 (30)

∂φGDL,c

∂x
= ∂φe,c

∂x
= ∂φm

∂x
= 0 (31)

2.1.4. Membrane and anode
It was assumed that there is no mass transfer of water in the

membrane. Thus, the only governing equation at the membrane
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is the conservation of charge:

∇2φm = 0 (32)

Due to significantly faster electrode kinetics and smaller mass
transfer limitations compared to the cathode, the conservation
equations of mass, momentum, and species are not solved at
the anode. Thus also at the anode gas diffusion layer the only
equation to be solved is the conservation of charge:

∇ ·
(

−σGDL,x

∂φGDL,a

∂x
�ex − σGDL,y

∂φGDL,a

∂y
�ey

)
= 0 (33)

At the anode electrode the electronic current is consumed and
protonic current produced yielding:

∇ · (−σe∇φe,a) = −ja (34)

∇ · (−σm∇φm) = ja (35)

where the current production at the anode is calculated from the
Tafel equation:

ja = j0,azF

RT
(φe,a − φm) (36)

2.1.5. Membrane and anode boundary conditions
It is assumed that there is no contact resistance for protonic

current at the interfaces between membrane and electrode, and
thus the protonic potential is continuous over boundary XII.
Boundary conditions for electronic current at the anode elec-
trode and GDL are similar to those at the cathode. The contact
resistances at the interfaces between electrode and GDL, and
current collecting rib and GDL yield conditions for boundaries
XIII and VIII:

i = −σGDL,y

∂φGDL,a

∂y
= −σe

∂φe,a

∂y
= φGDL,a − φe,a

rcont,e
(37)

i = −σGDL,y

∂φGDL,a

∂y
= φ0,a − φGDL,a

rcont,gr
(38)

Because the mass transfer at the anode was neglected, the
interface between the GDL and gas channel (boundary IX) has
only a no current condition:

∂φGDL,a

∂y
= 0 (39)

Finally, the symmetry boundary conditions apply again at
boundaries V–VII:

∂φm

∂x
= ∂φe,a

∂x
= ∂φGDL,a

∂x
= 0 (40)

2.1.6. Effect of inhomogeneous compression
Due to the inhomogeneous compression of the gas diffusion

layer its properties are changed. The affected GDL properties
are porosity, permeability, in- and through-plane bulk conduc-
tivities, and contact resistance between gas diffusion layer and
electrode interface. These changes are taken into account in
the modeled cathode domain B of Fig. 1b. Cathode domain
A remains unchanged compared to the base case of Fig. 1a.
Because mass transfer is considered negligible at the anode, the

effect of the porosity and permeability changes can be neglected
there. The only differences at the anode compared to the base
case are the varying bulk conductivities of GDL and contact
resistance at GDL/electrode interface due to inhomogeneous
compression.

The results of the measurements in the experimental part [6]
imply that the gas diffusion layer is very little compressed in the
middle of the channel, and that the total change from the original
uncompressed volume remains small. Thus, the thickness of the
gas diffusion layer in the cathode domain B is modeled with a
logarithmic curve having a maximum that corresponds to 10 �m
compression from the original thickness h0. The curve was fitted
so that it coincides with the constant compressed thickness hcomp
at the point where the gas channel ends and current collecting
rib begins, and equals the maximum thickness in the middle of
the channel, i.e. at the right boundary III. The resulting function
for gas diffusion layer thickness implemented into the model
geometry coordinates is

h(x) [m]

=
{

hcomp, x ∈ A

19.30314 log((x − 0.0005) × 106 + 1) × 10−6 + hcomp, x ∈ B
(41)

It is assumed that the change in thickness under compression
is due to change in volume of pores, not in volume of bulk
material. Thus, the porosity of the GDL can be calculated from
the thickness as

ε(x) = ε0
h(x) − hmin

h0 − hmin
(42)

where hmin equals the minimum thickness when there is only
bulk material left, i.e.:

hmin = (1 − ε0)h0 (43)

A third degree polynomial fit was made with the least square
sum method to the permeability data from the measurements
[6], and the yielding function (fitting accuracy of R2 = 0.994)
for GDL is

k(x) [m2] = −1.700 × 10−11 + 2.760 × 10−7h(x)

− 1.484 × 10−3h(x)2 + 2.754h(x)3 (44)

The GDL in- and through-plane bulk conductivities were
modeled as linear fits from the experimental data (fitting accu-
racies of R2 = 1.000 and 0.975, respectively), and they were

σGDL,x(x) [�−1 m−1] = 6896 − 1.159 × 107h(x) (45)

σGDL,y(x) [�−1 m−1] = 3285 − 8.385 × 106h(x) (46)

An exponential fit for the experimental data (R2 = 0.983) of
the contact resistance between GDL and current collecting rib
gave

rcont,gr(x) [� m2] = 5.83 × 10−10 exp(2.06 × 104h(x)) (47)

Because the experimental data of the contact resistance at
GDL/electrode interface was unreliable, it was determined from
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Table 1
Dimensions of the modeled geometries

Parameter Symbol Value

Channel and rib width d 1 mm
Uncompressed GDL thickness h0 380 �m
Compressed GDL thickness hcomp 250 �m
Electrode thickness 10 �m
Membrane thickness 25 �m

the contact resistance of GDL/rib interface. A correction factor
for the Nafion content of the electrode, typically approximately
30 vol.%, was used because Nafion does not conduct electrons.
Thus, the used function for contact resistance was

rcont,e(x) [� m2] = 1

1 − 0.3
rcont,gr(x) = 1.429rcont,gr(x) (48)

The above-listed parameter values for domain A and for the
base case were calculated from the fitted equations in order to
have continuous and similar parameter values between different
domains and models.

2.2. Parameters and model solving

The dimensions of the modeled geometries are given in
Table 1. The constants and parameters used in the model are
listed in Table 2. Standard textbook values for constants and
typical values found in the PEMFC modeling articles for fuel
cell parameters are used when a reference is not given.

The modeling was done using a commercial finite element
method program COMSOL Multiphysics version 3.2b (formerly
known as FEMLAB) with a parametric nonlinear direct (UMF-
PACK) solver. When solving the model, the cell voltage was used
as a fixed parameter by setting the potential of anode current col-
lector to zero and the potential of cathode current collector to cell

Table 2
Constants and parameter values

Parameter Symbol Value

Ambient pressure p0 101,325 Pa
Binary diffusion coefficient O2,H2O D0

O2,H2O 3.98 × 10−5 m2 s−1

Binary diffusion coefficient O2,N2 D0
O2,N2

2.95 × 10−5 m2 s−1

Binary diffusion coefficient H2O,N2 D0
H2O,N2

4.16 × 10−5 m2 s−1

Conductivity of electrode σe 300 �−1 m−1 [6]
Exchange current density, cathode j0,c 20 × 103 A m−3

Exchange current density, anode j0,a 1.7 × 109 A m−3

Faraday constant F 96,487 A s mol−1

Gas constant R 8.314 J mol−1 K−1

Molar mass of oxygen MO2 0.032 kg mol−1

Molar mass of water MH2O 0.018 kg mol−1

Molar mass of nitrogen MN2 0.028 kg mol−1

Permeability of electrode ke 1.26 × 10−13 m2 [10]
Porosity of uncompressed GDL ε0 0.84 [11]
Porosity of electrode εe 0.4
Protonic conductivity σm 5 �−1 m−1

Reaction symmetry factor αr 0.5
Reversible cell potential E0 1.23 V
Temperature T 323.15 K
Viscosity of air μ 1.9 × 10−5 kg m−1 s−1

voltage. The used mesh consisted of 24,089 elements for base
case and 24,420 elements for the case where inhomogeneous
compression was taken into account. The respective degrees of
freedom were 36,383 and 46,443.

3. Results

The polarization curves of the both simulated geometries are
illustrated in Fig. 2. These were achieved by changing the cell
voltage in steps of 0.1 V and calculating the average current
density at each voltage over boundary X as

iave = 1

d

∫ d

0

1

rcont,e
(φe,c − φGDL,c) dx (49)

There are no significant differences between the modeled
cases at practical cell voltages implying that the overall cell

Fig. 2. Polarization curves.

Fig. 3. Oxygen molar fraction at 0.4 V for the base case.



2/7

T. Hottinen et al. / Journal of Power Sources 171 (2007) 113–121 119

Fig. 4. Oxygen molar fraction at 0.4 V when the inhomogeneous compression
is taken into account.

Fig. 5. Current density distribution and oxygen molar fraction at the
GDL/electrode interface at 0.4 V for the base case.

Fig. 6. Current density distribution and oxygen molar fraction at the
GDL/electrode interface at 0.4 V when the inhomogeneous compression is taken
into account.

Fig. 7. Current production profiles at the electrode at 0.4 V for the base case.
The profiles are current production rates in y-direction drawn at every 0.1 mm
in x-direction. The arrow in the figure shows the direction of increasing x-axis.

Fig. 8. Current production profiles at the electrode at 0.4 V when the inhomo-
geneous compression is taken into account. The profiles are current production
rates in y-direction drawn at every 0.1 mm in x-direction. The arrows and labels
in the figure show the direction of increasing x-axis and corresponding values
in millimeters.

Fig. 9. Current density profile in the cathode electrode at 0.4 V when the inho-
mogeneous compression is taken into account.
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Fig. 10. Current density distributions at the GDL/electrode interface at 0.4 V with varying contact resistance values between GDL and electrode when the
inhomogeneous compression is taken into account: (a) rcont,e = 0.01rcont,gr, 0.1rcont,gr, and 0.5rcont,gr; (b) rcont,e = rcont,gr, 1/(1 − 0.3)rcont,gr, and 3rcont,gr.

performance is not significantly affected by the inhomogeneous
compression of GDL.

The differences in oxygen molar fractions between the mod-
eled cases were also quite small. As an example, the contour
plots of oxygen molar fraction at cell voltage of 0.4 V are illus-
trated in Figs. 3 and 4. When the inhomogeneous compression is
taken into account, the equimolar lines are slightly more vertical
and shifted towards the parts below the current collecting rib. For
example, there is only a 5% difference in oxygen molar fraction
at the GDL/electrode interface below the middle of the channel
at 0.4 V. There is also no significant difference when the liq-
uid water saturation begins (at the electrode/membrane interface
below the middle of the rib) between the modeled cases, being
519 mV for the base case and 513 mV when the inhomogeneous
compression is taken into account.

The small differences in mass transfer are due to relatively
high open porosity and permeability of the used GDL. With
another GDL material that has a microporous layer and denser
structure, the differences in mass transfer are most probably
more pronounced. In addition, the capillary movement of liq-
uid water was neglected, and thus the mass transfer at low cell
voltages is somewhat distorted.

Even though there were no significant differences in the over-
all cell performance and molar fractions between the different
modeled cases, the current density distribution is significantly
affected by the inhomogeneous compression. The current den-
sity profiles at GDL/electrode surface at 0.4 V are illustrated
in Figs. 5 and 6. Also the oxygen molar fractions at the same
interface are illustrated in the figures.

The shape of the current density distribution follows quite
much the oxygen molar fraction profile in the base case, which is
a very typical modeling result. When the inhomogeneous com-
pression of GDL is taken into account, there is a significant
increase in the current density below the position where the
channel begins. This increase is not due to numerical inaccura-
cies of the solution, because the shape of the peak was unaffected
by the density of the mesh.

The current production profiles, illustrated in Figs. 7 and 8,
show that there are significant differences in the reaction rates
between the modeled cases. The reaction rate is decreased below
the channel when the inhomogeneous compression is taken into
account because of higher resistive losses. However, the differ-

ences in reaction rates are quite moderate compared to current
density distribution in order to explain the observed peak in
Fig. 6.

The reason for the peak is illustrated in Fig. 9, where the
current density profile in the cathode electrode is plotted. A sig-
nificant portion of the current produced in the parts below the
channel flows in-plane in the electrode and enters the GDL from
the part where the contact resistance is decreased. This phe-
nomenon obeys the second Kirschoff law: the amount of current
going through a certain route is inversely proportional to the total
resistance of that route. Even though the contact resistance value
between GDL and electrode was estimated from the contact
resistance between GDL and graphite, the effect exists even if the
value was highly overestimated. This is due to the fact that when
the total resistive losses under the channel are increased, a bigger
portion of the produced current flows laterally in the electrode
towards the smaller resistance. This phenomenon is illustrated
in Fig. 10, where the current density distribution is calculated
with several different contact resistance values ranging from
0.01rcont,gr to 3rcont,gr. The current density distribution is some-
what smoothened when the contact resistance is decreased, but
even at two orders of magnitude smaller value, the distribution is
still highly peaked. The average current density values between
different cases vary from 966 to 1113 mA cm−2 between the
highest and lowest contact resistance values, respectively.

4. Summary and discussion

This paper focused on modeling the effects that the inho-
mogeneous compression of gas diffusion layer has on the
performance of a PEMFC. Model took into account the multi-
component mass transfer in the cathode components and charge
transfer in all of the cell components. Model was isothermal
and the capillary movement of liquid water was not taken into
account. The experimental parameters evaluated in Ref. [6] were
used in the model, and the results were compared with a con-
ventional model that excludes the effects of inhomogeneous
compression.

There were no significant differences in the overall cell per-
formance between the modeled cases. In addition, the mass
transfer was not significantly affected by the inhomogeneous
compression, which was due to the used highly porous and per-
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meable GDL. This may not be the case when a denser GDL
material with a microporous layer is used, because then the
differences in mass transfer are pronounced. In addition, the
capillary movement of liquid water was neglected and thus the
mass transfer at low cell voltages was somewhat distorted.

The effect of inhomogeneous compression on the reaction
rate was evident. The reaction rate was decreased under the
channel because of higher total losses caused by increased
bulk and contact resistances. Besides affecting the reaction rate,
the effect of inhomogeneous compression on current distribu-
tion was tremendous. The current density distribution on the
GDL/electrode interface was peaked at the parts below the edge
of the channel. This was due to redistribution of the current
profile in the electrode. A significant portion of the current
flowed in in-plane direction in the electrode, and entered the
GDL below the rib where there was significantly lower contact
resistance. This phenomenon was investigated with several dif-
ferent contact resistance values between GDL and electrode, and
even with very small values the current density distribution was
significantly peaked.

In the model it was assumed that there is a sharp edge in the
shape of the GDL at the rib/channel interface. Even though the
measurement results in Ref. [6] implied that the GDB is virtually
not compressed below the channel, the edge is not necessarily
that sharp in reality. This is especially the case when molded
composite flow-field plates with slightly rounded corners are
used. However, this causes that the changes in GDL properties
under the channel are not that drastic only under the rounding and
thus has only a small effect on the current density distribution
by slightly widening the peak to the right and rounding the tip
of the peak.

The observed current density peak can have tremendous
effects not only on current density distribution, but also to tem-
perature distribution inside the cell. According to the analogy
between charge and heat transfer, it can be assumed that also a
significant portion of the heat produced in the electrode below
the channel flows in in-plane direction. This means that there has
to be a lateral temperature gradient within the electrode causing
a possible hot spot below the channel. In addition, the Ohmic
heating at the place where most of the current enters the GDL
causes another possible hot spot below the place where the rib

begins. This uneven temperature distribution can have signifi-
cant effects on cell lifetime and the local cell performance. In
the optimization of the PEMFC design the effect of these possi-
ble hot spots should be minimized by minimizing the parts that
have low compression pressure, but in a way that efficient mass
transfer is simultaneously ensured.

It was shown in this paper that the inhomogeneous compres-
sion of GDL cannot be neglected. In addition, in order to reveal
the possible hot spots caused by the lateral current and heat flow
in the electrode, also the electrodes have to modeled as a separate
domains, i.e. modeling the electrodes as boundary conditions as
sometimes is done is not a valid approach. In order to achieve
reliable estimates for the temperature distribution, the energy
equations have to be included in the model. Before this can be
accomplished, accurate evaluation of the GDL bulk and contact
heat transfer parameters as a function of thickness is required.
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1 Introduction
The polymer electrolyte membrane (PEM) fuel cell has

been receiving substantial attention as a potential power
source for a wide range of applications because of its
lower operation temperature compared to other types of
fuel cell, flexibility in size, quick start, environment-friendly
characteristics and high energy density. However, further
improvements of its performance, lifetime and cost-effective-
ness are still needed to achieve a large-scale commercialisa-
tion; and a deeper understanding of local phenomena taking
place in the fuel cell is of vital importance for future develop-
ment.

A mathematical model is a powerful tool for studying the
various phenomena occurring in a fuel cell from local to sys-
tem level. An excellent review of fuel cell models is given by
Yao et al. [1]. The accuracy of the modelled results depends

highly on the modelling parameters and assumptions used.
Therefore, the experimental evaluation of the physical param-
eters used in the models is essential. The properties of gas dif-
fusion layers (GDLs) play an important role in fuel cell opera-
tion [2] and many experimental studies can be found on
subjects such as gas permeability [3–8], electrical properties
[9–14], thermal properties [15–17], water transport properties
[18–28] and the effect of compression [17, 29–32]. In accor-
dance with the experimental studies, significant modelling
efforts have been devoted to explore the impact of these
parameters on the transport mechanisms and fuel cell perfor-
mance. Examples of the systematic parametric study are
found on the electric anisotropy of GDL [33–35], thickness

–
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Abstract
The effects of inhomogeneous compression of gas diffusion
layers (GDLs) on local transport phenomena within a poly-
mer electrolyte membrane (PEM) fuel cell were studied the-
oretically. The inhomogeneous compression induced by the
rib/channel structure of the flow field plate causes partial
deformation of the GDLs and significantly affects compo-
nent parameters. The results suggest that inhomogeneous
compression does not significantly affect the polarisation
behaviour or gas–phase mass transport. However, the effect
of inhomogeneous compression on the current density dis-
tribution is evident. Local current density under the channel
was substantially smaller than that under the rib when inho-
mogeneous compression was taken into account, while the
current density distribution was fairly uniform for the
model which excluded the effect of inhomogeneous com-

pression. This is caused by the changes in the selective
current path, which is determined by the combination of
conductivities of components and contact resistance
between them. Despite the highly uneven current distribu-
tion and variation in material parametres as a function of
GDL thickness, the temperature profile was relatively even
over the active area for both the modelled cases, contrary to
predictions in previous studies. However, an abnormally
high current density significantly accelerates deterioration
of the membrane and is critical in terms of cell durability.
Therefore, fuel cells should be carefully designed to mini-
mise the harmful effects of inhomogeneous compression.

Keywords: Gas Diffusion Layer, Inhomogeneous Compres-
sion, Mathematical Model, PEM Fuel Cell
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and porosity of the GDL [36–39], pore size distribution [40–
42], gas permeability [33, 43, 44], water transport parameters
[45–49], and effects of compression [50–53].

One of the most common shortcomings in previous model-
ling studies is that the effect of inhomogeneous compression
on the GDL induced by the rib/channel structure of the flow
field plate was not properly considered. A typical carbon
paper or cloth GDL is soft and flexible and, therefore, when
the GDL is compressed between two flow field plates it is
deformed and intrudes into the channel as shown in Figure 1.
Variations in GDL thickness and porosity due to compression
affect the local transport phenomena since gas permeability,
electric conductivity and electric and thermal contact resis-
tances at the interfaces with neighbouring components all
depend on compression.

To the authors’ knowledge, only a few
studies which consider this inhomoge-
neous compression can be found in the
literature, see ref. [53–56]. Although their
findings are enlightening, many of the
adopted modelling parameters are sub-
ject to a large uncertainty, or some of the
relevant issues are ignored. For example,
Sun et al. [56] took into account the inho-
mogeneous compression of GDL, but the
contact resistance between GDL and CL
and its variation across the active area
are not properly considered. Therefore,
the authors have experimentally evalu-
ated the physical properties of GDL as a
function of compressed GDL thickness
[57, 58, 72] as well as conducted a model-
ling study using the experimental data
[59]. In this paper, the earlier model is
improved by applying a more realistic
geometry of GDL deformation and
including thin contact resistance layers

with newly evaluated physical parameters as well as correct-
ing some inaccuracies in porosity expression of compressed
GDL and assuming an electric contact resistance between
GDL and the catalyst layer (CL). However, due to a lack of
information, particularly for those which describe liquid
water behaviour, the model excludes two-phase phenomena
and the study on the subject is left for future work.

2 Model Description
2.1 Model Assumptions

Making a theoretically rigorous fuel cell model which
reflects micro- and macro-scale transport processes is ex-
tremely challenging because of the lack of experimentally
evaluated physical parameters. Therefore, the following
assumptions were employed in the model:
1. Steady state conditions;
2. All gases obey the ideal gas law and are ideally mixed;
3. Water exists only in gaseous form;
4. Anode reaction rate is high enough so that the anode

activation loss can be neglected, and anode mass transfer
is fast enough to keep the H2 oxidation going at a high
rate;

5. CLs and membrane are isotropic and homogeneous;
6. The membrane is fully hydrated;
7. Physical properties of GDL under the rib are constant.

Because of assumption (3), the model presented here is
valid only when the partial pressure of water is below the
saturation pressure. Assumption (4) implies that the limita-
tions at the cathode become the determining factor in terms
of the fuel cell operation and the conservation equations for

GDL compressed under rib

GDL intruded into channel

300µm

Fig. 1 Cross-sectional view of the GDL (SGL 10 BA, SIGRACET®) taken by
optical microscope (PMG3, Olympus).

(a) (b)

channel channel

TH1

GDL

GDL

Membrane

TH2

CL
TH2

rib

TH1

rib

channelrib channelrib

y

x

y

GDL

GDL

Membrane

TH1

TH1

TH2

CL
TH2

0
x

w
1

1

w

y

x

y

0
x

w
1

1

w

Fig.2 Modelled domain (a) base case and (b) inhomogeneous compression.
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mass, momentum and species at anode GDL and CL are not
solved. Assumption (7) was made since all the experimental
works to evaluate the physical properties of GDL were con-
ducted by changing the thickness of the compressed GDL
under the assumption that the compression pressure applied
to the GDL were uniform [57, 58, 72].

2.2 Modelling Domain

The modelled domain is a two-dimensional partial cross-
section of a unit cell as shown in Figure 2, which consists of a
half of both the graphite rib and the channel in the flow field
plate, two GDLs and CLs, the electrolyte membrane and two
pseudo-thin layers TH1 and TH2 which represent the contact
resistance between the graphite rib and GDL, and GDL and
CL, respectively.

The effects of inhomogeneous compression are studied by
comparing the two models. In the base case [Figure 2(a)] the
GDL is compressed evenly and its physical properties are
assumed constant. The alternative model [Figure 2(b)] con-
siders the inhomogeneous compression of GDL and the GDL
partially intrudes into the flow channel. The shape of the
deformed GDL and the dependence of physical properties on
the local thickness are described in Section 2.4.

2.3 Equations

2.3.1 Governing Equations and Source Terms

The transport phenomena occurring within the cell are
modelled with conservation equations for mass, momentum,

species, charge and energy. All the governing equations are
listed in Table 1. Table 1 also includes the subdomains where
the equations are solved.

The Navier-Stokes equation that describes momentum
conservation was reduced to Darcy’s law since the Reynolds
number is less than one and thus the inertia and viscous
terms can be neglected in the GDL and CL. Reynolds number
can be calculated using the measured pore radius of GDLs, in
ref. [27] and the reported mean gas velocity in them, in ref.
[60]. Darcy’s law was combined with the mass conservation
equation which gives Eq. (1) in Table 1. The species conserva-
tion equation Eq. (2) is the Maxwell-Stefan diffusion equation
and takes into account the convective and diffusive molar
fluxes. Since air is fed to the cathode, the multicomponent
mass transfer involves a ternary gas mixture (oxygen, water
vapour and nitrogen). The charge conservation Eqs. (3 and 4)
describe the electric current in electrically conductive compo-
nents and ionic current in ionically conductive components.
The energy conservation Eq. (5) takes into account both con-
ductive and convective heat fluxes. Note that on the anode
only the charge and energy conservation equations were
solved.

The source terms for the governing equations are listed in
Table 2. Source terms of the mass and species conservation
equation represent the consumption of oxygen and produc-
tion of water in the cathode CL. The number of electrons
involved in the reaction (four for oxygen consumption and
two for water production) appears in these equations. The
source terms in the charge conservation equation describe the
charge transfer current density between the electric and ionic
phases inside the anode and cathode CLs. The transfer cur-

Table 1 Governing equations.

Conservation equation Equation no. Subdomains

Mass ∇ � �qt
ksd

lt
∇p

� �
� Sc (1) Cathode (GDL, TH2, CL)

Species ∇ � Ni � ∇ � ctvXi� � � ∇ � ct
�Deff ∇Xi

� �
� Si (2) Cathode (GDL, TH2, CL)

Charge (electric) ∇ � �rs�sd∇�s
� � � Ss (3) Rib, TH1, GDL, TH2, CL

(Ionic) ∇ � �rm�sd∇�m
� � � Sm (4) CL, membrane

Energy ∇ �
�

i

qiCp�ivT

� �
� ∇ � jsd∇T� � ST� (5) All

Table 2 Source terms in each modelling subdomain.

Region Mass Species Charge Energy

GDL 0 0 0 ST � rGDL ∇�s� �2

CL (Anode) 0 0 Ss�a � �ja
Sm�a � ja

ST � rCL
s ∇�s� �2�rCL

m ∇�m� �2�jaga �
jaTDSa

2F

(Cathode) Sc � � jcMO2

4F
� jcMH2O

2F
SO2

� � jc
4F

SH2O � jc
2F

Ss�c � jc
Sm�c � �jc

ST � rCL
s ∇�s� �2�rCL

m ∇�m� �2�jcgc �
jcTDSc

4F

TH1, TH2 0 0 0 ST � rs�sd ∇�s� �2

Membrane 0 0 0 ST � rm ∇�m� �2
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rent densities are expressed with the Butler-Volmer relation
as follows:

ja � �avjref
a

aa
a � aa

c
� �

F
RT

ga

� �
for anode (6)

jc � avjref�T
c

cO2

cref
O2

� �
exp � ac

cF
RT

gc

� �
for cathode (7)

The anode side has fast reaction kinetics and low overpo-
tential compared to the cathode, and thus the anode transfer
current density can be linearised as in Eq. (6). The reference
concentration cref

O2
is equal to the concentration of oxygen in

air at STP conditions and cO2
is the concentration of oxygen in

the CL. In the model, the ratio of cO2
to cref

O2
in Eq. (7) was re-

placed by the molar fraction of oxygen, XO2
. ga and gc are the

overpotentials at the anode and cathode, respectively:

ga � �m � �s�a (8)

gc � �s�c � �m � E0 (9)

where E0 is the open circuit voltage.
The source terms in the energy conservation equation cor-

respond to Joule heating, irreversible heat of electrochemical
reactions and entropic heat of reactions in CLs but only Joule
heating in other subdomains.

The constitutive relations used for the governing equations
are listed in Table 3. The molar density can be calculated
from the ideal gas law as in Eq. (10). The molar fraction of
nitrogen is calculated from the fact that the sum of molar frac-
tions is equal to unity (Eq. 11). The effective Maxwell-Stefan
diffusion coefficient tensor, �Deff, is related to the non-porous
diffusion coefficient, �D, through the Bruggeman correlation
as in Eq. (12). The elements of �D for a ternary system are cal-

culated from the Maxwell-Stefan binary diffusion coefficients
as in Eq. (13). The temperature and pressure dependence of
the binary diffusion coefficients were taken into account with
Eq. (14). Also, the temperature dependence of exchange cur-
rent density was taken into account with Eq. (15).

2.3.2 Boundary Conditions

Symmetry boundary conditions were applied at x = 0 and
x = x1 in Figure 2, i.e. all the fluxes were set to zero. No elec-
tric current passes through the interface between the GDL/
channel and CL/membrane. It was assumed that there is no
ionic contact resistance at the CL/membrane interface, and
thus the ionic potential and temperature are continuous. On
the other hand, ionic current does not pass through the GDL/
CL interface since the GDL is not ionically conductive. The
concentrations and pressure are continuous through GDL,
TH2 and CL, and no boundary conditions are required at the
interfaces. However, there is no mass flux across the rib/GDL
and CL/membrane interfaces.

At the cathode gas channel/GDL interface, the pressure
was set equal to the ambient pressure. The molar fractions of
the species at the channel/GDL interface were calculated
based on the following assumptions:
1. The modelled cross-section is in the middle of the cell

and the produced current is constant along the channel;
2. The stoichiometry of air is 2;
3. Air temperature is 325 K and the relative humidity of the

air is 40%;
4. There is no water transport through the membrane.

Thus, the molar fractions of oxygen and water vapour
were fixed to 0.143 and 0.149, respectively.

Furthermore, heat transfer from the GDL to air in the chan-
nel is calculated via:

�nQ � jh TGDL � Tair� � (16)

Table 3 Constitutive relations.

Expression Equation no.

Ideal gas law
qt � Mtct �

Mtp
RT

(10)

Molar mass of gas mixture Mt �
�

i

XiMi (11)

Effective diffusion coefficient tensor �Deff � e1�5
sd

�D (12)

Elements of �D �D11 � DO2 �N2

XO2
DH2 O�N2

� �1 � XO2
�DO2 �H2 O

S

�D12 � XO2
DH2O�N2

DO2 �N2
� DO2 �H2O

S

�D21 � XH2ODO2 �N2

DH2 O�N2
� DO2 �H2O

S

�D22 � DH2O�N2

XH2ODO2 �N2
� �1 � XH2O�DO2 �H2O

S

S � XO2
DH2O�N2

� XH2ODO2 �N2
� XN2

DO2 �H2O

(13)

Temperature and pressure dependence of binary diffusion
coefficients

Di�j �
p0

p
T
T0

� �1�5

Di�j�p0�T0� (14)

Temperature dependence of exchange current density jref�T
c � jref�T0

c exp �DEexc

R
1
T
� 1

T0

� �� �
(15)
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where Q denotes the heat flux calculated from Eq. (5), jh the heat
transfer coefficient, TGDL the temperature of GDL and Tair the
temperature of air. The temperature of the graphite ribs at y = 0
and y = y1 was set to 330 K. If gas flow in the flow channel is
described as a fully developed laminar flow in square duct,
and heat is removed from all the walls, the heat transfer coef-
ficient would be between 70 and 90 W m–2 K–1. This gives an
upper limit for jh. Furthermore, a sensitivity analysis of jh

between solid materials (GDL and graphite current collector)
and the gas flow in the channel was conducted, and it was
found that this parameter does not significantly affect the
temperature profile across the active area. Therefore, a value
of 5 W m–2 K–1 was used for jh in the model.

The electric and thermal contact resistances at graphite rib/
GDL and GDL/CL interfaces were converted to corresponding
electric and thermal conductivities of TH1 and TH2. Therefore,
the electric potential and temperature through graphite rib,
GDL and CL are continuous through TH1 and TH2 and no
boundary conditions have to be prescribed.

2.4 Model Input Parameters

Table 4 lists the cell design parameters and material,
kinetic and electrochemical parameters. When the GDL defor-
mation is taken into account (see Figure 2b), the properties of
GDL are varied as a function of the thickness. These changes
are described in the following Sections.

2.4.1 GDL Deformation

The deformation curve of GDL observed in the photomicro-
graphs taken with an optical microscope (Figure 1) was fitted
with a third-order polynomial (fitting accuracy, R2 = 0.947) and
its dimensionless thickness can be expressed as

h�x� �
hc ´ m�1
� �

� x ≤ 500 ´ 10�6 m� �
�1�047x3 ´ 106� ´ m�3� � 2�105x2 ´ 103 ´ m�2

� ��
1�070x ´ m�1

� � � 3�894 ´ 10�4� x � 500 ´ 10�6 m� �

��
�

�17�

Table 4 Cell design parameters and material properties.

Symbol Description Value

Geometrical parameters
w Channel and rib width 500 lm
hc Compressed GDL thickness under rib 150-300 lm
h0 Uncompressed GDL thickness 380 lm

CL thickness 25 lm
Membrane thickness 50 lm
TH1, TH2 thickness 10 lm

Material parameters
DO2 �H2O�p0�T0� Binary diffusion coefficient O2,H2O 3.98 � 10–5 m2 s–1 [59]
DO2 �N2

�p0�T0� Binary diffusion coefficient O2,N2 2.95 � 10–5 m2 s–1 [59]
DH2 O�N2

�p0�T0� Binary diffusion coefficient H2O,N2 4.16 � 10–5 m2 s–1 [59]
rCL

s CL electric conductivity 320 S m–1 [57]
rCL

m CL ionic conductivity 5.09 S m–1

jCL CL thermal conductivity 0.476 W m–1 K–1 [15]
jGDL GDL thermal conductivity 1.18 [72]
rGR Graphite electric conductivity 69,700 S m–1 [63]
jGR Graphite thermal conductivity 128 W m–1 K–1 [63]
rm Membrane ionic conductivity 5.09 S m–1 [64]
jm Membrane thermal conductivity 0.12 W m–1 K–1 [15]
jh Heat transfer coefficient from solid materials to air 5 W m–2 K–1

kCL Permeability of CL 1.26 � 10–13 m2 [62]
eCL Porosity of CL 0.4 [61]
e0 Porosity of uncompressed GDL 0.83 [65]
Kinetic and electrochemical and other parameters
DEexc Activation energy Ecell ≥ 0�8 V� � 76.5 kJ mol–1 [66]

Ecell � 0�8 V� � 27.7 kJ mol–1 [66]
p0 Ambient pressure 101,325 Pa
aa

a � aa
c Anodic and cathodic transfer coefficients in Eq. (6) 1 [34]

ac
c Cathodic transfer coefficient in Eq. (7) 1 [34]

DSa Entropy change of anode 0.104 J mol–1 K–1

DSc Entropy change of cathode –326.36 J mol–1 K–1

avjref
a Exchange current density � ratio of reaction surface to CL

volume, anode
1.7 � 109 A m–3 [59]

avjref�T0
c Exchange current density � ratio of reaction surface to CL

volume, cathode
2 � 104 A m–3 [59]

Cp�O2
Heat capacity of oxygen 923 J kg–1 K–1

Cp�H2O Heat capacity of water 1996 J kg–1 K–1

E0 Open circuit voltage 1.23 V
T0 Reference temperature 273 K
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for the case where the compressed GDL thickness, hc, is
250 �m. The same process was used to obtain expressions for
the thickness of the GDL when the hc was varied from 150 to
300 �m.

2.4.2 Gas Permeability and Porosity

The reduction of the GDL thickness was assumed to be
caused by the reduction of GDL porosity. Therefore, the po-
rosity of the compressed GDL, ec, is calculated from the equa-
tion (see ref. [5])

ec �
h�x� � hs

h�x� � 1 � 1 � e0� � h0

h�x� (18)

where e0 denotes the porosity of uncompressed GDL and h0

the thickness of uncompressed GDL. hs is the thickness of
GDL when all the pores are lost:

hs � �1 � e0�h0 (19)

The reduction of GDL porosity leads to a decrease in gas
permeability. The in-plane gas permeability of the com-
pressed GDL, k(x), was evaluated [57] and the fitted curve
(fitting accuracy, R2 = 0.997) can be expressed as

k�x� � 0�806h�x�3 � 6�464 ´ 10�5h�x�2

�5�305 ´ 10�8h�x� � 7�164 ´ 10�12 m2� �
(20)

The permeability of GDL was assumed to be isotropic, i.e.
the dependence of through-plane gas permeability on com-
pression was expressed by Eq. (20). Furthermore, Eq. (20)
was also used to express the permeability of TH2. The porosi-
ty of CL, eCL, adopted by Bernardi et al. [61] and permeability
of CL, kCL, reported by Himanen et al. [62] were assumed to
be not affected by compression.

2.4.3 Electric Properties

The electric conductivity of GDL as a function of a com-
pressed GDL thickness was evaluated in a previous study
[57]. The conductivity was found to be anisotropic and fitted
with a linear curve (fitting accuracy, R2 = 0.964 for in-plane
and R2 = 0.975 for through-plane):

rGDL�x � �1�159 ´ 107h�x��6�896 ´ 103 S m�1� �
for in-plane conductivity and,

(21)

rGDL�y � �8�385 ´ 106h�x� � 3�285 ´ 103 S m�1� �
for through-plane conductivity.

(22)

The electric contact resistances between the GDL and other
cell components depend strongly on the compression pres-
sure. The electric contact resistance between GDL and graph-
ite current collector, Rc,GDL/GR(hc), was found to decrease

exponentially as GDL was compressed [57]. The Rc,GDL/GR(hc)
was converted into the through-plane electric conductivity of
TH1, r

TH1,y(x). The rTH1,y(x) was calculated as a function of
compressed GDL thickness, and the exponential curve was
fitted into the data (fitting accuracy, R2 = 0.983), yielding

rTH1�y�x� � 1�714 ´ 104exp �2�056 ´ 104hc
� �

S m�1� �
(23)

The electric contact resistance between the GDL and CL,
Rc,GDL/CL(hc), was also evaluated experimentally by the
authors [58]. The Rc,GDL/CL(hc), was converted to the through-
plane electric conductivity of TH2, rTH2,y(x), which was fitted
to a third-degree polynomial (fitting accuracy, R2 = 0.996),
giving

rTH2�y�x� � 7�726 ´ 1011h�x�3 � 4�943 ´ 108h�x�2

� 2�664 ´ 104h�x� � 18�911 S m�1� � �24�

Accurate experimental evaluation of the Rc,GDL/CL(hc) was
found to be difficult as the compression pressure decreased.
Therefore, in ref. [58], the lowest compression pressure at
which the Rc,GDL/CL(hc) could be evaluated was 0.664 MPa.
This corresponds to a GDL thickness of approximately
300 �m, above which the accuracy of Eq. (24) diminishes.
However, the trend is clear - the lower the compression, the
higher the contact resistance.

It should be noted that the values used for the in-plane
electric conductivity of TH1 and TH2, rTH1,x and rTH2,x, were
set equal to the in-plane electric conductivity of GDL and CL,
respectively. These values were adopted because the lateral
current flow in TH1 and TH2 can be expected to follow that
in the neighbouring more conductive components, the GDL
and CL. On the other hand, the conductivity of CL evaluated
previously [57] was assumed to be isotropic since no reliable
experimental data on its anisotropy was found.

2.4.4 Thermal Properties

Compared to electric properties, relatively little experi-
mental data on the thermal properties of GDL have been
reported in the literature. According to the authors’ previous
study [72], the through-plane thermal conductivity of GDL,
jGDL, was not affected by the compression pressure and a
constant value was used in this model. The in-plane thermal
conductivity of GDL was assumed to be the same as the
through-plane thermal conductivity.

The evaluated thermal contact resistance between the
graphite current collector and GDL [72] was converted to the
through-plane thermal conductivity of TH1, jTH1,y(x). The
calculated jTH1,y(x) as a function of compressed GDL thick-
ness was fitted with a fourth degree polynomial (fitting accu-
racy, R2 = 0.993), giving

jTH1�y�x� � �2�912 ´ 1014h�x�4 � 3�133 ´ 1011h�x�3 � 1�170 ´ 1
08h�x�2 � 1�639 ´ 104h�x� � 0�438 W m�1K�1� �

(25)
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The thermal contact resistance between the GDL and CL
was assumed to be same as the thermal contact resistance
between graphite and GDL. Therefore, Eq. (25) was used also
for the through-plane thermal conductivity of TH2, jTH2,y(x).
The in-plane thermal conductivities of TH1 and TH2, jTH1,x

and jTH2,x, were set equal to the in-plane thermal conductiv-
ity of GDL and CL, respectively, based on the same assump-
tion of charge transport at the interface.

The thermal conductivity of CL was calculated from the
data reported by Khandelwal and Mench [15]. In their study,
the combined thermal resistance, i.e. thermal bulk resistance
of the CL plus thermal contact resistance between GDL and
CL, was determined to be 1.25 � 104 m2 K W–1 at a com-
pression pressure of 1.83 MPa [compressed GDL thickness of
ca. 250 lm [72]]. By subtracting the thermal contact resistance
between GDL and CL, which can be calculated from Eq. (25),
from the combined thermal resistance, the thermal bulk resis-
tance of CL was determined. The thermal conductivity of CL,
jCL, calculated using the measured thermal bulk resistance of
CL was assumed to be isotropic and independent of compres-
sion.

3 Results and Discussion
3.1 Polarisation Behaviour and Species Distribution

In the following discussion of modelling results, the com-
pressed GDL thickness under the rib is 250 lm for the both
cases, i.e. base case and case considering inhomogeneous
compression, unless stated otherwise.

The polarisation curves for the two modelled cases, pre-
sented in Figure 3, were obtained by changing the cell voltage
from 1 to 0.45 V. The curves are almost identical for both the
cases except at lower voltages. Since two-phase flow is not
taken into account here, the model is valid only when the
partial pressure of water, pH2O, does not exceed the saturation
pressure, psat. The lowest limit for voltage was determined by
calculating the relative humidity under the rib where flood-
ing usually starts, see ref. [67]. Figure 4 shows the relative hu-
midity of gas (pH2O

�
psat) at the GDL/CL interface at cell volt-

ages of 0.45 and 0.5 V. In both the modelled cases, water
starts to condense when the cell voltage is below 0.5 V. In the
following, therefore, the cell voltage is fixed at 0.5 V.

Figure 5 shows the molar fraction of oxygen at the GDL/
CL interface for both the modelled cases. Only a slight differ-
ence in the molar fraction of oxygen is observed between the
two cases as discussed in a previous work [59], which sug-
gests that the mass transfer is not significantly affected by
GDL deformation as long as no flooding occurs.

3.2 Current Density Distribution

Figure 6 shows the current density distribution at the
GDL/CL interface. For the base case, the current density dis-
tribution is fairly uniform over the active area. However, a
notably uneven distribution is seen when inhomogeneous

compression is taken into account. In this case the local cur-
rent density is significantly lower in the middle of the channel
and increases in the region close to the edge of the rib. This is
because of changes in the selective current path, which is
largely determined by the electric contact resistance between
the GDL and CL, i.e. rTH2,y(x) in Eq. (24), and electric conduc-
tivities of GDL in Eqs. (21) and (22). A large portion of the
produced current flows laterally under the channel where the
contact resistance is high and crosses over to the GDL near
the rib edge (see Figure 7).

The shape of the current density distribution is different
from that observed in the previous study [59]. The difference
mainly arises from the estimates used for the contact resis-
tance between the GDL and CL, and the shape of the
deformed GDL, which both differed significantly from the
experimentally evaluated values used here. As a result, the
current density was overestimated at the edge of the rib and
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under the channel in ref. [59]. GDL parameters have an effect
on the location of the current density distribution. Pharoah
et al. [33] and Sun et al. [56] found that depending on the elec-
trical conductivity of GDL, the region of higher reaction rate
may occur either under the rib or under the channel.

3.3 Temperature Profile

Figure 8 shows the temperature profile at the GDL/CL inter-
face. The local temperature of the CL surface is determined by
several factors, including current density distribution, GDL gas
permeability, thermal bulk resistances of components and ther-
mal contact resistances between them. It is interesting to note
that when inhomogeneous compression is taken into account
the temperature profile is more uniform than that of the base
case. A possible reason for this is that the current density under
the channel is substantially smaller when inhomogeneous com-
pression is taken into account than in the base case (see Fig-

ure 6). All the terms of the heat source equation include current
density, and thus the current density distribution directly affects
the temperature profile. Among the heat sources, the irreversi-
ble heat of electrochemical reactions accounts for a major part of
heat production.
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Fig. 7 Current density profile at TH2/CL interface (arrow plot) and at
cathode GDL (streamline plot). Note that the magnitudes of arrow and
streamline plots are not in scale.
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For inhomogeneous compression, the temperature differ-
ence across the active area is less than 1 °C, which is much
smaller than the value, more than 10 °C, predicted in a pre-
vious study [68]. There, the values for the thermal contact
and thermal bulk resistances were overestimated and the val-
ues of electric contact resistances between GDL and CL were
underestimated, leading to larger temperature differences
across the components.

3.4 Effect of the Compressed GDL Thickness

Applying the simulation technique described above, the
effects of compressed GDL thickness on charge and heat
transport were investigated. The thickness of the compressed
GDL under the rib was varied from 300 to 150 lm, and a cor-
responding expression for the shape of the GDL intruding
into the channel was used. The physical properties of the
GDL were changed correspondingly.

Figure 9(a) shows the current density distribution at the
GDL/CL interface for various compressed GDL thicknesses
under the rib. The total current integrated over the active area
increases as the GDL is compressed more, since both the elec-
tric contact and bulk resistances of GDL are reduced. For
example, the case in which the GDL is compressed to 150 lm
produces ca. 25% more current than the case of 300 lm at the
same cell voltage of 0.5 V. The shape of the current density
distribution also changes when the compressed GDL thick-
ness is changed. A current density peak is observed at the
edge of the rib when the GDL is compressed to 300 lm. On
the other hand, when the GDL under the rib is compressed to
150 lm the current density has a maximum at around
x = 0.61 mm. In this case, the contact resistance between GDL
and CL is small enough even under the channel so that lateral
current flows in the CL change the direction and enter into
the GDL. The shape of the current density distribution is
largely determined by the profile of the deformed GDL on
which the contact resistance between the GDL and CL
depends.

Figure 9(b) shows the temperature profile at the GDL/CL
interface for various compressed GDL thicknesses under the
rib. As predicted in a previous study [72], the temperature
under the rib increases on decreasing the compression
because of an increase in both thermal bulk and contact resis-
tance. However, the temperature profile becomes more uni-
form over the active area when the GDL under the rib is less
compressed. This is due to lesser heat production under the
channel in such a case. Since the value of oxygen molar frac-
tion depends on the porosity of GDL, i.e. the shape of GDL,
lower compression of GDL leads to a relatively higher value
of oxygen molar fraction compared to the case of higher com-
pression, which in turn results in a lower value of overpoten-
tial in CL. Even though the differences in their values are
fairly small (ca. less than 2% for both oxygen molar fraction
and overpotential), changes in heat production are notable.

For example, the irreversible heat of electrochemical reactions
when the compressed GDL thickness is 200 lm is ca. 23%
higher than that for the case of 300 lm on an average over the
active area.

The minor irregularities in the shape of the current density
distribution under the channel [Figure 9(a)], such as variation in
the value of current density in the middle of the channel and
crossing of the current density curves for the GDLs compressed
to 150 and 200 lm at around x = 0.81 mm, stem from the diffi-
culty in determining the profile of the GDL intrusion into the
channel h(x), i.e. the equivalent of Eq. (17) for each compressed
GDL thickness under the rib. Due to the structure of the GDL,
the profile of the deformed part and the uncompressed GDL
thickness under the channel varied from sample to sample in the
photomicrographs taken at the same compressed thickness
under the rib. Therefore, the expressions for h(x) are unique for
each sample and compressed thickness, which is in turn
reflected in the current density profiles.
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4 Summary and Conclusions
A two-dimensional model was developed to study the

effect of inhomogeneous compression of GDL on the local
transport phenomena in PEM fuel cell. The results were com-
pared to those given by a base case model in which the GDL
compression was assumed to be homogeneous.

The polarisation behaviour and gas-phase mass transport
predicted by the two models were almost identical, but the
current density profiles were noticeably different. The model
which considered the inhomogeneous compression showed
that the local current density under the channel was substan-
tially smaller than under the rib and had a maximum at the
edge of the rib, while the current density for the base case
was fairly uniform over the active area. This high variation in
local current density may significantly accelerate membrane
deterioration and affect the cell durability.

The model predicted a fairly uniform temperature profile
over the active area, with a maximum variation of ca. 1 °C.
This contradicts the results of a previous study [68], where a
larger temperature variation, up to 10 °C, was predicted
within the cell under similar conditions. This difference stems
from the adopted modelling parameters such as contact resis-
tance and conductivity, and the geometry of the deformed
GDL. Especially, the local current density distribution, which
significantly affects the temperature profile, was found to be
very sensitive to the value and variation of contact resistance
between GDL and CL. Each GDL has unique physical proper-
ties, see, ref. [29, 32] and thus, the right choice of modelling
parameters is essential for accurate prediction of local phe-
nomena which cannot be easily interpreted by the modelled
polarisation curves only, as discussed in the literature [69-71].

The compressed GDL thickness under the rib affects the
current density distribution and temperature profile. Al-
though the total current over the active area increased as
GDL was compressed more, the unevenness of the tempera-
ture profiles became more prominent. Further effort should
be made to mitigate the detrimental effects of inhomogeneous
compression of GDL, e.g. by developing rigid GDLs or rigid
microporous layers onto the GDL which do not deform under
compression, or implementing pre-treatment which curbs or
compensates for the deformation of the GDL.

A limitation of the model presented here is that phase
change of water and liquid water transport are not consid-
ered. When the cell is flooded by the condensed water, gas
transport is significantly hindered, which in turn affects the
current production and temperature distribution. A further
study using proper water transport parameters is left for the
future.
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Nomenclature
av Ratio of reaction surface to CL volume (m–1)
c Concentration (mol m–3)
Cp Heat capacity (J kg–1 K–1)
D Diffusion coefficient (m2 s–1)
F Faraday constant, 96,487 (A s mol–1)
h Thickness (m)
j Transfer current density (A m–3)
jref Exchange current density (A m–2)
k Permeability (m2)
M Molar mass (kg mol–1)
n Unit vector
N Molar flux (mol m–2 s–1)
p Pressure (Pa)
Q Heat flux (W m–2)
R Gas constant, 8.314 (J mol–1 K–1)
S Source term
T Temperature (K)
v Velocity (m s–1)
X Molar fraction

Greek Letters

a Transfer coefficient
e Porosity
g Overpotential (V)
j Thermal conductivity (W m–1 K–1)
l Viscosity of air, 1.9 � 10–5 (kg m–1 s–1)
q Density (kg m–3)
r Electric conductivity (X–1 m–1)
� Potential (V)

Subscripts

a Anode
c Cathode
CL Catalyst layer
GDL Gas diffusion layer
GR Graphite
H2O Water
i Species of gas
m Ionic phase
N2 Nitrogen
O2 Oxygen
s Electric phase
sat Saturation
sd Subdomain
t Mixture of gas
TH1 Thin layer 1
TH2 Thin layer 2
x x-Direction, in-plane
y y-Direction, through-plane
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Modeling of Polymer Electrolyte
Membrane Fuel Cell Stack End
Plates
Good thermal and electric contacts of gas diffusion layers (GDLs) with electrode surface
and flow-field plates are important for the performance of a polymer electrolyte mem-
brane fuel cell (PEMFC). These contacts are dependent on the compression pressure
applied on the GDL surface. The compression also affects the GDL porosity and perme-
ability, and consequently has an impact on the mass transfer in the GDL. Thus, the
compression pressure distribution on the GDL can have a significant effect on the per-
formance and lifetime of a PEMFC stack. Typically, fuel cell stacks are assembled be-
tween two end plates, which function as the supporting structure for the unit cells. The
rigidity of the stack end plates is crucial to the pressure distribution. In this work, the
compression on the GDL with different end plate structures was studied with finite ele-
ment modeling. The modeling results show that more uniform pressure distributions can
be reached if ribbed-plate structures are used instead of the traditional flat plates. Two
different materials, steel and aluminum, were compared as end plate materials. With a
ribbed aluminum end plate structure and a certain clamping pressure distribution, it was
possible to achieve nearly uniform pressure distribution within 10–15 bars. The model-
ing results were verified with pressure-sensitive film experiments.
�DOI: 10.1115/1.2930775�
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1 Introduction
The type of fuel cell under study in this paper is the polymer

electrolyte membrane �a.k.a. proton exchange membrane� fuel
cell, PEMFC. PEMFC is a low temperature fuel cell that typically
operates in the temperature range of liquid water, although mem-
branes that allow operation in higher temperatures have also been
developed. PEMFCs are typically suitable for small-scale applica-
tions ranging from portable electronics to automobiles and distrib-
uted energy and heat production for houses and apartments. In
order to make PEMFCs economically competitive and thus
achieve large-scale fuel cell commercialization, the efficiency and
lifetime of the cell must be maximized while the cost should be
strongly reduced.

The operating voltage of a single PEMFC, less than 1 V, is low
for most practical applications. Consequently, in a typical PEMFC
power source, many cells are connected in series. Usually, the
structure of PEMFCs is planar and thus the cells are stacked on
top of each other; this arrangement is known as a fuel cell stack.
Each unit cell in the stack has the following components: a solid
electrolyte membrane and two electrodes that are usually inte-
grated into a single component known as membrane electrode
assembly �MEA�, two gas diffusion layers �GDLs�, two flow-field
plates that can also be combined as a two-sided flow-field plate
known as the bipolar plate, and insulation structures. The unit
cells are inserted between end plates and the whole structure is
fastened with a bolt assembly. A stack usually has also a cooling
system so that the heat produced in the cells can be removed
efficiently.

Good cell operation requires that the clamping pressure in each
cell is approximately equal. The clamping pressure should also be
distributed across the GDLs as evenly as possible since the at-
tributes of the GDL are dependent on the compression pressure.

The higher the pressure on the GDL is, the smaller are the thermal
and electric contact resistances between the interfaces of the GDL
with the electrode and flow-field plate. Typically, a compression
pressure of 10 bars is sufficient for low contact losses as the con-
tact resistances do not significantly decrease after that, see, e.g.,
Refs. �1,2�. On the other hand, high compression pressure de-
creases GDL porosity, which reduces its gas permeability and thus
increases mass transfer limitations. As a consequence, the GDL
porosity can have a significant effect on cell performance, see,
e.g., Ref. �3�. The optimal pressure depends on the gas diffusion
material and to some extent on cell operating parameters such as
temperature or humidity of the inlet gases. Even pressures up to
30 bars on the rib area can be used for some materials �1�. How-
ever, as a compression of 10 bars is typically sufficient for con-
tacts and excess compression causes mass transfer limitations, it is
assumed here that a pressure distribution between 10 and 20 bars
is sufficient, and 10 and 15 bars is ideal.

The local �under rib or channel� and regional �whole cell area�
pressure distributions on the MEA and GDL are influenced by the
dimensions, geometrical shape, and material of the stack compo-
nents. The most important components in terms of the regional
pressure distribution are usually the end plates, which should be
as rigid as possible so that the clamping pressure of the bolt as-
sembly that is typically located around the edges of the end plates
is distributed across the whole cell area. From the manufacturing
point of view, high rigidity is easily accomplished by making a
simple thick flat plate. However, such a plate has large mass/
volume, which results in a heavy/bulky stack. This is a serious
disadvantage in most practical applications. Low mass and high
rigidity can be simultaneously accomplished by using more com-
plex end plate configurations such as ribbed structures. A ribbed
structure is, in principle, a relatively thin flat plate with supporting
ribs added to its surface. An interesting alternative to these high
rigidity end plates is presented by curved shapes, more specifi-
cally curved end plates or additional curved layers inserted di-
rectly below the end plates such as described, e.g., in Ref. �4�. The
curved component straightens when pressure is applied to the as-

Manuscript received October 31, 2006; final manuscript received October 19,
2007; published online September 9, 2008. Review conducted by Michael von Spa-
kovsky.

Journal of Fuel Cell Science and Technology NOVEMBER 2008, Vol. 5 / 041009-1
Copyright © 2008 by ASME

Downloaded 15 Sep 2011 to 130.188.8.11. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



4/2 4/3

sembly and thus produces an even pressure distribution if the
original radius of curvature was suitably chosen for the used com-
pression. However, this alternative requires high design and
manufacturing accuracy in order to function properly. In this pa-
per, the focus is on ribbed end plate structures.

The end plate material has a large influence on the mechanical
properties of the end plate. A good end plate material has a high
Young’s modulus and a low density. Possible materials for end
plates include, for example, steel, aluminum, and composite ma-
terials. In this work, two different materials, steel and aluminum,
are compared. Steel has a high Young’s modulus, typically ap-
proximately 200 GPa, but its density is also relatively high
�7600 kg m−3�. Aluminum has a significantly lower Young’s
modulus, �70 GPa, but on the other hand its density is also lower
�2700 kg m−3�. If the end plate functions only as a supporting
structure, other qualities such as corrosion characteristics or elec-
tric properties can be ignored, and the better choice of these two
materials is the one that at a certain mass makes a more rigid end
plate than the other one.

In this work, the stack assembly pressure distribution is studied
using numerical analysis. The models were solved using a com-
mercial partial differential equation solver, COMSOL

MULTIPHYSICS
® �formerly known as FEMLAB

®� that employs the
generally used finite element method �a.k.a. finite element analy-
sis�. The models made and solved in this work are based on the
design of an existing fuel cell stack that is developed in the
POWERPEMFC-project funded by the National Technology
Agency of Finland �TEKES�.

Earlier numerical studies on the pressure distribution and com-
ponent deformation of a single cell have been made, e.g., by Lee
et al. �5�. In their work, the modeled pressure distributions were
clearly uneven so that the compression pressure on the middle
area was significantly lower than on the edges. In this work, a
significant improvement in the pressure distribution is accom-
plished by changing the plate structure from flat to ribbed plate. At
the same time, the end plate mass is also significantly reduced.

2 Theory
The state of stress in an object is represented by the stress

tensor � as follows:

� = ��x �xy �xz

�xy �y �yz

�xz �yz �z
� �1�

which consists of the normal stresses �i and shear stresses �ij.
Here, it is assumed that adjacent shear stresses are equal, �ij=� ji,
which applies for most materials. For an object in equilibrium
state with no volume forces acting on it, the stress tensor obeys
the following differential equation, see, e.g., Ref. �6�:

� · � = 0 �2�

The stress tensor is often written in vector notation as �
= ��x ,�y ,�z ,�xy ,�yz ,�xz�T. With this formulation, the stress tensor
in an elastic material can be calculated from the strain tensor �
= ��x ,�y ,�z ,�xy ,�yz ,�xz�T by Hooke’s law as follows:

� = D� �3�

where D is the elasticity matrix. Here, it is assumed that there are
no initial stresses or strains that can occasionally be created during
the manufacturing process in the materials. The elasticity matrix is
calculated using Young’s modulus E and Poisson’s ratio � as fol-
lows:

D =
E

�1 + ���1 − 2���
1 − � � � 0 0 0

� 1 − � � 0 0 0

� � 1 − � 0 0 0

0 0 0 1
2 − � 0 0

0 0 0 0 1
2 − � 0

0 0 0 0 0 1
2 − �

�
�4�

The derivation of D can be found in many structural mechanics
books, see, e.g., Ref. �7�, and is thus not repeated here. In this
work, all materials are approximated as elastic, isotropic, and ho-
mogeneous so that the material parameters E and � are constant in
each component. Thermal stresses due to a temperature difference
caused by the heat production of the operating fuel cell are ex-
cluded since the operating temperature of the PEMFC is typically
less than 373 K. Temperature differences within the unit cells are
usually at largest 20 K, see, e.g., Ref. �8�. Some error is likely
introduced to the modeled GDL pressure distributions due to the
assumption of constant material parameters. In reality, the com-
posite material of the flow-field plates is not isotropic and the
elastic approximation is not entirely valid for some of the materi-
als, such as the carbon paper of the GDLs. However, the approxi-
mations are valid for the metallic end plates that have the largest
influence on the pressure distributions throughout the stack. Thus,
the results given by the model should be good approximations of
the real situation.

The strain � is a measure of the material’s deformation that is
calculated by dividing the change in length at a certain point by
the original length at that point. The components of the strain
tensor � are calculated from the deformation vector, u=ui+vj
+wk, as follows:

�i =
�ui

�i
�5�

�ij =
�u j

�i
+

�ui

�j
�6�

Using these equations, the following differential equation can be
written for the deformation:

� · �D � u� = 0 �7�
This is the equation solved with COMSOL MULTIPHYSICS

®. The so-
lution consists of the deformation values, from which the stress
and strain components can be calculated using Eqs. �3�–�6�. The
most interesting aspect of the results is the compression pressure
on the GDL. It is taken as the z-directional stress component, i.e.,
�z. According to Eqs. �3�–�6�, this can be calculated from the
deformation components as

�z =
E

�1 + ���1 − 2��
��

�u

�x
+ �

�v
�y

+ �1 − ��
�w

�z
� �8�

3 Model Properties
The model geometry was based on an existing fuel cell stack

design. However, solving a model that includes each geometrical
detail was not possible with the available computing capacity. In
order to restrict the number of elements in the models to a rea-
sonable limit, the geometry was simplified by reducing the num-
ber of different components and approximating some of the more
complex structures with simpler ones.

In the real stack design that was used as a basis for the models
in this work, each unit cell consists of the following components:

• two 3 mm thick polymer composite flow-field plates
• two 1 mm thick layers including gasket material �Grafoil®�,
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gas space, and steel net �part of the gas distribution and
cooling systems�

• one �0.5 mm thick layer including two rubber gaskets for
gases, two GDLs �SGL Sigracet 35 BC�, and MEA

• one 0.5 mm thick metal �steel� separator plate

The total thickness of a unit cell is thus 9 mm. The cross-
sectional area of the end plates and flow-field plates is 258
�190 mm2.

In the modeled stack, each cell was reduced to the following
three homogeneous components:

• one 8.5 mm thick plate that includes the two 3 mm flow-
field plates, the 0.5 mm metal plate, and the two 1 mm
Grafoil® layers with the steel nets

• the two rubber gaskets merged into one component with a
simplified geometry

• 0.5 mm layer that represents the two GDLs and MEA.

In addition to reducing the multitude of components to only
three, the geometry was simplified by excluding fine geometrical
details such as the flow-field pattern �1 mm wide gas channels
crossing the cell� and the bolt holes with the bolts set through
them. This simplification should be justifiable since the exceptions
to symmetry in the flow-field pattern are relatively minor in terms
of the cross-sectional area. The curved shape of the rubber insu-
lator was approximated with a polygon. The two material param-
eters, E and �, of the two latter components were simply those of
rubber and the GDL material �Carbel®�. The MEA is relatively
thin and flexible so that the GDLs dominate the deformation of
the GDL-MEA component. However, the material parameters of
the 8.5 mm thick plate formed by many different materials could
not be defined as easily. Thus, a separate model was solved to
discover the proper values for this component. The rigidity of the
flow-field plate–gasket–separator assembly was studied with this
model, first with the real E and � of each separate component and
the detailed component geometry, and then with the constant val-
ues using the simplified geometry �homogeneous plate with gas
and cooling system channels�. The result was that with E
=7.7 GPa, the deformation behavior of the homogeneous plate
was similar to the more detailed model. Poisson’s ratio � was
taken as 0.25, since that was the value of all component materials
except the relatively thin steel separator plate. The values for E

and � of the different materials are listed in Table 1 and cross-
sectional schematics of the real stack and model components are
presented in Fig. 1. The error induced by these approximations is
studied in a separate section.

Since the channel configurations in the flow-field plates were
excluded, the modeled fuel cell stack was a symmetric structure
with respect to the center in all three dimensions. Thus, through
employment of symmetry boundary conditions, it is sufficient to
solve the problem in only one-eighth of the whole stack geometry.
The model geometry consists of one-quarter of the cross-sectional
area of the cell and one-half of the stack �three cells�. On each
symmetry boundary, the deformation in the direction normal to
the surface is fixed to zero. A schematic of the modeled flat end
plate and its symmetry axes are presented in Fig. 2. The compres-
sion is directed to the object by setting 1 kN load divided with the
area of the used spring washers on each of the circular areas
marked in Fig. 2. The bolt holes and the bolts set through them
were not included in the models as separate geometrical objects
since they complicate the mesh and do not significantly affect the
rigidity of the end plates.

The original end plate, whose cross section is illustrated in Fig.
2, was a flat 2 cm thick steel plate that has a weight of 7.1 kg. The
two objectives of this work were to lower the end plate mass and
simultaneously improve the GDL pressure distribution. In this
work, it is assumed that a sufficient GDL pressure distribution is
restricted to between 10 and 20 bars, and only those end plate
configurations that result in pressure distributions that obey this
criterion were recognized as acceptable.

One method of lowering the end plate mass while increasing its
rigidity is to reduce the thickness of the plate and then add sup-
porting ribs in a suitable configuration to its surface. The resulting
structure is known as a ribbed end plate. The rigidity of a rib with
a square cross section is proportional to the third power of its
height d but only directly proportional to its width b, see, e.g.,
Ref. 7:

I = 1
12bd3 �9�

Thus, a high and thin rib will be more rigid than a low and wide
one that has the same volume. In practice, the manufacturing pro-
cess and the possible applications of the stack limit the dimen-
sions of the ribs.

Table 1 The values of Young’s modulus and Poisson’s ratio for the different components

E �GPa� � Source

Flow-field plate �graph/epoxy� 10 0.25 Estimate, material still in development
Gas diffusion layer 0.06 0.33 Taken the same as in Ref. �5�
Grafoil 1.4 0.25 �9�
Steel 200 0.33 Well known material
Aluminum 70 0.33 Well known material
Rubber 0.1 0.4 Estimate
Steel net 110 0.33 Estimate

Fig. 1 A cross-sectional schematic of the unit cell components in „a… a real stack and „b… the approximative model
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The geometric possibilities for the placement, thickness, and
width of the ribs are infinite. However, the ribs cannot cross the
gas and cooling system inlets and outlets. Furthermore, setting the
ribs from one bolt to another improves the load distribution across
the whole area, and thus the number of possible rib structures can
be decreased to such geometries only. In this work, the search for
the best geometry was limited to three alternative rib structures
illustrated in Fig. 3. Modeling these structures revealed that Struc-
ture �b� in Fig. 3 was the most promising one. Structure �a� is the
most simple to manufacture and has the lightest weight, but its
pressure distribution is only slightly better than that of the original
flat plate. Structure �c� has the best pressure distribution, but not
significantly better than Structure �b�. Therefore, because Struc-
ture �c� is clearly heavier than Structure �b�, the latter would ap-
pear to be the most advantageous choice and was accordingly
chosen for further study. Different rib widths and heights were
tested with both steel and aluminum and the results for the best
structures are presented in the next chapter.

The geometry was meshed with tetrahedral elements. Because
the GDL-MEA component is very thin compared to its length
and width, the mesh elements were flattened in the z-direction.
The used values for the scaling factor, i.e., the height of the nor-
mal element divided by the height of flattened element, varied
between 2.5 and 3.5. This mesh manipulation reduced the number
of elements from 300,000 to 70,000–95,000 elements depending
on the geometry. When different scaling factors between 2 and 4
were tested, the differences between the corresponding GDL pres-
sure distributions were in the range of 2% and this is likely due
more to the differences in the total number of elements than the
scaling. Thus, scaling the mesh should not affect the results sig-
nificantly. The calculations were performed over a 64 bit COMSOL

MULTIPHYSICS
® client-server connection. The server computer was

an AMD Athlon64 3500+ with 4 Gbyte random access memory
�RAM� and 40 Gbytes of swap space. The operating system was
SuSe 9.1 AMD64 Linux. With this equipment, a model was usu-
ally solved in a few hours.

4 Results
The pressure distribution data were taken from the middle �in

z-direction� of the GDLs. Unless mentioned otherwise, the results
were taken from the second cell from the end plates. The results
for the flat end plate with constant 1 kN point loads are illustrated
in Fig. 4. The compression pressure isobars are curved and the
largest pressure, approximately 16 bars, is found in the left upper
corner that corresponds to the four outer corners of the GDL. In
contrast, at the lower right corner, i.e., the middle area of the
GDL, the pressure values are much lower, close to 1 bar. The
pressure map illustrated in Fig. 4 represents the average pressure
values over several channel widths. The disturbances on the top
and left edges are caused by contact of the GDL with the rubber
gasket at the interface boundaries, where the deformation of the
rubber affects the stresses in the GDL. The pressure values are
more easily read from Fig. 5, where the values are taken along the
diagonal of the GDL �from upper left corner to lower right corner
in Fig. 4�.

If the disturbances close to the rubber gasket–GDL interface are
ignored, the pressure distribution is a monotonous function as can
be seen from Fig. 5. The compression pressure is at maximum in
the outer corner of the GDL. This is in accordance with previous
results such as those presented by Lee et al. �5�. The maximum
and minimum pressures are 16.5 bars and 1.1 bars, respectively.
The compression pressure at the middle regions of the GDL is
very small, than 2 bars, and only 6.7% of the pressure at the outer
corner, whereas optimal cell performance can be assumed to re-
quire at least 10 bars and a significantly more homogeneous pres-
sure distribution. Smaller pressures are likely to cause high ther-
mal and electric contact resistances, which decrease the cell
performance and can cause heat removal problems, which can
significantly shorten the lifetime of the cell. These results suggest
that significant improvement in cell performance could be
achieved if the unsatisfactory GDL pressure distribution could be
made more even by modifying the end plate structure.

Gas inlet

Cooling
system inlet

Gas outlet

Bolt

Load distribution area (spring washer)

Symmetry boundary

Fig. 2 A top „x ,y-plane… view of the flat end plate structure.
The dimensions are in millimeters.

a) b) c)

Fig. 3 Schematic representations of three different rib structures: „a… the two-
rib, „b… the ten-rib, and „c… the edge-supported ten-rib structures.
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Fig. 4 The clamping pressure isobars on the GDL surface of
the original flat plate with 1 kN load at each bolt. The pressure
values are in bars. The origin „lower right corner… corresponds
to the point of symmetry.
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As mentioned in Sec. 3, the best structure of the choices con-
sidered here is the ten-rib structure illustrated in Fig. 3�b�. This
structure was tested with both steel and aluminum. Steel has a
larger Young’s modulus than aluminum �see Table 1�, which
makes steel structures more rigid. On the other hand, aluminum is
much lighter than steel and thus larger amounts of aluminum can
be used without the end plate mass growing too large. The cross
sections of the ten-rib structures used with steel and aluminum are
illustrated in Fig. 6. The difference between the two structures is
that the aluminum bars are wider and higher than those of the steel
structure since aluminum is less rigid and has a lighter density.
Note that the ten-rib configurations used here are not necessarily
the optimal ones, but ones that were found to be sufficiently rigid
for use in the stack studied in this work.

The GDL pressure distribution results for the steel and alumi-
num ten-rib structures are illustrated in Fig. 7. These data show
that the best result, i.e., the most even GDL pressure distribution,
is achieved with 7 cm high aluminum ribs. Nevertheless, the pres-
sure distributions achieved with the other structures are also sig-
nificantly better than that of the original flat steel plate. The most
uneven compression is achieved with the 5 cm high aluminum
ribs and the 4 cm high steel ribs. If higher or wider steel ribs were
made, a better distribution would be gained, but this would in-
crease the end plate mass over the original 7.1 kg limit. The pres-
sure isobars of the best structure, the 7 cm aluminum rib structure,
are illustrated in Fig. 8. The shape of the isobars has changed from
the nearly elliptical ones of the flat plate in Fig. 4 closer to linear.

None of the pressure distribution curves presented in Fig. 7 is in
the desired 10–20 bar range. This is due to the fact that the 1 kN
load at each bolt is insufficient. For this reason, the loads were
increased. Another consideration is that using the same load at
each bolt does not give an optimal pressure distribution. This can
be seen also in Fig. 8, where the shape of the pressure isobars

suggests that the loads at the bolts at the middle of the edges are
too small compared to the loads at the corner bolts. Increasing the
loads at the middle of the edges and decreasing them at the cor-
ners should flatten the GDL pressure distribution. Different loads
were tested through a trial-and-error method until the desired
GDL pressure range was achieved. The shape of the pressure iso-
bars was also monitored. Ideally, the isobars should be rectangu-
lar.

The results accomplished with bolt load variation are illustrated
in Fig. 9. The 7 cm aluminum structure gives the best results with
10–15 bar GDL pressure range and the original objective;
10–20 bar is satisfied with the 4 cm steel and 5 cm aluminum
structures. The GDL pressure isobars of the different structures
are presented in Fig. 10. Unlike in Fig. 8 with the constant 1 kN
bolt load, the pressure isobars are no longer close to linear. In-
stead, the curves loosely follow the rectangular shape of the GDL.
Comparison of Figs. 10�a�–10�d� confirms that the 7 cm alumi-
num rib structure has the most even GDL pressure distribution.

It should be noted that the pressure distributions in the different
cells of the stack have some differences. The GDLs of the cells
closest to the end plates have the most uneven pressure distribu-
tion while the GDLs of the cells in the middle of the stack expe-
rience compression more evenly. This effect is illustrated in Fig.
11, where the pressure distributions in three cells with 7 cm alu-
minum rib end plate can be compared to each other.

The masses of the different structures are listed in Table 2 along
with the corresponding GDL pressure ranges. As can be seen in
Table 2, the 7 cm aluminum structure that had the best pressure
distributions weighs 3.7 kg, whereas the 4 cm steel structure
weighs 6.5 kg. Consequently, from the mechanical point of view,
aluminum would seem to be the better choice as a material despite
its lower Young’s modulus. However, it is not yet clear which of
the aluminum structures should be chosen for a real stack since it
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Fig. 5 The diagonal GDL pressure values of the flat plate
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Fig. 6 A schematic of the ten-rib structures for „a… steel and „b… aluminum. The dimen-
sions are in millimeters.
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Fig. 7 The diagonal GDL pressure values of the studied steel
and aluminum structures with 1 kN load at each bolt
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is not known whether there is any significant difference in the fuel
cell performance if the GDL pressure distribution is 10–15 bars
instead of 10–20 bars. If no difference can be experimentally ob-
served, then the 0.7 kg lighter 5 cm high rib structure can be
chosen instead of the 7 cm high structure. In large stacks that
consist of many unit cells, the weight difference may be negli-
gible, since the weight of the unit cells used in these experiments
is approximately 0.9 kg and stacking 100 or more cells makes the
reduction in end plate weight negligible. However, some mobile
low voltage applications require stacks with only a few cells that
have large areas. In these stacks, the rigidity of the end plates is
crucial and the weight of the end plates becomes a significant
factor.

5 Error Estimation
The effect of the mesh was studied with the flat plate model that

usually had approximately 64,000 elements. This model was
solved using three different meshes: 74,000, 80,000, and 95,000,
and the pressure distributions were compared. The maximum dif-
ferences in the GDL pressure values between the solutions given
by the original mesh and larger meshes were below 1.5%. The
relative errors are largest at the middle area of the cell, where the
compression pressure is small. In order to check that each of the
models presented in this work gives reliable results, each model
was solved with two different meshes. The maximum differences
between the solutions varied in the range of 1–3%, so the error
induced by the mesh can be considered insignificant.

To further simplify the model, the flow-field plates, gasket lay-
ers, and metal nets were replaced with a single homogeneous
component as described in Sec. 3. The value for the Young’s
modulus of this approximative component was taken as the value
that resulted in a similar deformation of the homogenous compo-
nent compared to that of the combined original components as
determined with a separate model, i.e., 7.7 GPa. However, some
error is likely introduced to the models because of this simplifi-
cation. Therefore, the flat plate model was solved with two differ-
ent Young’s moduli, 5 GPa and 10 GPa, for the homogeneous
component. The larger value, 10 GPa, corresponds to the Young’s
modulus of the flow-field plates. Despite the significant difference
�over 30%� in the Young’s modulus of the homogeneous plate, the
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Fig. 8 The clamping pressure isobars on the GDL surface of
the 7 cm aluminum rib structure with 1 kN load at each bolt.
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compression values are close to similar. The relative differences
are largest at the middle region of the cell where the pressure
values are small at 7% with 10 GPa and 18% with 5 GPa data.
Thus, it can be assumed that approximating the different compo-
nents with a single homogeneous one should not give rise to an
unacceptable source of error.

The models include other sources of inaccuracy besides the
mesh and the reduced number of components discussed above.
The material values for some of the components such as the flow-
field plates and the GDL were only estimates of the real values. It
is also probable that the Young’s moduli for these components are,
in fact, dependent on the stress in the material and not constant as
assumed in the modeling. Also, several fine details of the cell
structure were excluded to decrease the number of degrees of
freedom. However, the stress and strain behavior of the stack is
dominated by the end plates and their properties are known with
good accuracy. The effect of the fine geometrical details is very
local and uninteresting for end plate development. Furthermore,
even though the compression data might not be exact, comparison
of the data achieved with different end plates should still give
valid information on which end plate structure is the most prom-
ising one.

6 Experiment
The modeling results were verified with experiments. Two of

the modeled end plate structures, the original flat plate and the
5 cm rib aluminum plate, were manufactured and compared ex-
perimentally. Experiments were made with both a five-cell stack
assembly and a unit cell assembly where the MEAs were replaced
with a Pressurex® Super Low pressure-sensitive film. The advan-
tage of the latter was that there was much less noise in the mea-
surements, which will be discussed in more detail later in this
section. It should be noted that neither of the experimental results
corresponds exactly to the modeled situation �i.e., a six-cell
stack�, which was due to practical considerations of available ma-
terials. However, not only is there not much difference in practice
between a five- and a six-cell stack, but also the essential point in
these experiments is not to get the exact same pressure distribu-
tions as modeled but rather to be able to verify the advantageous-
ness of the optimized structure in general. In addition, it was
noticed in the experiments that quantitative validation was in any
case impracticable with the available measurement accuracy,
which is to be discussed in more detail later in this section.

Prior to the stack pressure measurements, the relationship be-
tween the color intensity of the film and the clamping pressure

directed to the film was studied with calibration measurements.
However, later experiments showed that despite the measurements
being done in controlled ambient temperature and humidity, even
the films corresponding to different cells in the stack had varying
total color intensity levels, even though the pressure in each cell
was definitely the same. A possible reason for this behavior is
inhomogeneous quality of the pressure-sensitive film. Thus, the
actual pressure values given as results of each measurement are
not reliable. However, the differences in intensity, i.e., pressure,
on each pressure-sensitive film, should not be strongly affected
and thus results from different experiments can be compared to
each other, not through the actual pressure but rather through the
variation in pressure.

In each measurement, the stack was assembled with all compo-
nents, excluding the MEAs, which were replaced with pressure-
sensitive films. The metal net was replaced with Grafoil® because
the thickness of the available metal net was significantly different
from the surrounding Grafoil® gasket, which would have led to
disturbances in the pressure distribution. The bolts were tightened
gradually to avoid inhomogeneous compression on the stack at
any time during the assembly. The compression in the assembled
stack was let to stabilize. After disassembly, the pressure-sensitive
films were scanned. The color intensity values were changed into
pressure values by using the calibration data and compared to the
average pressure measured by each film. Finally, the pressure data
were averaged over the four symmetrical cell segments in order to
minimize the effect of thickness variation in the stack compo-
nents. The pressure values were also smoothed by local averaging
so that the uninteresting effect of the channel structure was mostly
lost and the pressure distributions became easier to compare to the
modeling results.

The largest single source of error in these measurements was,
however, the manufacturing tolerance of the different cell compo-
nents, e.g., in flow-field plates the thickness variation was on av-
erage 0.1 mm and at maximum 0.15 mm. This error was to some
extent mitigated by pairing off the flow-field plates so that the
manufacturing defects in the two plates canceled each other out.
Nevertheless, this method of increasing the accuracy was rela-
tively unsophisticated and the measurement results clearly show
the effect of the thickness variation. The noise from this effect was
so significant that stack experiments with the optimized clamping
pressures, which had been originally planned, were not performed
at all since the pressure distribution measured with the optimized
end plate was so uniform that any differences were almost insepa-
rable from the noise. This is why the unit cell measurements were

x (m)

y
(m

)

a)

10

11
1213

14

x (m)

b)

11

12
1314

x (m)

c)

11

12
1314

0

0.04

0.06

0

0.02

-0.1 -0.08-0.06-0.04-0.02 0

0.04

0.06

0

0.02

-0.1 -0.08-0.06-0.04-0.02 0

0.04

0.06

0

0.02

-0.1 -0.08-0.06-0.04-0.02

Fig. 11 The pressure isobars of the 7 cm aluminum ribs on the three GDL
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z-symmetry boundary, i.e., middle of the stack…

Table 2 The masses and achieved pressure ranges of the different structures

Component Mass �kg� Mass/mass of flat plate �%� Pressure range �bar�

4 cm steel ribs 6.5 92 10–20
5 cm aluminum ribs 3.0 42 10–20
6 cm aluminum ribs 3.4 47 10–17
7 cm aluminum ribs 3.7 52 10–15

Journal of Fuel Cell Science and Technology NOVEMBER 2008, Vol. 5 / 041009-7

Downloaded 15 Sep 2011 to 130.188.8.11. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



4/8 4/9

also performed; with far fewer components, there is also less
noise present in the results and the improvement in the pressure
distribution that can be had by using the optimized clamping pres-
sures could be seen.

The results from the five-cell stack measurements are illustrated
in Fig. 12. While in Fig. 12�a� the pressure is clearly smaller in
the middle, as predicted by the modeling, in Fig. 12�b� the back-
ground noise is dominating the pressure distribution. The results
from the single cell measurements are illustrated in Fig. 13. Here,
the distorting noise is smaller and the pressure distribution is
closer to the one predicted by the modeling. It should be noted
that in Fig. 13�a�, the pressure values in the lower right corner
corresponding to the center of the cell are too large. This is due to
the fact that the used pressure-sensitive film does not show pres-
sures beneath 6.5 bars, which corresponds to the minimum rela-
tive pressures shown in these pictures. Taking this into consider-
ation, it is clear that the pressure distribution measured with the
6 cm aluminum rib end plates is clearly more homogeneous than
that of the original flat plate. With the single cell experiments, it
was also possible to study the effect of using the optimized clamp-
ing pressures. The measurement results are shown in Fig. 13�c�,
where the pressure distribution is clearly more even than in the
two other cases. The reason for the low pressure values on the
right edge of the figures is the flow-field plate channel structure.

7 Summary and Discussion
The compression pressure distribution on the GDLs in a

PEMFC stack was studied by modeling using the finite element
method. The results show that the often used flat steel plate struc-

ture is not only heavy and thus impractical for many applications,
but also clearly inferior in terms of the GDL pressure distribution
to alternative structures such as a ribbed aluminum plate. Thus,
even though aluminum has a lower Young’s modulus than steel, it
is nevertheless the better choice for an end plate in terms of the
end plate mass since its density is also lower. The GDL compres-
sion pressure directly affects the electric and heat contact resis-
tances between the GDL and the flow-field plates and the MEA as
well as the GDL mass transport properties and consequently the
GDL pressure distribution can be assumed to affect the perfor-
mance and lifetime of the cell.

Using the aluminum rib structure with optimized clamping
pressure at each bolt, it was possible to improve the 1–17 bar
pressure distribution corresponding to the original flat plate to
10–15 bars with the aluminum rib structure. At the same time, the
end plate mass was reduced to half of the original. It would seem
that a pressure range of 10–15 bars or 20 bars is ideal so that the
contact resistances are low enough while GDL is not compressed
too heavily for the mass transport properties to suffer significantly.

In the modeling, all component materials were assumed to be
elastic and the cell structure was simplified by reducing the num-
ber of components and excluding details such as the flow-field
channel structure. As a result of these idealizations and the fact
that in reality the stack components are not uniform in thickness
due to manufacturing tolerances, the model results were not ex-
pected to exactly correspond to experimental data.

The improvement in the pressure distribution range is signifi-
cant, since a compression in the range of a few bars as in the
original case is so low that the contact resistances can be expected

Fig. 12 The five-cell stack measurement results: „a… corresponds to the pressure on the middle cell in the stack with the
original flat end plates and „b… to the 6 cm rib aluminum plates. The color bar values show the pressure value in relation to
the average clamping pressure.

Fig. 13 The single cell measurement results: „a… original flat plates with homogeneous clamping, „b… 6 cm rib aluminum
plates with homogeneous clamping, and „c… 6 cm rib aluminum plates with optimized clamping distribution. The color bar
values show the pressure value in relation to the average clamping pressure.
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to be too high for good performance. Experimental study of the
modeled end plate structures did not show quite as much improve-
ment, which was to large degree due to manufacturing defects,
i.e., significant thickness variation in the cell components. How-
ever, in five-cell stack experiments, the aluminum rib structure
proved to have a more even pressure distribution. In the stack
experiments, the noise due to the thickness variations was so large
that studying the effect of optimizing clamping pressure was not
practicable. Consequently, this was studied with a single cell as-
sembly, where the difference was easier to see and, as expected
according to the modeling results, the pressure distribution was
improved by optimizing the clamping pressure.

In a stack, the compression differences between end cells and
middle cells are unavoidable. The more uneven pressure distribu-
tion in end cells can lead to reduced gas flows, which usually
results in increased flooding. By using simulations, it can be esti-
mated whether the difference between the middle cells and end
cells will lead to major deviation in performance that can be
called “end cell problem.”

The experiments also showed that in many cases, inadequate
tolerances in the thickness of the cell components can be a sig-
nificant problem. In the experiments performed in this work, the
flow-field plates were arranged so that the thickness variation was
to some extent canceled. However, a random arrangement when
components with low tolerances are used is likely to lead to a
worse scenario, where the GDL compression is much larger on
one side of the cell than on the other. Interestingly, the problem is
quite different in a single cell assembly, where the problem is
more that there is not enough noise to smooth the pressure distri-
bution and thus the end plate design becomes more critical, which
incidentally is quite the opposite to the usual phenomenon of
problems increasing when moving from unit cells to stacks. It
would also seem that structures, which work in single cells, may
not work in stacks and vice versa.
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Nomenclature
b � thickness �m�
D � elasticity matrix �Pa�
d � height �m�
E � Young’s modulus �Pa�
I � coefficient of rigidity �m4�
u � deformation vector �m�
u � x-directional deformation �m�
v � y-directional deformation �m�
w � z-directional deformation �m�

Greek Symbols
�ij � shear strain in i , j-plane
� � strain tensor
�i � i-directional normal strain
� � Poisson’s ratio
� � density �kg m−3�
� � stress tensor �Pa�
�i � i-directional normal stress �Pa�
�ij � shear stress in i , j-plane �Pa�
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Abstract 
The polymer electrolyte fuel cell (PEMFC) is a possible power source for many applications 
ranging from portable electronics to distributed energy production. In portable electronics the 
competition is mainly with batteries and the fuel cell system must be small and light. Using free-
breathing fuel cells that take their oxygen from the surrounding air reduces the required volume of 
auxiliary equipment. However, managing the free convection induced mass and heat transfer is 
difficult and by necessity relies on passive methods and cell design. This work focuses on modeling 
heat and mass transfer on the cathode of a free-breathing fuel cell. A comparison of two- and three-
dimensional models demonstrates that two-dimensional models do not give reliable results on the 
heat and mass transfer of such cells. The results also show that some earlier modeling efforts have 
been made using unnecessarily complicated or incorrect boundary conditions.  

Nomenclature

Symbol Quantity Value/unit
c concentration mol/m3

cp thermal capacity J/kgK
D binary diffusion coefficient m2/s
D~ Maxwell-Stefan diffusion coefficient  m2/s
E energy J
F Faraday constant 96485 C/mol 
g gravity vector m/s2

i current density A/ m2

j molar flux vector mol/m2s
k heat conductivity J/m2

M molar mass kg/mol 
n normal vector -
N molar flux on electrode boundary kg/m2s
p pressure Pa
R gas constant 8.314 J/molK 
T temperature K
t tangential vector -
q thermal flux W/m2

u velocity vector m/s
x molar fraction -
z number of electrons involved in a reaction -
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Greek symbols 
water transport number -
porosity -
density kg/m3

permeability m2

mass fraction -
dynamic viscosity Pa s   
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1 Introduction 
The polymer electrolyte membrane fuel cell (PEMFC) is a low temperature, small-scale fuel cell 
with  a  solid,  proton  conducting  electrolyte  membrane.  PEM  fuel  cells  could  be  used  as  a  power  
source in portable electronics where they offer advantages over traditional batteries such as no need 
for recharging time and potentially more power density. However, before large-scale 
commercialization can take place, problems concerning the storage of the hydrogen fuel, reliability 
and life-time of the cell will have to be solved. The power density and efficiency of the fuel cell are 
also critical in terms of possible commercialization. In free-breathing fuel cells these attributes are 
strongly dependant on the effectiveness of the passive mass and heat transfer to ambient air.  

A fuel cell system designed for use in portable electronics should be as compact as possible in order 
to minimize necessary auxiliary equipment. In a free-breathing fuel cell free convection in ambient 
air takes care of the heat and mass transfer on the cathode side of the cell. Free convection (a.k.a. 
natural convection) is caused by density variations in air resulting from temperature and 
concentration gradients generated by the operating fuel cell. Of these two, the temperature effect is 
usually  more  significant.  The  size,  geometrical  design  and  tilt  angle  of  the  fuel  cell  all  affect  the  
free convection phenomenon. 

In this work, the mass and heat transfer driven by free convection was studied on the cathode to 
gain an understanding of how this effect should be modeled and how the different geometrical and 
operating parameters affect the heat and mass transfer. It should be noted that the model developed 
here  is  an  example  of  a  worst-case  scenario  in  the  sense  that  the  ambient  air  is  still  and  all  
movement is caused by natural convection, which is usually not the case. In reality, heat and mass 
transfer fluctuate according to wind or drafts and other disturbances as shown in e.g. [1].  

The model consists of the cathode of a fuel cell and an ambient air zone surrounding the cathode. 
This corresponds to a fuel cell set in a larger portable application where the convection flow is 
blocked on one side by the device itself. Several simplifications were made in the modeling due to 
practical necessity. Only the cathode gas diffusion layer is included as a modeling domain and the 
cathode overpotential is taken as a constant across the active area. This is due to the fact that 
modeling the free convection in the ambient air requires a lot of computational capacity, and thus 
adding small-scale details such as the MEA would make the model computationally heavy. The 
product water of the cell reactions was assumed to be gaseous, i.e. two-phase flow conditions were 
not considered in this work. This decision was made partially due to necessity, since two-phase 
equations are complicated to solve, but mostly because of the fact that of the various required two-
phase parameters, only a few have been properly either measured or theoretically derived. Most 
two-phase parameters derive from experiments made on sand or soil samples and using these values 
and correlations for a fibrous, partially hydrophobic material such as the GDL is questionable. 
However, should satisfactory values for the two-phase parameters be discovered, the results of this 
work apply also to making a two-phase model of a free-breathing fuel cell. 

The aim of this work was to develop a good model of a free breathing fuel cell by comparing 
different approaches to modeling such cells. Here the focus is more on the free convection 
phenomenon and less on internal cell operation, thus complementing studies such as [2]. Different 
boundary conditions were studied to find the optimal one in 2D. Based on these results, a 3D model 
was built and its results were compared to those of the 2D models. This was done to evaluate 
whether 2D modeling of free-breathing fuel cells is reliable since it offers many advantages over 3D 
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models and has been used before, e.g. in [3]. The results show that some 3D models such as 
presented in [4] can be improved in terms of accuracy and computational efficiency by using 
different boundary conditions.  

2 Theory 
The models are divided into subdomains that include the ambient air zone, the cathode gas diffusion 
layer and the current collector ribs, the latter of which have to be excluded in the 2D model. The 
modeling domain is illustrated in Fig. 1. The area of the cell is 1 cm2. The cathode catalyst layer is 
assumed to be an infinitely thin layer on the gas diffusion layer boundary. The size of the ambient 
air zone was chosen so that further increase in size no longer affected the results since if the zone is 
too  small  there  is  a  risk  of  the  natural  convection  mass  transfer  becoming  more  efficient  than  in  
reality. 

The gas flow, species (nitrogen, oxygen and water) concentrations and temperature are modeled 
using the Navier-Stokes equations (in the ambient free convection zone), Darcy’s Law (in the gas 
diffusion layer), continuity equation, Maxwell-Stefan diffusion and convection equation and the 
energy equation. The product water of the cell is assumed to be gaseous. This is typically not the 
case in a PEM fuel cell, but serves here as a first approximation. The authors are working on 
implementing a three-dimensional model that takes into account liquid water.  

a) b) c)

Free 
convection 
zone

VI

V

II

IV

GDL

IIII

IV

II

VII

Figure  1.  A schematic  of  the  modeling  domain  in  a)  2D (not  in  scale),  b)  3D and  c)  the  cathode  
GDL and current  collector  ribs  enlarged  in  3D.  The  shaded  area  in  c)  corresponds  to  the  cathode  
GDL.

The equations used in the different modeling domains are standard electrochemical and mass 
transport equations used in fuel cell modeling with the effect of free convection derived buoyancy 
included. 

Mass, momentum and energy transport:  
0)( Tuuguu p (1)

0p (2)

0)( u (3)

TcTk p u)( (4)
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The use of the Navier-Stokes equations (1) to model flow is acceptable with laminar flow 
(Reynolds number below 2000). For the Darcy equation (2), the Reynolds number has to be below 
1.  The  first  condition  is  satisfied  in  the  whole  modeling  domain  and  the  latter  in  the  GDL.  
Consequently, Eq. (1) is used in the ambient air zone and Eq. (2) in the GDL. In the current 
collector ribs only energy transport is modeled. 

Multicomponent diffusion equations (Maxwell-Stefan equations) were used to model diffusion in 
the model: 

222 NO,H,O,0)( iii uj (5)

222 ,,

,
~

NOHOj
jijii xDj
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It should be noted that only two of the three (for oxygen, nitrogen and water) Maxwell-Stefan 
equations (5) have to be solved because the mass fraction of one species can be calculated from the 
other mass fractions since the sum of the mass fractions always has to equal one. Consequently, the 
mass fraction of nitrogen was calculated from those of oxygen and water, i.e. O222 HON 1 .

The Maxwell-Stefan diffusion coefficients ijD~  in the mass-averaged velocity frame are calculated 

from the binary diffusion coefficients Dij, which were calculated with Equations (8) and (9) [5], as 
discussed in [6]. This calculation is equivalent with another formulation used in some articles, see 
e.g. [7].  
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CD , where C is a constant (see Table (1)).  (8)

The driving force for free convection is the density difference in air caused by temperature and 
composition differences. The temperature dependency of the density of air is calculated according 
to the ideal gas law: 

OO xMxMxMM
RT
pM

222222 HHOONN, (9)

Boundary Conditions 
The boundaries of the 2D model are marked in Fig. 1 a). The 3D model has also thermally 
conductive current collectors. On the current collector boundaries, the temperature and its derivate 
are continuous and all the other fluxes are zero. The other boundaries are defined with appropriate 
boundary conditions listed in the following section.  

Boundary I: the cathode catalyst layer. Oxygen is consumed and water and heat are generated on 
this boundary. Since the mass flux of generated water is not equal to the mass flux of consumed 
oxygen, there is total nonzero velocity across this boundary. 

/)( 22 OHOp NNn (10)

OHOHOH 222 )( Nujn (11)
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222 )( OOO Nujn (12)
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4

326
0 F

Tiq  (the multiplier 0.8 follows 

from the assumption that 80 % of the generated heat is conducted out of the cell through the cathode 
side free convection). 

The current density i on the catalyst layer boundary is calculated from the Butler-Volmer equation 
(14) and depends on the temperature and the mass fraction of oxygen on the catalyst boundary. The 
cathode overpotential is assumed constant. The water transfer coefficient is 0.5. 
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where 0i  is the temperature dependent cathode exchange current density calculated from [8] 
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where E = 27 kJ/mol as discussed in [8]. 

Boundary II: Insulated GDL boundaries. There is no mass, heat or species transport across these 
boundaries. 

0pn (16)

0)( iii jnujn (17)

TcTk p un (18)

Boundary III: Boundary between the GDL and the free convection zone. The momentum equation 
changes  between Darcy’s  law and  Navier-Stokes  Equations.  The  effect  of  GDL porosity  is  taken  
into account as the difference (the multiplier )  between the  velocities  in  the  gas  diffusion  layer  
and the free convection zone. 

2O , O2H , and T are continuous across the boundary 

DarcyStokesNavier pnu (19)

DarcyStokesNavier pp (20)

Boundary IV: Insulated boundaries of the free convection zone. 
0u (21)

0)( iii jnujn (22)

TcTk p un (23)

Boundaries V, VI and VII: Free convection zone boundaries. 
0ut (24)

iii unujn )(  (Boundary V)  (25)
0

22 OO , 0

22 OHOH  (Boundaries VI and VII)  (26)

0TT (Boundary VII) (27)
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Alternative boundary conditions have also been used on these boundaries, see e.g. [8, 9]: 
0u (28)

0

22 OO , 0

22 OHOH  (Boundaries VI and VII)  (29)

0TT (Boundary VII) (30)

In short, with the alternative boundary conditions the gas velocity is fixed to zero and temperature 
and mass fractions are fixed to those of ambient air on the outer boundaries of the free convection 
zone. Thus for the air flow the boundaries are “closed”. The problem with this formulation is that a 
much larger modeling domain is required and the resulting free convection vortex can be 
problematic for the solver and typically more computing capacity is required since a finer mesh is 
necessary throughout the whole free convection zone. Both types of boundary conditions have been 
used in free convection modeling: for “open” boundaries, see e.g. [10] and for “closed” e.g. [9]. 

The governing equations (1-5) were solved with commercial finite element software, Comsol 
Multiphysics®. Depending on the cell dimensions, the models had 5000-10 000 elements, which 
corresponds to 60 000-120 000 degrees of freedom. The calculations were performed over a 64-bit 
client-server connection. The server computer had 12 Gb RAM and 40 Gb of swap-space. The 
operating system was SuSe 9.1 AMD64 Linux. The solution time with this hardware was from less 
than half an hour to a few hours. 

3 Results 
Quantities such as current density, temperature and mass fractions of water and oxygen were 
studied in the solved models. The aim was to find out how they vary between the 2D and 3D 
models and how changing the ambient air boundary conditions from open to closed affects these 
variables. This information allows for building a computationally efficient but still accurate model 
of a free-breathing fuel cell. 

2D model and Boundary Conditions 
Comparison of the results of 2D models with differently sized ambient air zones showed that the 
modeling domain has to be larger in the case of the closed boundary settings than with open, since 
otherwise the mass and heat transfer in the ambient zone will be overestimated. This causes the 
closed boundary settings to require more computing capacity. A sufficient distance for the 
boundaries from the fuel cell for both boundary settings was determined by enlarging the area until 
there was no significant difference resulting from further changes. The difference between the open 
and closed boundary conditions is shown in Fig. 2 and Fig. 3. The two flow fields are very different 
as a whole, but give similar results close to the cell.  
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Figure 2. The flow fields and temperature distribution in the 2D models with a) open and b) closed 
boundary settings. 

Comparison of the key parameters such as the current density and temperature of the cell show that 
with sufficiently large modeling domains, the differences between the two models are minute, less 
than 0.5 % for the current density and approximately 1 K for temperature. For the mass fractions, 
the differences are even smaller. In short, the closed boundary settings lead to slightly less efficient 
heat and mass transfer, presumably because the air velocity is a slower due to the zero-velocity 
boundaries. However, these differences are negligible. Thus both alternatives are suitable for 
modeling free convection. Using closed boundary conditions requires considerably more computing 
capacity and is thus impractical, especially for application in the 3D model. Based on these results 
the 3D model was implemented with the open boundary conditions.  

3D model 
The 2D model by necessity assumes a semi-infinite fuel cell with no cathode cover structures. The 
3D  model  corresponds  more  accurately  to  reality  since  the  width  of  the  cell  is  limited  and  the  
current collector ribs are included. A similar model has been published in [2], however, the 2D 
modeling results of this work showed that the ambient air zone must large compared to the size of 
the cell and it is probable that this model overestimates the efficiency of natural convection.  

As can be seen from results for current density, temperature and mass fractions illustrated in Fig. 3, 
there are significant differences between the two models. The current collector ribs affect the results 
in two ways: they hinder mass transfer as the gas flow cannot pass the solid ribs and improve the 
heat  removal  from the  GDL.  The  latter  is  a  consequence  of  the  good thermal  conductivity  of  the  
current collector which conducts the heat on to the current collector surface which is larger than the 
GDL surface and thus has better heat removal by natural convection. 

The mass fractions on the catalyst layer do not differ much between the two models. The weaker 
mass transfer in the 3D model decreases the oxygen fraction and increases the water fraction in 
comparison to the 2D model. With oxygen, the change is negligible, in the order of 1 %, but with 
water vapor, the difference is above 10 %, which is large enough to strongly affect whether the cell 
is flooding or not. However, the most important differences are observed with the temperature and 
current density values. The ribs improve heat transfer and thus the temperature of the cell is 6 - 8 K 
lower in the 3D model. This is also reflected in current density according to Equations (12 and 13), 
which increases the current density for the 3D model. Thus a 2D model predicts higher 
temperatures and lower current densities than realistic since the ribs are excluded. It should also be 
noted that the lower temperature and higher water mass fraction in the 3D model both suggest that 
the 2D model can not be reliably used to predict flooding.  
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Figure 3. The a) current density, b) temperature, c) water and oxygen mass fractions on the catalyst 
layer. In the 2D model, the values are taken on the catalyst layer boundary and in the 3D model on 
the symmetry edge of the GDL catalyst layer surface (corresponding to a vertical middle line on the 
boundary). The left side corresponds to the bottom of the cell and the right side to the top. 

The 3D model was also used for preliminary tests on the effect of cell size and tilt angle to the cell 
performance. Doubling the cell dimensions, i.e. quadrupling the area did not have a significant 
effect on the cell performance. This indicates that the cell size is small enough that free convection 
can provide sufficient reactants to the whole cell area.   

4 Summary and Conclusions 
Modeling is one approach to understanding the complex phenomena associated with free-breathing 
fuel cells. In this work, a model of a free-breathing fuel cell was developed in both two and three 
dimensions. The 2D model was used to optimize boundary settings and its results were used for 
building the 3D model. This model was used to study the natural convection phenomenon in the 
cathode of a free-breathing fuel cell and air surrounding the cell. 

Comparing the results of the 2D and 3D models shows that 2D free-breathing fuel cell models can 
not, in general, be expected to give reliable data since heat and mass transfer efficiency is 
overestimated. This error is largely due to the fact that in 2D models the current collector ribs and 
any other support structures must be excluded and thus the 2D models give overly optimistic results 
for  mass  transfer  while  heat  transfer  is  underestimated  as  the  heat  conduction  through  the  ribs  is  
absent.  

Testing  the  boundary  conditions  with  the  2D  model  showed  that  the  two  boundary  condition  
settings gave similar results but one, the “closed” boundary conditions approach, required much 
more computing capacity. The similarity of the results suggested that both were applicable for 
modeling purposes, and thus the computationally less demanding “open” boundary settings were 
used in 3D modeling. It should be noted that other models of free-breathing fuel cells have typically 
used closed boundary settings, which makes them unnecessarily heavy.  

The 3D model created in this work is computationally relatively light and can be used to study the 
effects of tilt angle, size and geometry to the cell performance. This is a subject for future work 
along with adding two-phase equations to the model. 
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Appendix
List of various constant and modeling parameters 

Name  Symbol Value 
Dynamic viscosity 1.81034·10-5 Pa·s 
Gravitational acceleration g 9.81 m/s2

Specific heat capacity of air cp 1005.38007 J/kg K 
Ambient temperature T0 298 K 
Universal gas constant R 8.314 J/mol K 
Ambient pressure p0 105 Pa 
Heat conductivity of air k 0.026044 J/m2

Oxygen concentration in ambient air cO2,0 8.39128 mol/m3

Water concentration in ambient air cH2O0 0.403621 mol/m3

Faraday’s constant F 96485 C/mol 
Molar mass of nitrogen MN2 0.0282 kg/mol 
Molar mass of oxygen MO2 0.032 kg/mol 
Molar mass of water MH2O 0.018 kg/mol 
Effective heat conductivity of the GDL kGDL 0.3 W/m2

GDL permeability 2.06·10-12 m2

Exchange current density  )( 00 Ti 0.01 A/m2

Activation overpotential c 0.6 V 
GDL porosity ep 0.5
Water transfer coefficient 0.5
Heat conductivity of the current collector kcc 14 J/m2

Specific heat capacity of the current 
collector ccc 1000 J/kg K 
Diffusion coefficient constant C 3.16·10-8

Diffusion volume for oxygen vO2 16.6·10-6 m3/mol 
Diffusion volume for nitrogen vN2 12.7·10-6 m3/mol 
Diffusion volume for water vH2O 17.9·10-6 m3/mol 
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