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Development of a robust and computationally-efficient active sound 
profiling algorithm in a passenger car 

[Robustin ja laskennallisesti tehokkaan aktiivisen äänenprofilointialgoritmin kehittäminen 
henkilöautoon]. Jari Kataja. Espoo 2012. VTT Science 5. 77 p. + app. 15 p. 

Abstract 
Active noise control is a technique to cancel unwanted sound using adjustable 
secondary sound. In active sound profiling, the target is to obtain a certain sound 
field or profile and the power over specific frequencies can be altered in a desired 
way, even by amplifying it. Active sound profiling can be used for increasing the 
sound quality in a passenger car, for example, by modifying the engine noise 
inside the car cabin. 

A fundamental algorithm in active sound profiling is the command-FXLMS (C-
FXLMS) algorithm, which is an extension of the famous FXLMS algorithm widely 
used in active noise control. The computational demand of the C-FXLMS algo-
rithm becomes excessive in multiple-channel systems with engine noise compo-
nents to be controlled using several loudspeakers and microphones. The most 
time-consuming part of the C-FXLMS algorithm is the filtering of the reference 
signals. In order to reduce the computational burden, a new way to modify the 
reference signals in narrowband systems has been developed in this work. In-
stead of conventional filtering operations, the new method is based on delaying 
the sinusoidal reference signals and modifying their amplitude. 

The algorithm should work reliably and maintain stability in all operating points. 
In this work, an adaptive leakage has been developed for the C-FXLMS algorithm 
to increase its robustness. The objective is to limit the adaptive filter coefficients at 
frequencies where the phase shift of the plant is large. Such phase shifts occur at 
resonances, for example, and the performance of the algorithm is drastically de-
graded. In this work, the C-FXLMS algorithm has also been combined with the EE-
FXLMS algorithm so that frequency-independent step sizes can be used. This 
increases robustness and enables faster tuning of the algorithm. 

The developed algorithm has been tested in a simulation model and in an ex-
perimental active sound profiling system installed in a car. The results prove that 
the algorithm works with sufficient accuracy. The convergence is fast and stability 
is maintained in all operating points. 
 

Keywords active noise control, active sound profiling, command-FXLMS algorithm, 
sinusoidal signal filtering, adaptive leakage factor 
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Robustin ja laskennallisesti tehokkaan aktiivisen äänenprofilointialgo-
ritmin kehittäminen henkilöautoon 

[Development of a robust and computationally-efficient active sound profiling algorithm in a 
passenger car]. Jari Kataja. Espoo 2012. VTT Science 5. 77 s. + liitt. 15 s. 

Tiivistelmä 
Aktiivinen melunvaimennus on menetelmä, jossa melua vaimennetaan säädettä-
vällä vastaäänellä. Aktiivisessa äänenprofiloinnissa puolestaan on tavoitteena 
halutun ääniprofiilin saavuttaminen, jolloin tiettyjä taajuuksia voidaan jopa korostaa 
vaimentamisen sijaan. Aktiivista äänenprofilointia voidaan käyttää esimerkiksi 
äänenlaadun parantamiseen henkilöauton sisällä moottoriääntä muokkaamalla. 

Aktiivisen äänenprofiloinnin perusalgoritmi on command-FXLMS (C-FXLMS)  
-algoritmi, joka on kehitetty aktiivisessa melunvaimennuksessa paljon käytetystä 
FXLMS-algoritmista. C-FXLMS -algoritmi tarvitsee huomattavasti laskentatehoa 
monikanavaisessa muodossaan, jolloin useita moottoriäänen kerrannaisia muoka-
taan usealla vastaäänilähteellä ja virhesensorilla. Suurimman osan laskentatehosta vie 
referenssisignaalien suodatus ja tehontarpeen vähentämiseksi on kehitetty uusi 
menetelmä sinimuotoisten referenssisignaalien suodatukseen. Uusi menetelmä 
perustuu signaalien viivästämiseen ja amplitudin muokkaamiseen. 

Algoritmin luotettavuus on myös tärkeä tekijä. Algoritmin pitää säilyttää suori-
tuskykynsä kaikissa toimintapisteissä ja toimia stabiilisti. Robustisuuden paranta-
miseksi on C-FXLMS -algoritmiin kehitetty adaptiivinen vuotokerroin. Sen tarkoi-
tuksena on rajoittaa adaptiivisia suodinkertoimia toimintapisteissä, joissa järjes-
telmän vaihevaste muuttuu äkisti. Sellaisia muutoksia tapahtuu esimerkiksi reso-
nanssitaajuuksilla, jotka aiheuttavat algoritmin suorituskyvyn heikkenemistä. Vuoto-
kertoimen lisäksi C-FXLMS -algoritmi on yhdistetty EE-FXLMS -algoritmin kanssa, 
jolloin samaa askelpituutta voidaan käyttää kaikilla taajuuksilla. Se lisää robusti-
suutta ja nopeuttaa algoritmin virittämistä. 

Kehitettyä algoritmia on testattu simulointimallissa ja henkilöautoon asennetussa 
aktiivisessa äänenprofilointijärjestelmässä. Tulokset osoittavat, että algoritmi pystyy 
seuraamaan haluttua ääniprofiilia riittävällä tarkkuudella. Algoritmi myös suppenee 
nopeasti ja toimii stabiilisti kaikissa toimintatiloissaan. 

 

Avainsanat active noise control, active sound profiling, command-FXLMS algorithm, 
sinusoidal signal filtering, adaptive leakage factor 
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Preface 
Work related to this licentiate thesis has been carried out in an EU-funded InMAR 
project (Intelligent Materials for Active Noise Reduction) during 2004–2008 and in 
a VTT-funded ANRAC project (Advanced Noise Reduction and Alteration Con-
cepts) during 2009. One of the main objectives in InMAR was to develop and 
construct an active sound profiling system in a passenger car. This objective was 
achieved in the project. In ANRAC, the system was further enhanced and the new 
algorithm was developed and tested. 

In InMAR, my work included studying active sound profiling algorithms and their 
implementation in Matlab/Simulink programming and simulation environment. The 
main work described in this licentiate thesis was done in ANRAC, in which the 
existing active sound profiling algorithm was enhanced to be more robust and 
computationally-efficient. My tasks included the development of the alternative 
method for reference signal filtering and the adaptive leakage factor. Together with 
my team members, the algorithm was programmed and its operation was evaluated 
in a simulation model. Finally, the algorithm was transferred to an experimental 
active sound profiling system installed in the passenger car. Implementation of the 
system and the experiments were mostly carried out by my team members. They 
also successfully tested the performance of the developed active sound profiling 
system. 

 
Jari Kataja 
Tampere, 22nd March 2012 
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1. Introduction 

1.1 Fundamentals of active noise control 

Active noise control is a technique for attenuating unwanted acoustic disturbances 
by controllable secondary sources. The outputs of the secondary sources are 
arranged to interfere destructively with the disturbance from the original primary 
source. Successful application of active noise control requires that there is both a 
good spatial and a good temporal matching between the field due to the secondary 
sources, and that due to the primary source. The requirement for spatial matching 
gives rise to clear limits on the upper frequency of active noise control, due to the 
physical requirement that the acoustic wavelength must be small compared with 
the zone of control. The requirement for temporal matching requires a signal pro-
cessing system that can adapt to changes in the primary noise. Active noise control 
works at low frequencies, up to 500–1000 Hz. where the acoustic wavelengths are 
long and passive noise control methods are inefficient. Active noise control is thus 
an excellent candidate for attenuating low frequency noise if the requirements 
mentioned above are closely studied [1], [2]. 

The components of an active noise control system include the secondary 
source, at least one sensor and the control system which is typically an analogue 
filter or a digital signal processor. The secondary source can be a loudspeaker or 
a structural actuator producing vibration. The sensors are microphones, accel-
erometers, tachometers or optical sensors. The primary noise can be broadband 
or narrowband. Broadband noise is caused, for example, by turbulence which is 
totally random. The energy of broadband noise is distributed over a large frequency 
band. Examples of broadband turbulence noise are low-frequency noise from jet 
planes and road noise inside a moving vehicle. By contrast, narrowband noise 
concentrates most of its energy at specific frequencies. Narrowband noise is related 
to rotating or repetitive machines and is periodic or nearly periodic. Examples of 
narrowband noise sources include internal combustion engines, turbines, com-
pressors, pumps and fans [3]. 

The concept for active noise control was first introduced in 1936 by Paul Lueg, 
who patented his idea that unwanted sound in a duct could be cancelled with a 
loudspeaker [4]. In the 1950’s, the first active noise control systems were con-
structed. After that, the development of active noise control was halted for twenty 
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years because of the lack of required technology. With the existing manual ana-
logue techniques, it was extremely difficult to produce secondary sound that had 
the amplitude and phase required to attenuate the primary noise. The advent of 
the microprocessor in 1970’s made it possible to apply digital signal processing 
techniques and devices for active noise control and construct practical active 
noise control systems. Since 1970’s digital systems have developed enormously 
and become more affordable. Nowadays, active noise control has various applica-
tions, from active hearing protectors to active control of cabin noise inside air-
crafts. Depending on the application, active noise control can be implemented 
using different control strategies, feedforward or feedback [5]. 

1.1.1 Feedforward control 

Feedforward control is typically used when time-advanced information about the 
primary noise can be obtained. This information is called as the reference signal 
and is obtained by a reference sensor located near or inside the primary noise source. 
A feedforward active noise control system is shown in Figure 1. The reference 
signal is fed to the controller and processed to form an output signal that cancels 
the primary noise. A feedforward active noise control system is typically adaptive 
so that the controller is automatically tuned if the primary noise varies. In an adap-
tive system, an error sensor is used for detecting the residual noise. The signal 
from the error sensor, called as the error signal, is used to adapt the controller [3]. 

  

Figure 1. Feedforward active noise control system. 

As an open-loop system, feedforward control is inherently stable. The algorithm 
can become unstable, however. Reference signal has to be coherent with the 
disturbance. Drawbacks are the acoustic feedback from the secondary source to 
the reference sensor if an acoustic reference sensor is used. The reference sen-
sor has to be located far enough from the secondary source to ensure causality. 
This means that the processing time of the controller has to be less than the prop-
agation time of the primary sound to the secondary source [3]. 
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The feedforward active noise control was first proposed in 1956 by Conover, who 
worked with active reduction of acoustic noise from large mains transformers [6]. 
The most famous application of active noise control is probably the feedforward 
active control of noise propagating in a ventilation duct. This application has been 
studied in various books and articles (e.g. in [1], [2], [3]) and also by the author [7], [8]. 
Even one of the fundamental papers about the famous and widely-used filtered-
reference least-mean-squares (FXLMS) algorithm deals with the active noise 
control in a duct [9]. Active noise control in a ventilation duct is illustrated in Figure 2. 
With a simple single-channel system containing only one reference, one error 
sensor and one secondary source, noise propagating downstream from the error 
sensor location can be attenuated if the diameter of the duct is small compared to 
the acoustic wavelength of the noise. Controlling higher order modes require a 
more complicated multichannel system [10]. 

 

Figure 2. Active noise control in a ventilation duct. 

Feedforward active noise control has also been applied for attenuating engine 
noise inside car and aircraft cabins. Since a well correlated reference signal can 
be obtained by monitoring the engine, active noise control has typically been ad-
dressed with feedforward control. An active system in a cabin is a multichannel 
system containing several secondary sources and error sensors. In car industry, 
feedforward active control of engine noise has been applied to production cars by 
Lotus, Nissan Bluebird, Honda in variable cylinder management systems and 
hybrid vehicles and Toyota in hybrid vehicles [11], [12]. In propeller aircraft such 
as B.Ae. 748, Saab 340/2000, C130 Hercules and King Air series, active systems 
have been installed to attenuate propeller-induced cabin noise [13], [14]. Propel-
ler-driven aircraft are prone to high noise levels which are related to the blade 
passage frequency of the engine. Active control of broadband noise inside jet 
aircraft has also been recently studied [15], [16]. Tractor and moving machinery 
cabin noise has been addressed in [17] and [18]. 
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1.1.2 Feedback control 

In feedback control, the error signal is fed back to the controller and used to process 
the output signal. A feedback active noise control system is shown in Figure 3. 

 

Figure 3. Feedback active noise control system. 

Feedback systems are typically fixed analogue systems or adaptive digital sys-
tems. A fixed analogue system can be efficiently built using analogue electronics. 
Another advantage is that no reference signal is required. Feedback systems 
have, however, several serious disadvantages. One disadvantage is that the con-
trol is not selective, i.e. any signal will be attenuated, not just those correlated with 
the reference signal. Another disadvantage is that the error sensor must be placed 
close to the secondary loudspeaker since the delay from the secondary source to 
the error sensor has to be kept minimal. The performance of feedback systems is 
limited by the stability of the feedback loop. Feedback systems may also suffer 
from spillover, also called waterbed effect, which causes amplification of noise 
outside the attenuated frequency band [1], [19]. 

The theory of feedback was first applied to active noise control by Olsen and 
May in 1953 [20]. They developed a device known as “electronic sound absorber” 
which improved sound absorption at low frequencies. Due to the limited distance 
between the secondary source and the error sensor, feedback active control is 
used in applications in which the zone of silence, i.e. the controlled space around 
the error sensor, can be relatively small. Applications in which feedback active 
control has proven to be useful are active headsets, active headphones and active 
hearing protectors. The principle of an active headset is illustrated in Figure 4. 
Such devices can be based on analogue or digital feedback control [21], [22]. 
Another area in which feedback active control has been studied is improvement of 
structural sound insulation by active means. For example, the sound insulation of 
aircraft cabin walls can be improved by using active panels [15]. 
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Figure 4. Active headset [22]. 

1.2 Active noise control in cars 

The acoustics of cars have always been an important marketing issue to car man-
ufacturers, especially in luxury vehicles. Since 1980’s, active noise control has 
been applied to cars and some systems have even reached the mass-production 
level. There were several problems with the early ANC systems in cars, however, 
that prevented a broader use of such systems. The reasons were technical (ab-
sence of long-term experience, lack of understanding in robustness and reliability), 
commercial (cost of components) and legal (patent right issues). At the same time, 
passive noise control methods were successfully applied, although they usually 
added weight and fuel consumption [11], [12], [23].  

During the last two decades, the situation has changed to favour the active 
methods. The concept of mechatronics (coupling electronics and signal pro-
cessing with mechanical systems) has become more accepted in general. The 
cost for ANC systems has dropped dramatically, due to cheaper DSP hardware 
and the possibility to integrate the active system with the other systems already 
existing in cars (audio system, CAN bus). The loudspeakers may need to be up-
graded for low frequency active control use. The microphones and associated 
wiring remain an additional cost for active control systems on some vehicles, alt-
hough others already have microphones fitted as standard, for hands-free tele-
phone operation, for example. The general experience with the ANC technology 
has grown and many long-standing issues with respect to robustness have been 
solved. The patents of the late 1980’s and early 1990’s have also expired. An 
important overall trend in the automotive industry is to improve the fuel efficiency 
of the vehicles by reducing weight. Reducing the weight of the body panels inevi-
tably degrades their ability to attenuate low frequency noise and thus provides a 
real opportunity for active systems to be used for controlling the low frequency 
noise and vibration without significantly increasing weight [11], [12], [23]. 
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Figure 5. The sources of noise associated with a car [24]. 

There are many sources of noise associated with a car as can be seen in Figure 5. 
They can be divided into narrowband harmonic and broadband random noise. 
Narrowband noise sources include the engine, drive train, air intake, exhaust and 
auxiliary systems such as the radiator fan. Broadband noise is caused by road-
tyre interaction and aerodynamic wind noise [24]. 

1.2.1 Control of narrowband noise  

The fundamental source of narrowband noise in a car is the engine. Engine noise 
is radiated into the passenger cabin mainly via the air intake manifold. Other trans-
fer paths include the bonnet panel through the wind screen, the bulkhead between 
the engine and the cabin and from the exhaust. The spectrum of the engine-
generated noise is composed of the harmonics of the engine firing frequency and 
engine rotation. In a four-cylinder car, the engine firing frequency is at twice the 
engine rotation rate. This second harmonic of the engine rotation frequency is 
called as the second engine order. The engine noise excites acoustic modes in-
side the passenger cabin, and in most mid-sized four-cylinder cars the dominant 
problem is the boom excited by the second engine order. A spectrum of the en-
gine noise inside a car is given in Figure 6, in which the first order, the second 
order and other dominant orders are marked. The engine rotation rate is about 
2000 RPM so the second engine order is at 2000/60*2  67 Hz. 
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Figure 6. Spectrum of the engine noise inside a car. 

For active control of the narrowband noise, the secondary sources can be located 
either in the cabin or at the air intake or exhaust outlet. With the latter approach, 
engine noise can be controlled for observers outside the car, not just those inside 
the cabin. Such system usually requires only one secondary source and a few error 
sensors, while a system inside the cabin requires several sources and sensors [24]. 

During the last decades, several systems for active engine noise cancellation 
inside the passenger cabin have been developed for production vehicles. The 
systems include: 

 A system developed for a 1.1 litre 4-cylinder car by Lotus Engineering and 
ISVR in 1988. The system used 4 loudspeakers located in the dashboard 
and front doors (integrated into the car audio system) and 8 microphones 
mounted in the head lining. It controlled the engine firing frequency and its 
harmonics, and reductions of about 10 dB were measured in the front 
seats above about 3000 RPM. The improvement in the overall A-weighted 
sound pressure level was 4–5 dB. Reductions at lower speeds were meas-
ured in the rear due to the suppression of the first longitudinal acoustic 
mode, having a nodal line near the front passengers’ heads [12]. 

 An almost identical system with the previous one implemented and mass-
produced by Nissan for Bluebird model in 1992 to cancel the second order 
engine boom. The system was separated from the car audio system and 
was relatively expensive. The car was available for a short time in the Jap-
anese market only and did not find any direct successors [12], [23], [24]. 

 An active system introduced by Honda in 2003 for a 3l iVTEC V6 engine 
with Variable Cylinder Management. In this engine, 3 of the 6 cylinders 
are temporarily deactivated. In the active system, active engine mounts 
are combined with an interior ANC system, which is integrated with the 
audio system. It uses 2 interior microphones but only 1 output signal 
which is distributed to both front and rear speakers with a fixed filtering. 
The ANC system focuses on the 1.5th engine order below 60 Hz. This 
system has been later utilised in many other Honda luxury models [23]. 
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 A 3-microphone 3-speaker system by Toyota in its 2008 Crown Hybrid 
made for Japanese market only. The feedforward system is illustrated in 
Figure 7 where the controller, ECU, is connected to the audio system of 
the car. During slow city drives of between 20 to 40 km/h where the en-
gine RPM is between 1000 to 3000 RPM, muffled noise at 50–150Hz can 
typically be transmitted to the car, impairing the car’s interior comfort. The 
active system is able to reduce noise levels by 5–8 dB [25]. 

 An ANC system by GM in its 2010 GMC Terrain and the Chevrolet Equi-
nox SUV, having 2 microphones and 1 loudspeaker [23]. 

 

Figure 7. Active noise control system for attenuating engine noise by Toyota [26]. 

Several experimental systems for engine noise cancellation inside vehicles have 
also been constructed. They include a system with 4 loudspeakers and 4 error 
sensors in a passenger car [27], a system using 6 secondary sources and 8 error 
sensors for a van [28], and a system in a truck cabin mock-up with 3 secondary 
sources and 3 error sensors [29]. 

Active systems for controlling the noise radiating from the engine air intake ori-
fice has been developed and tested by Siemens Automotive [30]. The secondary 
source was placed inside the air intake and the error sensor was located near the 
loudspeaker. The feedforward system was tested in several 6- and 8-cylinder cars, 
with the reference signal taken from a tachometer in the engine. The radiated 
engine noise from the induction system was effectively eliminated over the control 
bandwidth, the power draw of the loudspeaker was minimal and the flow restriction 
of the actively controlled inlet was significantly reduced compared to the produc-
tion air induction system. A similar system was developed by Hyundai Motors and 
Seoul National University [31]. An active intake control system for a 4-cylinder 
engine was constructed, with two loudspeakers placed on the side of the intake 
duct. As a result, maximum reduction of 30 dB was measured at the dominant 2nd 
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order and 10 dB at the 3rd and 4th orders under stationary conditions and 20 dB at 
the  2nd order under sweeping conditions. Efforts have also been conducted to 
enhance robustness of the control algorithm of the active intake system under 
rapid acceleration [32].  

The third way to control the engine noise is the active control of exhaust noise. 
With this approach, the active system can reduce the sound power output from the 
exhaust and may also improve the performance of the car by removing the need 
for current passive silencers [24], [33], [34]. Conventional silencers involve the use 
of a muffler system, which contains sound absorbing materials. It induces flow 
restriction and increased back pressure, which has a direct effect on the perfor-
mance of the engine. Active exhaust noise control systems can be hybrid, includ-
ing a simplified passive muffler and an active muffler, or totally active. Typically the 
systems include loudspeakers as the secondary source but also an electrically 
controlled valve has been used as the source [35]. 

Active vibration control has also been applied to vehicles for narrowband noise 
reduction. In vehicles with large engines and heavy duty trucks, the vibration from 
the engine can cause low-frequency booming inside the passenger cabin. In order 
to tackle this problem, active engine mounts adjusting the stiffness of the damping 
properties of the mount has been developed. Active engine mounts has been 
mass-produced by Toyota and Nissan. In 1997, Toyota developed an active 
mount based on feedforward control for reducing low-frequency idling boom in a 
V6 recreational vehicle. Nissan developed a similar system for diesel engines in 
1998 [11], [24]. 

1.2.2 Control of broadband noise 

Road noise is caused by interactions between the tyres of the car and irregulari-
ties in the road surface. Road noise is a strong contributor of unwanted sound 
power in many cars. The main processes of noise generation occurring within a 
rotating tyre are vibration of the tyre structure and acoustic phenomena caused by 
the tyre-road interaction. These noise sources combine to produce a broadband 
spectrum, which contains large amounts of energy in the sub-audio range [36]. 
The vibration of the tyres, as with most noise sources in a car, take more than one 
route into the passenger cabin. One such route is acoustic noise radiating from the 
tyres, which is amplified by the horn effect caused by the geometry of the tyre and 
the road, being channelled up through body panels on the car. Another route is 
structure-borne, in which vibration from the tyres is transmitted through the sus-
pension and into the body structure. The primary path for the structural transmis-
sion is through the suspension mounts. Both transmission paths into the cabin 
result in the vibration of the car body, which leads to excitation of specific modes 
of different parts of the car. These include bending and torsional vibration of the 
whole body, “ring mode” vibration of the passenger compartment and bending 
modes of the engine and transmission, cabin acoustic resonances and body panel 
plate modes [24]. 
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Over the years many active control systems have been developed to deal with 
the problem of road noise [11], [12], [37], [38], [39], [40]. Many of the systems 
used feedforward techniques, with reference signals derived from accelerometers 
on the vehicle suspension and body [12]. In order to obtain reasonable levels of 
active control, it was found that about six reference signals were required. This is 
because the tyre vibration is relatively uncorrelated in its various degrees of free-
dom, and reference signals have to be used for all the significantly contributing 
sources. Although many of these systems were experimentally successful, there is 
often a long way to go from initial development to the production line. One system 
that has made it to production was developed at Honda in 2000 [40]. The system 
is based on combined feedforward-feedback control so that a feedback loop is 
used to control noise in the front seats of the passenger cabin, while the error 
microphone of the feedback system provides a reference signal for a fixed feed-
forward system to control the noise in the rear seats. The whole system is incorpo-
rated into the music system in a Honda Accord station wagon. This system is 
designed to control a 40–50 Hz boom caused by the excitation of the first longitu-
dinal acoustic mode by road vibration. Estate cars are particularly prone to this 
phenomenon due to the increased length of the passenger compartment. The 
control system configuration is able to achieve a 10 dB reduction at low-frequency 
road noise in the region of the front passenger seat. The commercial success of 
this system is due to the reduction in cost that has been made over previous ANC 
car systems. This has been achieved by the elimination of expensive DSP hard-
ware, by using feedback and fixed forward control strategies, rather than the more 
expensive adaptive feedforward control. 

Wind noise is a less significant source of random noise at low speeds than road 
noise, but becomes noticeable at high road speeds, approximately above 90 km/h. 
Wind noise is created by many different aerodynamic structures over the surface 
of a car, which excite a wide range of frequencies. These vary from low frequency 
noise produced by turbulence due to large-scale flow separation (6–100 Hz), to 
vortex shedding (at 100–500 Hz and 1000 Hz), leaking window seals (at 1000–
8000 Hz) and turbulent flow over door and bodywork gaps (2000–4000 Hz). Pre-
liminary work was conducted by Lotus engineering and the ISVR (Institute of 
Sound and Vibration Research at University of Southampton) in the early 1990’s 
to create an adaptive feedback control system to reduce sound levels inside the 
cabin due to a low frequency tonal boom at a specific resonant road speed 
brought about by open sunroofs. The frequency of this resonance is dependent on 
both the volume of the cabin cavity and the size of aperture created by the open 
sunroof. At a frequency of 25 Hz, a reduction of 30 dB was achieved, although a 
slight increase in broadband noise was experienced [24]. 

1.3 Active sound profiling in cars 

A recent trend with the active systems in cars is the active control of the overall 
sound quality, instead of the pure sound level. Many cases arise in the control of 
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sound quality when it is not necessary to completely cancel the sound field, but it 
is desirable to retain or even enhance specific frequencies of a given spectrum. 
This is often the case in the car industry, where the acoustic impression of a car 
can be altered by enhancing some engine orders and reducing others. The active 
control of sound quality generally involves a control system that drives the micro-
phone signals inside the car towards a target, or command signal, instead of min-
imising it. Depending on the source, this has been termed noise equalisation, 
sound design/synthesis, sound/noise profiling and sound quality control. Recent 
trends also include the use of active control systems to provide a smoothly chang-
ing sound profile with engine speed, but with an emphasis on sporty sound during 
acceleration. Characteristics of different engine types could be an excellent start-
ing point for designing the sound profile of a car. Depending on the number of 
cylinders and the engine configuration (straight or V-shaped), the engine noise 
may sound growly or smooth [41]. With sound profiling, it could also be possible to 
provide an acoustic environment inside the vehicle that encourages the owner to 
drive in a more fuel-efficient way, for example [12], [24]. 

Traditionally, enhancing the subjective engine sound quality has been tackled 
with passive, mechanical solutions while active approaches have not been taken 
into considerations even if they were viable and easier to implement [23]. Active 
sound profiling requires a substantial amount of digital signal processing and the 
hardware is often too expensive to be accepted by car manufacturers. During the 
last years, however, car manufacturers including Volkswagen, Mini, BMW and 
Audi have started to utilise active solutions for improving sound quality [23]. A 
prototype system has also been constructed in a Ford C-Max [42]. 

Active control of sound quality may become more important with the use of hy-
brid vehicles and in vehicles with variable cylinder management [43]. The quality 
of the sound inside these vehicles changes with the power source, which can be 
disconcerting to the driver. In conventional vehicles, certain noise phenomena are 
masked by the engine noise. In situations where the combustion engine is turned 
off in a hybrid vehicle, these noise components can become dominant and annoy-
ing [44]. This is a particular problem in electrical vehicles [45]. It is not yet clear 
how the interior noise of an electrical vehicle should sound like, but active sound 
profiling is an option for artificially generating the engine noise both inside and 
outside the vehicle. In hybrid concepts, the driving condition is often decoupled 
from the operation state of the combustion engine, which leads to unusual and 
unexpected acoustical behaviour. Pedestrian safety is also an issue with hybrid 
and electrical vehicles, since the electric motor operates nearly silently and the 
vehicle may not be heard by pedestrians. Lotus Engineering has addressed this 
problem in hybrid vehicles by projecting engine sounds externally to improve pe-
destrian safety [46]. The system also employs active noise cancellation to reduce 
noise inside the cabin. 
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2. Feedforward active noise control 

Feedforward control has already been introduced in Chapter 1.1.1. The objective 
of this chapter is to describe the algorithms used for adapting the feedforward 
controller in single-channel and multi-channel systems. The stability of the algo-
rithms is also analysed. 

2.1 Adaptation algorithms 

Algorithms for adapting the feedforward controller are considered. The algorithms 
are based on the famous LMS algorithm which minimises the mean-square value 
of the error signal. In active noise control systems, the influence of the secondary 
path from the secondary source to the error sensor has to be taken into account. 
The secondary path influences both the algorithm itself and the stability of the 
system. 

2.1.1 LMS algorithm 

When discussing about adaptive filtering, the LMS algorithm is typically referred to 
as a standard algorithm. The LMS algorithm is based on the method of steepest 
descent in which the adaptation is done recursively using the gradient vector of 
the squared error. The LMS algorithm for adaptive noise cancellation is illustrated 
in Figure 8. The objective is to cancel the disturbance signal d(n) with the output of 
the adaptive filter, y(n). The error signal e(n), which is the sum of the disturbance 
and the adaptive filter output, is used for adapting the adaptive filter W(z) so that 
the error is minimised. In the adaptation, also the reference signal x(n) is needed. 
The reference signal contains information about the disturbance and thus corre-
lates with it. If the reference signal is equal to the disturbance, the disturbance can 
be totally minimised. Otherwise, the disturbance is cancelled only at the frequen-
cies where the signals correlate. 
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Figure 8. LMS algorithm. 

The error signal is expressed as 
 ( ) = ( ) + ( ) = ( ) + ( ) ( ), (1) 

where w(n) is the filter coefficient vector and x(n) is the reference signal vector. In 
signal processing applications, the error signal is typically expressed as the differ-
ence of the disturbance and the output signal. In acoustic applications, however, 
the signals can be considered as interfering sound fields and summation of the 
signals is thus preferred. 

The mean-square error can be written as 
 ( ) = [ ( )] = [ ( )] + 2 ( ) + ( ) ( ), (2) 

where p is the cross-correlation vector between the disturbance and the reference 
signal and R is the autocorrelation matrix of the reference signal. 

Equation 2 requires the computation of the cross-correlation vector and auto-
correlation matrix, which becomes too time-consuming in a practical system with 
nonstationary signals. To overcome this problem, the method of steepest descent 
is employed. The filter coefficients are updated towards the negative gradient at 
each time step as 

 ( + 1) = ( ) ( ), (3) 

where  is the step size used for controlling the stability and the rate of conver-
gence. 

An instantaneous version of the squared error, e2(n), is used to estimate the 
mean-square error (n). The gradient estimate then becomes 

 
( ) = 2[ ( )] ( ) = 2 ( ) ( ). (4) 

Substituting Equation 4 into Equation 3 as the gradient gives 
 ( + 1) = ( ) ( ) ( ), (5) 

which is called the LMS algorithm [47]. 
The step size of the LMS algorithm has to be chosen so that 

LMS
algorithm

d(n)

e(n)

x(n) y(n)
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 0 < < , (6) 

where Px = E[x2(n)] is the power of the reference signal and Lw is the length of the 
filter coefficient vector [3]. There are also other rules for choosing the step size, 
giving a smaller upper bound, but generally the factors restricting the step size are 
the filter length and the reference signal power. 

2.1.2 FXLMS algorithm 

The LMS algorithm cannot be used in active noise control as such, however. The 
adaptive filter is followed by the secondary path from the secondary source to the 
error sensor. The output signal is thus modified by the secondary-path transfer 
function before it reaches the cancellation point at the error sensor. In active noise 
control, the error signal becomes 

 
( ) = ( ) + ( ) = ( ) + ( ) ( ) 

= ( ) + ( ) [ ( ) ( )], 
(7) 

where s(n) is the impulse response of the secondary path. 
The gradient term in the LMS algorithm is then expressed as 

 
( ) = 2[ ( )] ( ) = 2[ ( ) ( )] ( ) = 2 ( ) ( ), (8) 

where x'(n) is called the filtered reference signal vector. Substituting the gradient 
term into the equation of the steepest descent algorithm gives 

 ( + 1) = ( ) ( ) ( ), (9) 

which is the filtered-reference (or filtered-x) LMS (FXLMS) algorithm [3], [9]. 
The block diagram of the FXLMS algorithm is given in Figure 9. The secondary 

path is denoted as S(z) and the secondary-path estimate as (z). 

 
Figure 9. Block diagram of the filtered-x LMS algorithm. 

It has been empirically found that the maximum step size for the FXLMS algorithm 
is approximately 
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 = ( ), (10) 

where Px  = E[x 2(n)] is the power of the filtered reference signal, Lw is the length of 
the adaptive filter  and  is the overall delay in the secondary path in samples [5]. 
The delay in the secondary path is the most significant factor influencing the dy-
namic response of the feedforward active noise control system. Therefore, the 
delay should be kept small by decreasing the distance between the secondary 
source and the error sensor and reducing the delay of the control system compo-
nents. In practice, the FXLMS algorithm is stable even if the adaptive filter coeffi-
cients change significantly on a timescale associated with the dynamic response 
of the secondary path [3]. 

2.1.3 Eigenvalue-equalised FXLMS algorithm 

One of the limitations of the FXLMS algorithm is that it exhibits frequency-
dependent convergence behaviour. This can lead to a significant degradation in 
the overall performance of the system if the noise is time-varying. In an engine, for 
example, the frequency changes as the speed of the engine varies during opera-
tion. If the frequency associated with the engine speed changes faster than the 
algorithm can converge and attenuate that particular frequency, the performance 
of the ANC system will be degraded. Poor performance is expected at frequencies 
where the convergence of the algorithm is slow. 

The frequency-dependent convergence is related to the eigenvalues of the au-
tocorrelation matrix of the filtered reference signal. The step size of the FXLMS 
algorithm has to be chosen so that 

 0 < < , (11) 

where max is the largest eigenvalue of the reference signal autocorrelation matrix [3]. 
The selection of the step size is thus based on the maximum eigenvalue in the 
frequency range of interest, and performance is degraded at frequencies where 
the eigenvalues are small. The filtered reference signal is obtained by filtering the 
reference signal with the secondary-path model. If all frequencies in the reference 
signal were equally weighted, the maximum step size could be determined by the 
magnitude of the secondary-path model (z). In order to ensure stability, the step 
size has to be chosen based on the frequency where the magnitude of (z) is the 
largest [48]. This slows down the convergence at frequencies where the magni-
tude of (z) is small. The eigenvalues of the autocorrelation matrix and the magni-
tude of (z) are related so that the maximum eigenvalue occurs where the re-
sponse of (z) is large. Manipulating the magnitude coefficients of (z) thus modifies 
the eigenvalue spread. If the magnitude coefficients were flat over frequency, the 
eigenvalue spread should also be more flat over frequency. In [17], a method for 
flattening the magnitude coefficients has been described. It can be summarised as 
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1. Obtain the time domain impulse response (n) for each secondary path 
through an offline system identification process. 

2. Take the fast Fourier transform (FFT) to obtain ( ). 

3. Divide each value in the FFT by its magnitude and then multiply by the 
mean value of the FFT: 

 ( ) = ( )
( ) mean ( )   (12) 

4. Compute the inverse FFT to obtain a new (n). 

The new (z) can then be used in the FXLMS algorithm for filtering the reference 
signal. The algorithm is called as the eigenvalue-equalised FXLMS (EE-FXLMS) 
algorithm [17], [49]. 

In the previous process, the resulting (z) has an inverted phase response if 
the mean value of the FFT is negative. This leads to unstable operation of the 
FXLMS algorithm. It is thus proposed that the modified (z) is calculated as 

 ( ) = ( )
( ) mean ( )   (13) 

so that, instead of taking the mean of the FFT, the mean value of the magnitude of 
the FFT is used. 

Further development of the EE-FXLMS algorithm has been carried out in [50]. 
A genetic algorithm has been used for optimizing the magnitude coefficients of 

(z) in order to obtain a more uniform eigenvalue span. The reference signal was 
assumed to consist of several tones that have a constant frequency and ampli-
tude. Therefore, if the frequency or amplitude changes, the optimal performance of 
the algorithm is lost. 

2.1.4 Leaky FXLMS algorithm 

In order to increase the robustness of the FXLMS algorithm, a leakage factor can 
be introduced to limit the output of the adaptive filter. The update equation of the 
leaky FXLMS algorithm is 

 ( + 1) = ( ) ( ) ( ), (14) 

where  is the leakage factor with 0 <  1. 
Using the leakage factor, divergence of the filter coefficients can be avoided 

and the stability of the FXLMS algorithm can be improved. The leakage factor 
should be kept larger than 1-  in order to maintain an acceptable level of perfor-
mance [3]. 
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2.2 Multichannel control 

In multiple-channel active noise control systems, several secondary sources and 
error sensors are used. Multichannel systems are used for controlling three-
dimensional enclosure like a car or aircraft cabin. Selecting the number of sec-
ondary sources and error sensors as well as the optimisation of their locations has 
been widely studied [1], [2], [3]. In principle, the number of secondary sources is 
related to the acoustic modes that have been excited. In an enclosure with a re-
verberant noise field, it is difficult or even impossible to obtain a reasonable esti-
mate of the reference signal. In a cabin where noise is engine-related, the refer-
ence signal can be measured from the engine using a tachometer, for example. 
Control of noise field in an enclosure or free space may be global or local. With the 
local approach, noise is controlled locally around the error sensors and noise level 
may even be increased in some other areas. In a car cabin, local control is typically 
used with error sensors positioned near the passengers’ heads. Several reference 
signals are needed if the harmonics of the engine noise are controlled separately. 
This is typically the case in active sound profiling where the level of each harmonic 
is driven to a pre-determined value, not zero. 

A simplified block diagram of the multichannel ANC system is illustrated in Fig-
ure 10. The reference signals form a reference signal vector x(n) which drives the 
K × J adaptive filters W(n) from the J reference inputs to the K secondary sources. 
The primary noise field d(n) is cancelled by minimizing the sum of squares of 
residual noise measured by M error sensors. The components of the error signal 
vector e(n) are formed by the M error sensor outputs. The matrix  represents 
estimates of the M × K secondary paths from the K secondary sources to the M 
error sensors. 

 
Figure 10. Multiple-channel ANC system using the FXLMS algorithm. 

The multichannel FXLMS algorithm for updating the adaptive filters can be written as 
 ( + 1) = ( ) ( ) ( )  (15) 
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for k = 1,2,…,K and j = 1,2,…,J. There are JKM filtered reference signals that are 
calculated as 

 ( ) = ( ) ( ), (16) 

where mk(n) is the impulse response of the secondary path model from kth output 
to mth error sensor. 

The output to the kth secondary source is 
 ( ) = ( ), (17) 

where 
 ( ) = ( ) ( )  (18) 

is the output of the adaptive filter from jth reference to kth output [51]. 
The multichannel FXLMS algorithm requires a significant amount of computa-

tion, especially if long adaptive filters and secondary-path models are used. At 
each time step, there are JKM reference signals to be filtered, JK adaptive filters 
to be updated and K output signals to be computed. The computational demand of 
the algorithm is summarised in Table 1. 

Table 1. Computational demand of the multichannel FXLMS algorithm. 

 Multiplications Additions 

Filter adaptation JK(LwM + Lw) 2JKMLw 

Output computation JKLw JK(Lw - 1) 

Reference signal filtering JKMLs JKM(Ls - 1) 

2.3 Secondary-path modelling 

The FXLMS algorithm and its variants require the model of the secondary path. 
Assuming that the characteristics of the secondary path are time-invariant, the 
model can be obtained from an offline system identification process illustrated in 
Figure 11. During the identification, white noise is fed to the secondary source and 
the impulse response of the secondary path is estimated using LMS algorithm. 
The model of the secondary path, (z), is typically an FIR filter. The identification 
process should be long enough so that the error signal e(n) is minimised and the 
model has converged. 
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Figure 11. Identification of the secondary path. 

The accuracy of the secondary-path model has a clear effect on the stability of 
FXLMS algorithm. The response of the model does not have to exactly match that 
of the secondary path and it is often sufficient to use a relatively low-order filter. 
For convergence, the phase error of the model should be within ±90 . Phase er-
rors of 40° hardly affect the convergence speed of the algorithm [3]. 
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3. Active sound profiling algorithms 

In this chapter, algorithms targeted for active sound profiling are described. Active 
sound profiling is typically used for obtaining a desired engine noise spectrum 
inside a car cabin. In this case, the active system works at single frequencies and 
narrowband algorithms can be utilised. 

3.1 Narrowband noise cancellation/equalisation 

A simple way to control narrowband noise is an adaptive notch filter (ANF). An 
adaptive notch filter uses a sinusoidal reference signal and two adaptive weights 
to cancel narrowband noise. The advantages of the adaptive notch filter are easy 
control of bandwidth and the capability to adaptively track the exact frequency of 
the disturbance. 

 

Figure 12. Adaptive notch filter used for noise cancellation. 
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The block diagram of a single-frequency adaptive notch filter used for cancelling 
narrowband noise is shown in Figure 12. The noise source produces narrowband 
noise which propagates through the primary path P(z) to the cancellation point. 
The output of the adaptive notch filter, y(n), is fed through the secondary path S(z) 
and interferes with the primary noise so that the error signal e(n) is driven towards 
zero. The sinewave generator produces a sinusoidal reference signal having the 
same frequency as the primary noise. The sine wave is used as the input signal 
for the adaptive weight w1 while the input signal for the other adaptive weight, w2, 
is a cosine wave obtained by shifting the phase of the sine wave by 90°. The out-
put of the adaptive notch filter is the sum of the weighted sine and cosine waves. 
The secondary-path model (z) is used for filtering the input signals. The filtered 
signals are then used for adapting the weights. 

The adaptive notch filter can be extended to an adaptive noise equaliser (ANE), 
which can either amplify or attenuate narrowband noise. The block diagram of the 
adaptive noise equaliser is given in Figure 13. 

 

Figure 13. Adaptive noise equaliser. 

In the adaptive noise equaliser, the amplitude of the residual harmonic is deter-
mined by a gain parameter . In convergence, the modified error, e (n), becomes 

 ( ) = ( ) + ( ) = ( ) + (1 ) ( ) + ( ) = 0, (19) 

where y'(n) = s(n)*y(n) and '(n) = (n)*y(n) are the output signals filtered by the 
secondary path and the secondary-path model. If the secondary-path model is 
accurate, so that (z) = S(z), Equation 19 can be written as 

LMS
algorithm

Noise source

Sinewave
generator

P(z)

LMS
algorithm

d(n) +

+

e(n)

x1(n)

x2(n)

w1(n)

w2(n)

S(z)

(z)
y(n)

(z)

x'1(n)

x'2(n)

1-

(z)

+
+

e'(n)

(1- )y'(n)

y'(n)^

90



3. Active sound profiling algorithms 
 

32 

 ( ) + (1 ) ( ) + ( ) = ( ) + ( ) = 0. (20) 

The error signal can now be expressed as 
 ( ) = ( ) + (1 ) ( ) = ( ) (1 ) ( ) = ( ). (21) 

Thus, the error signal e(n) contains a residual component of the narrowband noise 
whose amplitude is controlled by adjusting the gain value . With  = 0, the adap-
tive noise equaliser is reduced to the adaptive notch filter [52]. 

The weights of the adaptive notch filter, or adaptive noise equaliser, can be 
adapted using the FXLMS algorithm. In the following, adaptive notch filter for con-
trolling a single frequency or multiple frequencies are described. The multiple-
channel case with several output and error signals is also discussed. 

3.1.1 Single-frequency system 

A single frequency adaptive noise canceller/equaliser has two adaptive weights 
and two reference inputs, the sine and cosine wave. The output of the system is 

 ( ) = ( ) ( ) + ( ) ( ), (22) 

where w1 and w2 are the adaptive weights and x1 and x2 are the sine and cosine 
wave. The weights are adapted using the FXLMS algorithm, 

 ( + 1) = ( ) ( ) ( ), i = 1,2, (23) 

where µ is the step size and x'i is the reference signal filtered by the secondary-
path model [3]. 

3.1.2 Multiple-frequency system 

In practical ANC systems, periodic noise usually contains tones at the fundamen-
tal frequency and at several harmonic frequencies. This kind of noise can be at-
tenuated by a filter with multiple notches. The realisation of multiple notches re-
quires higher-order filters which can be realised by parallel or cascade connection 
of multiple second-order sections. 

In direct form, the reference signal is a sum of J sinusoids and the adaptive fil-
ter has a length of Lw so that Lw  2J. When a sum of sinusoids is applied to an 
adaptive filter, a notch will be formed at each reference frequency. Therefore, a 
narrowband ANC system will provide effective cancellation of every sinusoidal 
component of the disturbance. If the frequencies of the reference sinusoids are 
close together, a long filter (Lw >> 2J) is required to give good resolution between 
adjacent frequencies. This is an undesired solution since a higher-order adaptive 
filter results in slower convergence and higher excess error. The block diagram of 
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the direct-form multiple-frequency ANF is shown in Figure 14, where W(z) is the 
adaptive filter and x(n) is the reference signal consisting of several sinusoids [3]. 

 

 

Figure 14. Block diagram of the direct-form multiple-frequency adaptive notch filter. 

In parallel form, J two-weight adaptive filters are connected in parallel to attenuate J 
sinusoidal components of the primary noise. The signal for cancelling jth sinusoid is 

 ( ) = , ( ) , ( ) + , ( ) , ( ), (24) 

which corresponds to the single-frequency case when J = 1. The output of the 
parallel-form adaptive notch filter is 

 ( ) = ( ). (25) 

Each reference input is filtered by the secondary-path model (z) which has a 
length of Ls. Reference signal filtering requires intensive computation when both J 
and Ls are large. Similar to the single-channel case, the update equations for the 
adaptive weights are 

 
, ( + 1) = , ( ) , ( ) ( ) (26) 

 
, ( + 1) = , ( ) , ( ) ( ), (27) 

where j = 1,2,...,J  is the channel index and j,1(n) and x j,2(n) are the secondary-
path filtered sine and cosine waves at jth reference frequency [3]. 

The block diagram of the parallel-form multiple-frequency adaptive notch filter is 
shown in Figure 15. The system consists of J two-tap adaptive filters, Wj(z), hav-
ing the reference signal xj(n) which consists of the sine and cosine wave at jth 
frequency component. 
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Figure 15. Block diagram of the parallel-form multiple-frequency adaptive notch filter. 

3.2 Command-FXLMS algorithm 

The objective of the FXLMS algorithm is to force the error signal to zero. However, 
in active sound profiling, the target is to drive the error signal to a desired value. 
This target can be achieved using the command-FXLMS (C-FXLMS) algorithm, 
which requires the error signal to tend towards a given command signal having a 
predetermined amplitude, instead of zero [24]. This is done by subtracting the 
command signal from the error signal and creating a new pseudo-error signal. The 
pseudo-error is then used in the calculation of the gradient term, so that the 
FXLMS algorithm minimises the pseudo-error. 

The block diagram of the command-FXLMS algorithm with a single-frequency 
adaptive notch filter is shown in Figure 16. The command signal is denoted as c(n) 
and the pseudo-error is e'(n). The weights of the adaptive notch filter are updated as 

 ( + 1) = ( ) ( ) ( ), i = 1,2. (28) 

 

 
Figure 16. Block diagram of the single-frequency command-based FXLMS algorithm. 
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In active sound profiling, the command signal values are determined using a psy-
choacoustic profile. In the profile, the desired sound pressure levels for each con-
trolled engine order are specified at each frequency. The profile can be imple-
mented as a lookup table where the desired amplitude values for c(n) are stored 
as a function of frequency. The command signal is then generated by taking the 
reference signal from the sinewave generator and multiplying it by the desired 
amplitude at that specific frequency. 

The command-FXLMS algorithm provides fast convergence and is stable 
against errors in the secondary-path model. For C-FXLMS algorithm, the same 
stability conditions and limits for the step size as with the FXLMS algorithm hold [53]. 
A drawback of the algorithm is that the control effort becomes excessive if the 
command signal is out of phase with the disturbance. The control effort is equal to 
the mean-square value of the output signal and is proportional to the loudspeaker 
power required to drive the pseudo-error to zero [53]. More sophisticated algo-
rithms have also been developed for active sound profiling. They include Internal 
Model FXLMS, Phase Scheduled Command-FXLMS and Automatic Phase Com-
mand-FXLMS [24], [53]. They are extensions to the command-FXLMS algorithm 
and provide a smaller control effort but, on the other hand, they are not as stable 
as the command-FXLMS. The extended algorithms are also more complicated 
and thus require more computation. 

The adaptive noise equaliser shown in Figure 13 is more sensitive to errors in 
the secondary-path model. It is also unable to produce a non-zero output if the 
disturbance signal is zero [24]. In [54], ANE is combined with filtered-error LMS 
(FELMS) algorithm and normalised reference signal generator to obtain a more 
stable system with faster convergence. 

In [55] and [56], a NEX-LMS algorithm is described for the equalisation of har-
monic noise components. It is based on internal model control and reference sig-
nal normalisation and provides an improved convergence rate with the cost of 
increased complexity. Filter adaptation can also be done in frequency domain [57]. 

3.3 Multiple-channel active sound profiling 

Combining the multiple-channel FXLMS algorithm described in Chapter 2.2 with 
the command-FXLMS, an algorithm for controlling multiple narrowband compo-
nents with several secondary sources and error sensors is obtained. The multiple-
channel narrowband ASP system consisting of J references, K secondary sources 
and M error sensors is illustrated in Figure 17. 
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Figure 17. Multiple-channel active sound profiling system using C-FXLMS algorithm. 

Matrices W1(n) and W2(n) contain the weights of the adaptive notch filters for the 
reference sines and cosines, respectively. There are two reference signal vectors, 

 ( ) = [ , ( ) … , ( )] (29) 

 ( ) = [ , ( ) … , ( )], (30) 

where x1(n) contains the sine waves and x2(n) the cosine waves. The adaptive 
weight matrices W1 and W2 represent the response from the J sine and cosine 
waves to the K outputs. They can be written as 

 ( ) =

, ( ) , ( )
( ) ( )

… , ( )
… ( )

, ( ) , ( ) … , ( )

 (31) 

 ( ) =

, ( ) , ( )
( ) ( )

… , ( )
… ( )

, ( ) , ( ) … , ( )

. (32) 

The output to the kth secondary source is 
 ( ) = ( ), (33) 

where 
 ( ) = , ( ) , ( ) + , ( ) , ( ) (34) 

is the component of the kth output signal derived from the jth reference. 
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There are M × K secondary paths between the secondary sources and error 
sensors, which are modeled by FIR filters mk(z). They are used for generating the 
J × M × K filtered versions of the sine and cosine waves. The weights of the adap-
tive notch filters W1(n) and W2(n) are adjusted by the FXLMS algorithm. The up-
date equations for the adaptive weights from jth reference to kth output are 

 
, ( + 1) = , ( ) , ( ) ( )  (35) 

 
, ( + 1) = , ( ) , ( ) ( )  (36) 

where x jkm,1(n) and x jkm,2(n) are the filtered sine and cosine waves, respectively. 
The pseudo-error signals e'm(n) are computed as 

 ( ) = ( ) ( ), (37) 

where em(n) is the error signal from mth error sensor and cm(n) is the correspond-
ing command signal. There are J narrowband components to be controlled so 
cm(n) is a sum of J sinusoids having the desired amplitudes at error sensor m. 

The multiple-channel C-FXLMS algorithm differs from the general multiple-
channel FXLMS algorithm in a way that each adaptive filter has only two weights. 
Since each reference signal for an adaptive notch filter consists of a sine and 
cosine wave, there are twice as many reference signals as in the general multiple-
channel FXLMS algorithm. The computational demand of the multiple-channel C-
FXLMS algorithm using adaptive notch filters is summarised in Table 2. 

Table 2. Computational demand of the multichannel narrowband C-FXLMS algorithm. 

 Multiplications Additions 

Filter adaptation 2JK(M + 1) 2JKM + M 

Output computation 2JK 2K(J - 1) 

Reference signal filtering 2JKMLs 2JKM(Ls - 1) 

3.4 Reference signal generation 

In the narrowband active control systems, the reference signals are related to the 
frequency of the disturbance. Adaptive notch filters require the sine and cosine 
waves having the frequencies of the narrowband noise components that are to be 
controlled. In the case of engine noise, information about the engine rotation is 
typically obtained using a tachometer. Engine speed can then be estimated from 
the pulses produced by the tachometer. 

The first step in the reference signal generation is to estimate the fundamental 
frequency of the engine rotation. Tachometer signal can be nearly rectangular or 
sinusoidal, and the fundamental frequency is estimated by counting the number of 
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samples belonging to the tachometer pulse. The fundamental engine rotation 
frequency can then be calculated as 

 = , (38) 

where Np is the number of tachometer pulses per revolution and T0 is the length of 
the pulse. 

The accuracy of the estimation of the fundamental frequency depends highly on 
the sampling frequency of the tachometer signal [58]. Estimation of the fundamen-
tal frequency is crucial for the operation of the overall active system, and errors in 
the frequencies of the generated reference signals lead to decreased perfor-
mance. The engine rotation is usually measured from a toothed wheel. In some 
cases, one tooth may be missing and the missing pulse has to be taken into con-
sideration in frequency estimation. 

Based on the fundamental frequency, the sine and cosine waves can be gen-
erated. The sine and cosine functions are usually avoided because they are com-
putationally heavy. A simple and reliable way is to use a lookup table containing 
one cycle of a sine wave. The values of the lookup table are then repeatedly cy-
cled with a step relative to the desired frequency. The lookup table has to be large 
enough so that a sufficiently accurate estimate of the sinusoidal waveforms is 
obtained. Another way to generate the sinusoidal waveforms is to use a recursive 
oscillator [3]. With a marginally stable two-pole resonator, the new waveform sam-
ples are computed recursively using the previous samples. The implementation of 
a two-output (sine and cosine) oscillator requires a little amount of memory and 
two multiplications per sample. In applications where the memory usage is crucial, 
a recursive oscillator is thus recommended. Both methods introduce quantisation 
errors that affect the quality of the generated waveforms. 
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4. Development of the active sound profiling 
algorithm 

In this chapter, the multiple-channel narrowband active sound profiling algorithm 
introduced in the previous chapter is considered. The algorithm is enhanced to be 
more robust and computationally efficient, so that it operates in a more reliable 
way and requires less computation. 

 
Figure 18. Block diagram of the developed ASP algorithm. 

A block diagram of the developed ASP algorithm is shown in Figure 18. It com-
bines the multiple-channel C-FXLMS algorithm with a new technique to obtain the 
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filtered reference signals. The technique is based on delaying of the sinusoidal 
reference signals and modifying their amplitude. The adaptive weights are updat-
ed using the leaky FXLMS algorithm in which the leakage factor is adaptive. Adap-
tation of the leakage factor is based on the phase difference in the eigenvalue-
equalised plant model. The magnitude and phase of the plant model are stored in 
lookup tables (LUT). 

4.1 Reference signal filtering using lookup tables 

Computationally, the most demanding part of the multiple-channel filtered-
reference algorithms is the filtering of the reference signals. The computational 
burden of the C-FXLMS algorithm is given in Table 2. In a typical multiple-channel 
system in a car cabin, the number of references, J, is 3–6, number of outputs, K, is 
2–8 and number of errors, M, is 2–8. The length of the secondary-path model, Ls, 
is typically quite large so that a sufficient estimate of the secondary-path response 
is obtained. For J = 3, K = 2, M = 2 and Ls = 100, the weight adaptation and output 
computation require 48 multiplications whereas the reference signal filtering takes 
2400 multiplications at each time step. With J = 6, K = 8, M = 8 and Ls = 100, the 
weight adaptation and output computation take 960 multiplications while the refer-
ence signal filtering require 76800 multiplications. These examples show that most 
of the computational power is needed by the reference signal filtering. In order to 
reduce the computational burden of the multiple-channel C-FXLMS algorithm, 
other techniques for obtaining the filtered reference signals have to be considered. 
In the following, simplified methods for computing the filtered reference signals in 
a narrowband ANC system are considered. 

In a narrowband active system, the reference signals are sinusoidal and filter-
ing such signals means a modification of the magnitude and phase of the sinusoid. 
This idea has been introduced in [28] , where passing the reference signal through 
the secondary-path models was done by modifying the magnitude and phase 
rather than filtering it with an FIR representation of the secondary path. In [59], the 
filtered reference signals are obtained by shifting the phase of each narrowband 
component. The idea of delaying the reference signals is utilised in the following.  

4.1.1 Delay compensation 

In the simplest case, the secondary-path model is replaced by z- , where  is the 
secondary-path delay. The time delay can be estimated by an off-line system 
identification procedure. However, the delay is generally a function of frequency. 
The frequency-dependent delay can be determined by taking the discrete Fourier 
transform of the secondary-path impulse response and calculating the delay from 
the phase values by 

 ( ) = ( ), (39) 
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where ) is the time delay in seconds at frequency  and ( ) is the phase of 
the secondary-path model in radians. The value of  at angular frequency 0 is 
then calculated as 

 = round ( ) , (40) 

where round is a function rounding the value to the nearest integer and T is the 
sampling period [3]. 

Since the delay is a function of frequency, a method for selecting the correct 
delay value is needed if the frequency changes. One solution is to use a lookup 
table containing the frequency-dependent delay values. In the lookup-table based 
delaying, a buffer is used to store the reference signal samples. The buffer can be 
denoted as 

 = [ ( ) ( 1) ( ) ], (41) 

where x(n) is the reference signal sample at time n and  is the delay. The de-
layed reference signal is obtained by selecting the value x(n- ). The buffer is 
updated at each time step by shifting the samples rightwards and inserting the 
new sample in the leftmost position. If the frequency and hence the delay changes, 
the delayed reference signal sample can be read from the buffer by taking the 
value located in the position corresponding to the new delay. 

In adaptive notch filters, two buffers are needed for each reference signal. The 
buffer for the sine wave is denoted as 

 
, = , ( ) … , ( ) … , ,  (42) 

and the buffer for the cosine wave is 
 

, = , ( ) … , ( ) … , ,  (43) 

where xj,1(n) and xj,2(n) are the current sine and cosine wave samples for jth refer-
ence, km is the delay of the secondary path from the kth secondary source to the 
mth error sensor and km,max is the maximum delay of the secondary path. The jth 
filtered reference signal for the secondary path from the kth secondary source to 
the mth error sensor is 

 
, = , [ + 1] = , ( )  (44) 

 
, = , [ + 1] = , ( )  (45) 

for the sine and cosine waves, respectively. In Equations 44 and 45, notation x[n] 
means that the nth element of buffer x is taken. 

The buffer pickup method does not require any computational operations such 
as multiplications or additions, only shifting of the buffers. There are M × K lookup 
tables for the secondary-path delay and a total number of 2J buffers so a consid-
erable amount of memory is needed, however. The memory usage depends on 
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the maximum delays of the secondary path and the size of the lookup tables. The 
size of the lookup tables can be reduced by increasing the frequency resolution 
which is used for calculating the delay values. 

4.1.2 Reference signal filtering using magnitude and delay lookup tables 

The delay compensation does not take the magnitude of the secondary paths into 
account. A way to compensate the magnitude is using a variable step size in the 
FXLMS algorithm. The lookup table method can also be extended to include the 
magnitude values.  

In this case, two buffers are required for each reference signal and secondary 
path, so there are 2JKM buffers 

 
, = , ( ) … , ( ) … , ,   (46) 

 
, = , ( ) … , ( ) … , ,   (47) 

where km,max is the maximum delay of the secondary path from the kth secondary 
source to the mth error sensor and xjkm,1(n) and xjkm,2(n) are the magnitude-
compensated sine and cosine wave samples at time n. The magnitude-
compensated samples are obtained so that when a new sample is inserted to the 
buffer, it is multiplied by the magnitude at the current frequency. The jth filtered 
reference signal components for the secondary path from the kth secondary 
source to the mth error sensor are then 

 
, = , [ + 1] = , ( )  (48) 

 
, = , [ + 1] = , ( ).  (49) 

The method described above requires more memory and computational power 
than the delay compensation. 

4.1.3 Lookup-table based filtering using normalised magnitudes 

The lookup-table based reference signal filtering can be combined with the EE-
FXLMS algorithm which uses magnitude-normalised versions of the secondary-
path models. First, the magnitude-normalised secondary-path models are com-
puted as described in Chapter 2.1.3. The lookup tables for the magnitude and 
delay values are then calculated from the magnitude-normalised filters. Since the 
magnitudes of the secondary-path models are flat, only one magnitude value is 
needed for each secondary path. Using the delay buffers introduced in Chapter 
4.1.1, the filtered reference signal components for the jth reference signal and 
secondary path from kth output to mth error can be obtained as 
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, = , [ + 1] = , ( )  (50) 

 
, = , [ + 1] = , ( )  (51) 

where Akm is the magnitude of the secondary-path model. 
Exploiting the EE-FXLMS algorithm, the size of the magnitude lookup tables 

can be remarkably reduced. Another benefit is that frequency-independent con-
vergence is achieved. 

4.1.4 Creating lookup tables from the secondary-path model 

The lookup tables are created from the secondary-path model which is obtained 
via the system identification process described in Chapter 2.3. The secondary-
path FIR model is then equalised using the process given in Chapter 2.1.3. Using 
Equation13, the magnitude-normalised frequency response of the secondary-path 
model is obtained. The delay values can be computed from the phase response as 

 = round ( ) , (52) 

where ( ) is the phase response at angular frequency  and fs is the sampling 
frequency. The magnitude and phase delay values can then be stored in lookup 
tables. 

The lookup table for the magnitude values contains only one value for each 
secondary path. The size of the lookup table for the frequency-dependent delay values 
depends on the number of frequency points chosen for representing the phase 
response. The number of frequency points is defined by the frequency range and 
the frequency resolution, so that the number of frequency points becomes 

 = ( ) + 1, (53) 

where f1 and fN are the first and last frequency in the lookup table and f is the 
frequency resolution. The frequency resolution is expressed as 

 = , (54) 

where NFFT is the number of points in the FFT. If the sampling frequency is as-
sumed to be constant, the frequency resolution can be enhanced by increasing 
the number of points in FFT. 

4.2 Adaptive leakage factor 

The performance of the FXLMS algorithm is highly affected by the phase response 
of the secondary path. The overall delay of the secondary path has an influence 
on the step size, and the phase error of the secondary-path model should be small 
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enough. Large phase shifts in the secondary path also affect the operation of the 
FXLMS algorithm, distracting the adaptation of the filter weights and deteriorating 
the performance. In particular, the large difference in the phase response of the 
secondary path becomes a problem when the frequency of the disturbance, and 
hence the reference signal, changes which is the case in acceleration or decelera-
tion. In this case, leaky FXLMS algorithm introduced in Chapter 2.1.4 provides a 
more robust operation by restricting the adaptive weights. Usage of the leakage 
factor may decrease the operation of the algorithm in other situations, however, 
and an adaptive leakage factor can be used to avoid that problem. When the sec-
ondary-path response changes rapidly, the value of the leakage factor becomes 
smaller, leading to larger leak of adaptive weights. In other situations, the leakage 
factor can be equal to 1, so that no leakage is used. 

Leaky FXLMS algorithm with an adaptive leakage factor can be expressed as 
 ( + 1) = ( ) ( ) ( ) ( ), (55) 

where (n) is the adaptive leakage factor updated by the following algorithm: 
 

1. Calculate the difference in the phase response of the secondary-path esti-
mate at the frequency of the sinusoidal reference. This can be expressed as 

 = | ( ) ( )|, (56) 

where (fi) is the phase angle at the frequency of the sinusoidal reference and 
(fi+1) is the phase angle at the adjacent frequency. 

2. Check if  exceeds a given limit, e.g. 90°. 

3. If the limit is exceeded, the leakage factor becomes active and is adapted as 
 ( + 1) = ( ) + (1 ) 1 , (57) 

where  (0 <<  < 1) is the smoothing factor, a is a scaling constant and 
(0) = 1. 

4. If the limit is not exceeded, the leakage factor is inactive and is updated as 
 ( + 1) = ( ) + (1 ). (58) 

In the active state, the leakage factor changes from 1 to 1- /a. When the leakage 
phenomenon needs to be set to inactive state, the leakage factor is set to 1 again. 

For verifying the operation of the adaptive leakage factor, a simulation model 
was created in Matlab. The model consisted of a single-channel active noise control 
system with a simple secondary path. The secondary path was modelled as a 
second-order elliptic filter. The objective was to cancel a single sine wave having a 
constantly increasing frequency. The ANC system was based on the combination 
of the EE-FXLMS and leaky FXLMS algorithms. The benefit of the EE-FXLMS 
algorithm is that a frequency-independent step size can be used. With the simulation 
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model, the performance of active noise control was tested in three different cases: 
with a constant leakage factor, with an adaptive leakage factor and without leakage. 
The frequency of the sine wave changed from 18 Hz to 58 Hz during 40 s. 

The frequency response of the secondary path is shown in Figure 19. Around 
25 Hz, the magnitude response has a notch and the phase changes 180°. At fre-
quencies close to the phase shift, the performance of the active noise control 
system is assumed to be decreased. 

 
Figure 19. Frequency response of a simple secondary-path model. 

In Figure 20, the simulation results are given. In the upper figure, amplitudes of the 
error signal in each case are shown. The objective is to minimise the amplitude. 
The phase shift of 180° occurs at 7 s and around that time the amplitude is re-
markably increased in every case. Without the leakage factor, the amplitude is 
higher around 4–6 s than with a leakage factor. Using a leakage factor, the ampli-
tude of the error signal is increased less around 4 s. After that, the error signal is 
minimised less effectively with a constant leakage factor than with an adaptive 
leakage factor. The conclusion is that, around the large phase shift, leakage of the 
filter weights is needed. When the phase shift is small, leakage degrades the 
operation of the system, so no leakage is preferred. 
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Figure 20. Error signal amplitude (upper) and value of the leakage factor (lower). 

In multiple-channel case with several reference signals, output signals and error 
signals, the update equation of the FXLMS algorithm with adaptive leakage factor is 

 ( + 1) = ( ) ( ) ( ) ( ), (59) 

where j, k and m are the indices of the reference, output and error signal, respec-
tively. The adaptive leakage factors form a J × K matrix , whose elements are 
updated as follows: 

1. For each reference signal (j =  1,…,J) and output (k =  1,…,K), calculate the 
difference in the phase response from output k to all error sensors m = 
1,…,M: 

 = | ( ) ( )|, (60) 

where km is the phase angle of the secondary path from kth output to mth er-
ror and fi is the frequency of the jth reference. 

2. Check if km exceeds a given limit at least in one secondary path from output 
k to all error signals. 

3. If the limit is exceeded, the leakage factor becomes active for all secondary 
paths from output k. The leakage factor is then adapted as 

 ( + 1) = ( ) + (1 ) 1 , (61) 

where  is the smoothing factor, a is a scaling constant and mean is the av-
erage difference in the phase angle calculated as 
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 = | ( ) ( )|. (62) 

4. If the limit is not exceeded, the leakage factor is inactive and is updated as 

 ( + 1) = ( ) + (1 ). (63) 

The leakage factor becomes active, if one of the secondary paths from a secondary 
source to all error sensors contains a large phase difference. 

The reason for the degraded performance with the large phase difference of the 
secondary path is probably related to the estimation error of the secondary-path 
model. Sudden phase shifts are caused by resonances, for example. Such phase 
response is difficult to model using relatively short FIR filters and the phase error is 
largest around the resonances. Estimation errors cause also other kind of problems in 
narrowband systems, like out-of-band overshoot [60] and misequalisation [61]. 
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5. Simulation of the developed algorithm 

The operation of the multiple-channel active sound profiling algorithm is simulated 
in a car model. The algorithm is based on the block diagram shown in Figure 18 in 
Chapter 4. The simulation model is based on a real car in which an ASP system 
has been installed. With the model, performance of the ASP algorithm is evaluated. 
The algorithm is also tested as an ANC algorithm which minimises the error signals. 

5.1 Simulation model 

The ASP system has been modelled in Simulink. The simulation model is shown 
in Figure 21. It consists of two main blocks, the control system block and the plant 
and excitation block. The plant and excitation block contains an engine model for 
producing the primary noise signal. The engine model also provides the engine 
RPM and load information for the control system. The block also contains the 
secondary-path models and the summation of the primary and secondary noise 
signals at the error sensors. 

In the control system block, the output signals are computed based on the error 
signals and RPM and load information. The RPM information is used for generat-
ing the reference (sine and cosine) signals that are then modified by the plant 
model to produce the filtered reference signals. The error signals are modified 
based on the target profile in order to obtain the pseudo-error signals. The values 
of the adaptive leakage factor are also calculated. The plant model is obtained via 
an offline identification process which is executed before the ASP algorithm is 
launched. The system identification is described in Chapter 5.3. 
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Figure 21. Simulation model. 

5.2 Modelling of the plant and engine 

The simulation model is based on an experimental ASP system installed in a car. 
In the passenger cabin of the car, four loudspeakers have been installed in the 
roof so that two loudspeakers are located above the driver and two above the co-
driver. Four microphones have been mounted in the headrests of the driver and 
co-driver. Detailed locations of the loudspeakers and microphones are given in 
Figure 22. 

The plant consists of the secondary paths from each loudspeaker to each error 
microphone. In the case of 4 loudspeakers and 4 error microphones, the plant 
contains 16 secondary paths. The plant is assumed to be an LTI (linear and time-
invariant) system and has been modelled by measuring the frequency responses 
of the secondary paths and estimating them with long IIR filters. Each secondary 
path consists of the transfer function of the loudspeaker, the acoustic transfer path 
between the loudspeaker and microphone and the transfer function of the micro-
phone. The acoustic transfer path consists of the delay between the loudspeaker 
and error microphone and the dynamics of the car cabin. In Figure 23, the fre-
quency responses from loudspeaker 1 to all error microphones are shown. It can 
be seen that the dynamics of the secondary path is complex. The phase shift over 
the frequency range is large, mostly due to the distance between the loudspeaker 
and the microphones. 
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Figure 22. Locations of the loudspeakers and error microphones. 

 

Figure 23. Frequency responses from loudspeaker 1 to all error microphones. 

The engine noise of the car has been analysed and the dominant engine orders 
have been detected. The engine noise over the whole RPM range has been 
measured, and an order spectrogram of the engine noise is shown in Figure 24. In 
the middle, the levels of each engine order are given as a function of time, and the 
corresponding RPM is shown in the bottom. The most dominant engine order is 
the 2nd order, the firing frequency of the engine. Also the 3.5th, 4th, 5th, 5.5th and 6th 
orders are clearly detected. 
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Figure 24. Spectrogram of engine noise measured in the car. 

The primary paths from the noise source, i.e. engine, to each error microphone 
have been modelled as pure delays. The engine has been modelled as a source 
of multiple sinusoids and white noise. The frequencies of the sinusoids modelling 
the engine orders may be kept constant or changed with constant rate. This way 
different driving conditions like cruising or acceleration can be tested. In the simu-
lations, only the controlled engine orders (2nd, 3.5th,  4th,  5th, 5.5th and  6th) have 
been generated and their amplitudes are constant at all RPM’s. In a real engine 
noise, other engine orders are also present and the amplitudes of the orders vary 
as a function of RPM. Especially at high RPM‘s, the amplitudes are increased, as 
can be seen in Figure 24. 

5.3 System identification 

When the simulation is started, the system identification is executed to obtain the 
lookup tables of the secondary-path models. During the identification, white noise 
is fed to one loudspeaker at a time and the transfer functions from the loudspeaker 
to all error microphones are identified. The system identification works in three 
phases: 
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1. Identification of secondary paths using FIR filters and LMS algorithm. 

2. Computing of the magnitude and phase of each FIR filter using FFT. 

3. Storing the mean value of the magnitude and the frequency-dependent 
delay values for each secondary path to lookup tables. 

In Figure 25, identification results of one secondary path are given. The results 
show the magnitude and phase responses of the original secondary path, the FIR 
model and the LUT model. The phase errors between the original secondary path 
and the FIR/LUT models are also given. The length of the FIR filter is 256 and, 
according to the results, the filter length is sufficient for modeling the secondary 
path. The magnitude response of the LUT model is flat, and the value of the mag-
nitude is equal to the average of the magnitude response of the FIR model. The 
number of points for FFT in calculation of the lookup tables is 1024, which gives a 
frequency resolution of approximately 2 Hz, since the sampling frequency is 
2034.5 Hz. The phase error of the lookup table is about ±10 degrees at low fre-
quencies up to 150 Hz but after that the error increases to almost ±40 degrees at 
500 Hz. The error is mainly caused by the rounding error in the calculation of the 
delay for the lookup table. According to Chapter 2.3, phase error of ±40 degrees 
does not affect the operation of the algorithm. 

 

Figure 25. Identification results from loudspeaker 1 to error microphone 4. 
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5.4 Performance of ASP and ANC algorithms 

The performance of the ASP algorithm has been tested with the simulation model. 
The algorithm has also been tested in active noise control, in which the target 
levels of the error signals are zeros. The system was tested in three conditions: 

 Constant low RPM, which corresponds to low speed cruising. 
 Constant high RPM, which corresponds to high speed cruising. 
 Increasing RPM, which corresponds to acceleration. 

The performance of the ASP and ANC algorithms are evaluated by calculating the 
amplitude of each engine order at all error sensors. The mean value of the ampli-
tudes is taken and shown as a function of time. The ASP/ANC system is initially 
switched off and, at 2 s, the system is switched on.  

5.4.1 Constant low RPM 

With constant low RPM, the fundamental frequency of the engine is 35 Hz which is 
equal to 2100 RPM. This corresponds to cruising at low speed. 

The spectrograms with ASP and ANC are given in Figure 26. The convergence 
at the 2nd and 3.5th engine orders are shown in Figures 27 and 28. The conver-
gence curves for the rest of the engine orders are given in Figures 51–54 in Ap-
pendix A. The figures indicate that, at each engine order, the ASP algorithm con-
verges within 1.5 seconds. After convergence, the error between the desired am-
plitude and the actual amplitudes is less than 1 dB at the 2nd,  4th and 6th engine 
orders. At the 5th and 5.5th engine order, the steady-state error is less than 2 dB. 
The largest error, 2–3 dB, is at the 3.5th engine order. With ANC, the convergence 
is also fast and the engine orders are totally cancelled, except the 2nd order which 
has the largest magnitude. Still, the 2nd order has been significantly attenuated, 
almost 20 dB. 
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Figure 26. Spectrograms at constant RPM of 2100 with ASP and ANC. 

 

Figure 27. Convergence of the ASP (upper) and ANC (lower) algorithms at 2nd 
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Figure 28. Convergence of the ASP (upper) and ANC (lower) algorithms at 3.5th 
engine order. 

5.4.2 Constant high RPM 

With constant high RPM, the fundamental frequency of the engine is 66 Hz which 
is equal to 3960 RPM. This corresponds to driving at high speed on a motorway. 

The spectrograms with ASP and ANC are given in Figure 29. The convergence 
at the 2nd and 5.5th engine orders are shown in Figures 30 and 31. The conver-
gence curves for the rest of the engine orders are given in Figures 56–60 in Ap-
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Due to stability problems at higher engine orders (5th, 5.5th and 6th), the step 
sizes of the FXLMS algorithm at these engine orders had to be decreased. This is 
against the idea of the eigenvalue-equalisation of the plant model which should 
make the step sizes independent of the frequency, so that a constant step size 
can be used at all RPM’s. The problem is probably caused by the phase errors in 
the plant model. 
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Figure 29. Spectrogram with active sound profiling at constant fundamental fre-
quency of 66 Hz. 

 

Figure 30. Convergence of the ASP (upper) and ANC (lower) algorithms at 2nd 
engine order. 
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Figure 31. Convergence of the ASP (upper) and ANC (lower) algorithms at 5.5th 
engine order. 

5.4.3 Increasing RPM 

With increasing RPM, the fundamental frequency of the engine changes from 
17 Hz to 67 Hz in 12.5 seconds, which is equal to 1020–4000 RPM. This corre-
sponds to acceleration of the car. After 12.5 seconds, the RPM is kept constant at 
4000 RPM. The RPM is given in Figure 32. 

 

Figure 32. RPM during the acceleration. 
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at the 2nd, 3.5th and 5th engine orders. At the 5.5th and 6th engine orders, the ASP 
algorithm is able to track the target level with an error of 6 dB at maximum. With 
ANC, all engine orders have been attenuated so that the attenuation is 10–30 dB 
at the 2nd, 3.5th and 4th engine orders. At the higher engine orders, the attenuation 
is less than 10 dB. 

 

Figure 33. Spectrogram with active sound profiling at increasing fundamental 
frequency. 

 
Figure 34. Convergence of the ASP (upper) and ANC (lower) algorithms at 4th 
engine order. 
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Figure 35. Convergence of the ASP (upper) and ANC (lower) algorithms at 5.5th 
engine order. 
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Figure 36. Convergence at 5.5th engine order in constant speed. 

The ASP system was then simulated with increasing RPM. The fundamental fre-
quency of the engine changed from 17 Hz to 67 Hz in 12.5 seconds, which corre-
sponds to 1020–4000 RPM. In this case, the results were almost identical with 
both filtering methods at all engine orders. The results at the 5.5th engine order are 
given in Figure 37. 

 

Figure 37. Convergence at 5.5th engine order during acceleration. 
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6. Experimental ASP system in a car 

The operation of the multiple-channel active sound profiling algorithm has been 
tested with an experimental ASP system installed in a car. The car has been driv-
en on public roads and the performance of the ASP algorithm has been evaluated 
at the error microphones and also at microphones installed in an artificial head 
which is located at the co-driver’s seat. 

6.1 Active sound profiling system in a car 

The active sound profiling system has been constructed inside a Ford C-Max 
passenger car. The system is illustrated in Figure 38. There are four loudspeakers 
installed in the roof of the car and four error microphones located in the headrests 
of the front seats, as shown in Figure 22 in Chapter 5.1. 

 

Figure 38. Ford C-Max car in which the ASP system has been installed. 

 



6. Experimental ASP system in a car 
 

62 

The ASP system is illustrated in Figure 39. Based on the error microphone signals 
and the reference information obtained from the engine, the control system drives 
the loudspeakers so that the desired sound profile is achieved on the front seats of 
the car. A subwoofer located in the trunk is used for producing low frequency 
sound. The information obtained from the engine includes the tachometer signal 
proportional to the rotation speed of the engine and the load of the engine. 

 

Figure 39. Active sound profiling system in a car [64]. 

The control system is based on Texas Instruments TMS320C6713 floating-point 
digital signal processor. The process flow from the simulation model to the DSP 
program has been described in [62] and [63]. The idea is that the Simulink algo-
rithm can be easily converted to C code which is transferred to the DSP. 

6.2 Test results 

The practical performance of the ASP system was tested in road conditions. The 
car was driven on public roads and the noise inside the car cabin was recorded at 
several positions. During the experiments, the noise was recorded using binaural 
microphones installed in an artificial head and torso simulator located at the co-
driver seat. Also the error microphone signals were recorded. The performance of 
the system has already been evaluated in [64] and [62]. 

For the evaluation of the performance, two different cases were chosen. In the 
first case, the car was driven at a constant speed of 80 km/h on a motorway. In the 
second case, the car is accelerated at the 3rd gear. Engine orders that are con-
trolled with the ASP system are the 2nd, 3.5th, 4th, and 5th order. 

6.2.1 Driving at constant speed 

The measurement results at the constant speed are shown in Figures 40–43. The 
results are calculated by averaging the amplitudes measured at the artificial head 
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and at the error microphones of the driver’s and co-driver’s headrests. The ASP 
system is initially switched off. At 10 s, the system is switched on and, after 30 s, it 
is switched off. 

At  the  2nd engine order, the effect of the ASP system is unclear because the 
target level is close to the original sound pressure level of that order. At the higher 
engine orders, however, the effect can be clearly seen and the levels of the orders 
quickly reach the target level. Considering the results at the error microphones, 
the maximum error between the target level and the actual amplitude is 5 dB at 
the 3.5th engine order and 3 dB at the 4th and 5th engine orders. At the artificial 
head, the error is a few decibels larger, which can be expected since the maximal 
operation of the ASP algorithm is obtained at the error microphones. 

 

Figure 40. Results at the 2nd engine order with constant speed. 
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Figure 41. Results at the 3.5th engine order with constant speed. 

 

Figure 42. Results at the 4th engine order with constant speed. 
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Figure 43. Results at the 5th engine order with constant speed. 

6.2.2 Acceleration 

During the acceleration, the engine rotation speed changes from 1500 RPM to 
4500 RPM. The variation of the RPM is shown in Figure 44.  

 

Figure 44. RPM during the acceleration. 
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The results with acceleration are given in Figures 45–48. Again, the ASP system 
is initially switched off. At 10 s, the system is switched on and, at 45 s, it is 
switched off. Like in the previous case, the effect of the ASP system is unclear at 
the  2nd engine order. At the higher engine orders, the levels of the orders follow 
the target level with adequate accuracy. The best results have been obtained at 
the 3.5th and 4th engine orders. Looking at the results at the error microphones, the 
maximum error between the target level and the actual amplitude is 5 dB at the 
3.5th engine order, 4 dB at the 4th engine order and 10 dB at the 5th engine order. 
At the artificial head, the maximum error is 10 dB. 

 

Figure 45. Results at the 2nd engine order with acceleration. 
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Figure 46. Results at the 3.5th engine order with acceleration. 

 

Figure 47. Results at the 4th engine order with acceleration. 
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Figure 48. Results at the 5th engine order with acceleration. 
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7. Summary of contributions and 
conclusions 

In this thesis, active sound profiling was applied to a passenger car. The objective 
was to develop a robust and computationally-efficient ASP algorithm which works 
in a reliable way and requires a minimal amount of computational power. The 
performance of the developed algorithm was tested in a simulation model and in 
an experimental ASP system installed in a car. 

Active sound profiling is related to active noise control in which noise is can-
celled using adjustable secondary sound. Both ASP and ANC are based on su-
perposition of the noise field and the secondary sound field. In active sound profil-
ing, the objective is to obtain a desired sound field, instead of cancelling the noise. 
In passenger cars, active sound profiling is used for modifying the engine noise 
inside the cabin. The objective is to increase the sound quality and modify the 
acoustic impression of the vehicle. 

ANC systems have been installed in several car models since late 1980’s while 
ASP systems are mainly on a prototype level. In hybrid cars, the engine noise is 
related to the source (combustion or electric engine) and changing the power 
source may be distracting to the driver. This is also the case in cars with variable-
cylinder engines where part of the cylinders can be deactivated during light-load 
operation. In an electric vehicle, the noise level of the engine is low and other 
noise sources inside the vehicle become dominant. Active sound profiling can be 
utilised to produce a source-independent sound field inside a car or to generate 
the engine noise inside an electric vehicle. 

The command-FXLMS algorithm is one of the simplest ASP algorithms. It also 
provides fast convergence and stability against errors in the plant model. It was 
used as a basis for developing the new algorithm. Advanced ASP algorithms exist 
but they are more complex and computationally heavier. C-FXLMS algorithm is an 
extension to the famous FXLMS algorithm which is widely used in active noise 
control. In the FXLMS algorithm and its variants, most of the computational burden 
is caused by the reference signal filtering. The amount of required computational 
power depends on the number of controlled engine orders, secondary sources 
and error sensors. Increasing the number of channels in the system dramatically 
increases the number of filtering operations. 

The C-FXLMS algorithm requires a model of the plant which consists of the 
transfer paths from the secondary sources to the error sensors. The accuracy of 
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the plant model has a clear influence on the performance of the algorithm. Using 
FIR filters, the plant can be modelled with sufficient accuracy, except at frequen-
cies where large phase shifts occur, i.e. at resonances. If the phase error between 
the actual plant and the plant model becomes too large, the C-FXLMS algorithm is 
no longer able to track the desired noise level or may even become unstable. It 
was found out in this work that introducing a leakage factor in the update equation 
of the algorithm improves the performance at large phase shifts of the plant model. 
At other frequencies, however, the performance is degraded by the leakage factor. 
Therefore, an adaptive leakage factor has been created. The value of the leakage 
factor depends on the phase shift of the plant model so that leakage becomes 
smaller at large phase shifts, causing a larger leak and helping the algorithm to 
maintain the desired noise level. If the phase shift is small, the leakage factor 
becomes inactive and no leakage is used. 

 The developed ASP algorithm combines the multiple-channel C-FXLMS algo-
rithm with a new technique to obtain the filtered reference signals. The technique 
is based on delaying the sinusoidal reference signals and modifying their ampli-
tude. The adaptive weights are updated using the leaky FXLMS algorithm with the 
adaptive leakage factor. Adaptation of the leakage factor is based on the phase 
difference in the eigenvalue-equalised plant model. Using the eigenvalue-
equalised plant model, the step sizes of the multiple-channel FXLMS algorithm are 
constant at all frequencies since the magnitude of the plant model is constant for 
each secondary path. The benefits of the eigenvalue-equalisation are increased 
robustness and faster tuning of the step sizes. Before running the ASP algorithm, 
a system identification process is carried out to obtain the plant model required by 
the ASP algorithm. The plant model is then processed so that the magnitude of 
each secondary path becomes flat. The mean values of the magnitudes and fre-
quency-dependent delay values are stored in lookup tables that are used for ref-
erence signal filtering. 

The developed ASP algorithm was tested in a simulation model. The simulation 
model was based on an ASP system installed in a car. The system has four loud-
speakers and four error microphones. The secondary paths from the loudspeakers 
to the error microphones were measured and a model of the plant was created. 
The engine was modelled as a source of sine waves and random noise. The simu-
lation model consisted of the measured plant model, the engine model and the 
control system which was based on the developed algorithm. In the simulations, 
the performance of the ASP algorithm was tested with constant RPM and increas-
ing RPM. These test cases correspond to driving a car at a constant speed or 
accelerating the car. The simulation results show that the algorithm quickly adapts 
to the desired target levels and is able to track the target levels with reasonable 
accuracy. At constant RPM, a higher accuracy is reached than with increasing 
RPM. Higher performance is obtained at lower engine orders, whereas at the 
highest engine orders, the performance is decreased as the frequency increases. 
One reason for the degraded performance is that the phase error between the 
plant and the identified plant model increases as a function of frequency. Another 
reason for the decreased performance at the highest engine orders with increas-
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ing RPM is that the frequency difference becomes larger at higher engine orders if 
the RPM changes. At the higher engine orders, the algorithm has to adapt to a 
larger frequency change and tracking of the target level becomes more difficult. 

The developed algorithm was also implemented in an ASP system installed in a 
car. The performance of the system was tested by driving the car on public roads. 
The experimental results show that the system is able to operate at constant 
speed and during acceleration. Although the highest engine orders used in the 
simulations were not controlled in the experiments, the experimental results match 
with the simulation results. 

There are several sources causing errors and non-ideal operation of the ASP 
algorithm. They include the identification of the plant model, the estimation of the 
fundamental frequency of the engine, the sinewave generator and the lookup-table 
based reference signal filtering. In the future, the system can be improved by 
minimising the effect of the errors. The estimation of the fundamental frequency 
may not be an issue, since the RPM of the engine can be obtained via the CAN 
bus in some cars. The sinewave generator produces a quantisation error if imple-
mented using a lookup table or a recursive oscillator. The error can be minimised 
by increasing the size of the lookup table. More sophisticated and memory-saving 
methods can also be studied for creating sine waves. The accuracy of the delay 
lookup table is an important issue, and the error in the delay estimate tends to 
increase as a function of frequency. The error is mostly caused by the rounding 
error in calculation of the delay. Errors occurring in the plant modelling have also 
an effect since the FIR estimate of the plant is not perfect, although it is usually 
sufficiently accurate. A way to decrease the errors in the delay lookup table is to 
find a more straightforward method to obtain the lookup table. In that method, an 
estimate of the frequency response of the plant is utilised without the need to 
identify the FIR filters. Resonances and other phenomena causing sudden phase 
shifts should be accurately modelled since they degrade the performance of the 
ASP algorithm. 
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Appendix A: Simulation results
 

A1 

Appendix A: Simulation results 
Simulation results with constant low RPM (2100 RPM) are shown in Figures A1–A6. 

 

Figure A1. Convergence of the ASP (upper) and ANC (lower) algorithms at 2nd 
engine order. 

 
Figure A2. Convergence of the ASP (upper) and ANC (lower) algorithms at 3.5th 
engine order. 
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Appendix A: Simulation results 

 

A2 

 
Figure A3. Convergence of the ASP (upper) and ANC (lower) algorithms at 4th 
engine order. 

 
Figure A4. Convergence of the ASP (upper) and ANC (lower) algorithms at 5th 
engine order. 
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Appendix A: Simulation results
 

A3 

 
Figure A5. Convergence of the ASP (upper) and ANC (lower) algorithms at 5.5th 
engine order. 

 
Figure A6. Convergence of the ASP (upper) and ANC (lower) algorithms at 6th 
engine order. 
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Appendix A: Simulation results 

 

A4 

Simulation results with constant high RPM (3960 RPM) are shown in Figures A7–A12. 

 
Figure A7. Convergence of the ASP (upper) and ANC (lower) algorithms at 2nd 
engine order. 

 
Figure A8. Convergence of the ASP (upper) and ANC (lower) algorithms at 3.5th 
engine order. 
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A5 

 
Figure A9. Convergence of the ASP (upper) and ANC (lower) algorithms at 4th 
engine order. 

 
Figure A10. Convergence of the ASP (upper) and ANC (lower) algorithms at 5th 
engine order. 
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A6 

 
Figure A11. Convergence of the ASP (upper) and ANC (lower) algorithms at 5.5th 
engine order. 

 
Figure A12. Convergence of the ASP (upper) and ANC (lower) algorithms at 6th 
engine order. 
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Simulation results with increasing RPM (1020–4000 RPM) are shown in Figures 
A13–A18. 

 
Figure A13. Convergence of the ASP (upper) and ANC (lower) algorithms at 2nd 
engine order. 

 
Figure A14. Convergence of the ASP (upper) and ANC (lower) algorithms at 3.5th 
engine order. 
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Appendix A: Simulation results 

 

A8 

 
Figure A15. Convergence of the ASP (upper) and ANC (lower) algorithms at 4th 
engine order. 

 
Figure A16. Convergence of the ASP (upper) and ANC (lower) algorithms at 5th 
engine order. 
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A9 

 
Figure A17. Convergence of the ASP (upper) and ANC (lower) algorithms at 5.5th 
engine order. 

 
Figure A18. Convergence of the ASP (upper) and ANC (lower) algorithms at 6th 
engine order. 
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Appendix A: Simulation results 
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Simulation results with the LUT-based and FIR-filtering based ASP algorithms are 
shown in Figures A19–A30. 

 
Figure A19. Convergence at 2nd engine order at constant speed. 

 

Figure A20. Convergence at 3.5th engine order at constant speed. 
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Figure A21. Convergence at 4th engine order at constant speed. 

 

Figure A22. Convergence at 5th engine order at constant speed. 
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Figure A23. Convergence at 5.5th engine order at constant speed. 

 

Figure A24. Convergence at 6th engine order at constant speed. 
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Figure A25. Convergence at 2nd engine order during acceleration. 

 

Figure A26. Convergence at 3.5th engine order during acceleration. 
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Figure A27. Convergence at 4th engine order during acceleration. 

 

Figure A28. Convergence at 5th engine order during acceleration. 
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Figure A29. Convergence at 5.5th engine order during acceleration. 

 

Figure A30. Convergence at 6th engine order during acceleration. 
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