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Methods and applications of pyrolysis modelling for polymeric 
materials 

Pyrolyysimallinnuksen metodeita ja sovelluksia polymeereille. Anna Matala. Espoo 2013. 
VTT Science 44. 85 p. + app. 87 p. 

Abstract 

Fire is a real threat for people and property. However, if the risks can be identified 

before the accident, the consequences can be remarkably limited. The 

requirement of fire safety is particularly important in places with large number of 

people and limited evacuation possibilities (e.g., ships and airplanes) and for 

places where the consequences of fire may spread wide outside of the fire 

location (e.g., nuclear power plants). 

The prerequisite for reliable fire safety assessment is to be able to predict the 

fire spread instead of prescribing it. For predicting the fire spread accurately, the 

pyrolysis reaction of the solid phase must be modelled. The pyrolysis is often 

modelled using the Arrhenius equation with three unknown parameters per each 

reaction. These parameters are not material, but model specific, and therefore 

they need to be estimated from the experimental small-scale data for each sample 

and model individually. 

The typical fuel materials in applications of fire safety engineers are not always 

well-defined or characterised. For instance, in electrical cables, the polymer blend 

may include large quantities of additives that change the fire performance of the 

polymer completely. Knowing the exact chemical compound is not necessary for 

an accurate model, but the thermal degradation and the release of combustible 

gases should be identified correctly. 

The literature study of this dissertation summarises the most important 

background information about pyrolysis modelling and the thermal degradation of 

the polymers needed for understanding the methods and results of this 

dissertation. The articles cover developing methods for pyrolysis modelling and 

testing them for various materials. The sensitivity of the model for the modelling 

choices is also addressed by testing several typical modeller choices. The heat 

release of unknown polymer blend is studied using Microscale Combustion 

Calorimetry (MCC), and two methods are developed for effectively using the MCC 

results in building an accurate reaction path. The process of pyrolysis modelling is 

presented and discussed. Lastly, the methods of cable modelling are applied to a 

large scale simulation of a cable tunnel of a Finnish nuclear power plant. 

The results show that the developed methods are practical, produce accurate 

fits for the experimental results, and can be used with different materials. Using 

these methods, the modeller is able to build an accurate reaction path even if the 

material is partly uncharacterised. The methods have already been applied to 

simulating real scale fire scenarios, and the validation work is continuing. 

Keywords pyrolysis modelling, simulation, polymer, cables, composites, probabilistic 

risk assessment (PRA) 
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Pyrolyysimallinnuksen metodeita ja sovelluksia polymeereille  

Methods and applications of pyrolysis modelling for polymeric materials. Anna Matala. 
Espoo 2013. VTT Science 44. 85 s. + liitt. 87 s. 

Tiivistelmä 

Tulipalot aiheuttavat todellisen uhan ihmisille ja omaisuudelle. Mikäli riskit voidaan 

tunnistaa jo ennen onnettomuutta, tulipalon ikäviä seurauksia voidaan rajoittaa. 

Paloturvallisuuden merkitys korostuu erityisesti paikoissa, joissa on paljon ihmisiä 

ja rajoitetut evakuointimahdollisuudet (esim. laivat ja lentokoneet), ja laitoksissa, 

joissa tulipalon seuraukset voivat levitä laajalle palopaikan ulkopuolellekin (esim. 

ydinvoimalaitokset). 

Jotta materiaalien palokäyttäytymistä voitaisiin luotettavasti tarkastella 

erilaisissa olosuhteissa, pitää palon leviäminen pystyä ennustamaan sen sijaan, 

että paloteho määrättäisiin ennalta. Palon leviämisen ennustamiseksi täytyy 

materiaalin kiinteän faasin pyrolyysireaktiot tuntea ja mallintaa. Pyrolyysi 

mallinnetaan usein käyttäen Arrheniuksen yhtälöä, jossa on kolme tuntematonta 

parametria jokaista reaktiota kohti. Nämä parametrit eivät ole materiaali- vaan 

mallikohtaisia, ja siksi ne täytyy estimoida kokeellisista pienen mittakaavan 

kokeista jokaiselle näytteelle ja mallille erikseen. 

Paloturvallisuusinsinöörin kannalta erityisen hankalaa on, että palavat 

materiaalit eivät useinkaan ole hyvin määriteltyjä tai tunnettuja. Esimerkiksi 

sähkökaapeleiden polymeeriseokset voivat sisältää suuria määriä erilaisia 

lisäaineita, jotka vaikuttavat materiaalin palokäyttäytymiseen merkittävästi. 

Kemiallisen koostumuksen tunteminen ei ole välttämätöntä luotettavan mallin 

aikaansaamiseksi, mutta aineen lämpöhajoaminen ja erityisesti palavien kaasujen 

vapautuminen tulisi tuntea tarkasti. 

Väitöskirjan tiivistelmäosa kokoaa yhteen tärkeimmät taustatiedot 

pyrolyysimallinnuksen ja polymeerien palokäyttäytymisen ymmärtämisen tueksi. 

Tässä väitöstyössä on kehitetty menetelmiä pyrolyysiparametrien estimoimiseksi 

ja näitä metodeita on testattu erilaisilla materiaaleilla. Mallinnusvalintojen 

merkitystä mallin tarkkuuteen on myös tutkittu herkkyysanalyysin keinoin. Osittain 

tuntemattomien polymeeriseosten lämmön vapautumista on tutkittu käyttäen 

mikrokalorimetria. Mikrokalorimetritulosten hyödyntämiseksi kehitettiin kaksi 

metodia, joiden avulla voidaan saada aikaan entistä tarkempia reaktiopolkuja. 

Lopuksi pyrolyysimallinnusta on hyödynnetty sovellusesimerkissä suomalaisen 

ydinvoimalan kaapelitilan täyden mittakaavan kaapelisimuloinneissa. 

Tulokset osoittavat, että tässä työssä kehitetyt menetelmät ovat käytännöllisiä, 

tuottavat riittävän tarkkoja sovituksia koetuloksille ja niitä voidaan soveltaa monien 

erilaisten materiaalien mallintamiseen. Näitä menetelmiä käyttämällä mallintaja 

pystyy mallintamaan tuntemattomienkin materiaalien palokäyttäytymistä riittävän 

tarkasti. Menetelmiä on jo sovellettu todellisten, suuren mittakaavan 

palotilanteiden simuloimiseksi, ja validointityö jatkuu edelleen. 

 Avainsanat pyrolyysimallinnus, simulaatiot, polymeerit, kaapelit, komposiitit, 

todennäköisyyspohjainen riskianalyysi (PRA) 
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1. Introduction

1.1 Background

Fire causes significant harm to people and property. In Finland, on average 100

people (about 18 per million citizens) die every year through fire, although the
trend has been descending in recent years. Deaths due to fires initiated from
smoking or careless handling of fire decreased in 2007–2010, but the number of
fires caused by vandalism rose [1]. Although most fires that lead to death occur
in residential buildings, the potential consequences of fire become especially se-
rious in public places with high occupation yet limited evacuation possibilities,
such as on aeroplanes [2] or ships [3]. Fires in industry may arise for various
reasons, including failing electronic components, dust, or vandalism, and cause
significant expenses to the owners and insurance companies.

In general, the objective of fire safety engineering is to protect first people
and animals, then property and the fire fighters. In some safety critical facili-
ties, such as nuclear power plants (NPP), these objectives are not enough: one
must also consider the environmental problems caused by leaking radioactive
material or the economic losses of industry that are caused by the attendant
lack of power. Fire at a nuclear power plant is considered to be among initiat-
ing events (events that could begin a chain of events leading to a serious acci-
dent) in probabilistic risk assessment (PRA); therefore it is a focus of extensive
research [4].

In the earlier times, building materials were limited to those available more
directly from nature: wood, stone, and metals. Entire cities of wooden houses
easily burnt to the ground, and iron structures rust away and fall down. In the
20th century, however, new materials started to emerge. The use of polymers
and synthetic fibres increased in the manufacturing of furnitures and other
household goods. As electronics grew more and more commonplace, kitchens
and living rooms became filled with new gadgets and cables of various types.
Cables also account for a significant proportion of the fire load at factories and
power plants.

The search for better materials led to the development of modern compos-
ites. In transportation, the composites were designed to be lighter, less expen-
sive, stiffer, or stronger than the original metal. These qualities make compos-
ites very attractive, especially in, for example, the aviation industry. More than
50% of the structure of an Airbus 380 is made of composite materials [5]. Unfor-
tunately, the fire performance of these new materials does not always improve
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on (or even equal) that of the traditional materials. A laminate loses its struc-
ture when heated, and in a polymer composite only parts of the material survive
the fire. A glass fibre reinforced phenolic composite after a fire is shown in Fig-
ure 1.1. The structure is weakened by the pyrolysis of the phenolic polymer and
the subsequent delamination.

Clearly, the new materials needed protection from the heat. That is why
several flame retardant additives have been developed over the years. Some
materials are flame retardant by nature, such as charring wood or materials
that release non-combustible gas that cools the surface and dilutes the com-
bustion gases (as halogen in polyvinyl chloride (PVC) does). Halogenated flame
retardants are not recommended nowadays, because of environmental concerns,
but a similar mechanism has been adopted for new, non-corrosive flame retar-
dants that release, for example, water [6, 7]. Wood charring has also inspired
new, intumescent surfaces that protect the underlying surface from the heat [8].

Figure 1.1. Glass fibre-Phenolic composite after fire.

Fire simulations are used extensively in the planning and design of new solu-
tions for structures or interiors of buildings. They can be used as an element
of performance-based design, wherein the designer has to prove that the new
solution is at least as safe as the previously accepted solutions. They can also
be used as part of the PRA of nuclear power plants [4].

Increased processing capacity and improvements to software have made ex-
tensive fire simulations possible. The simulations can be used to predict fire
spread and/or its consequences and to study structural performance [9], the wa-
ter suppression [10], evacuation safety [11], or even the human behaviour [12].
Studies of the thermal degradation at atomic level have been done by means of
molecular dynamics (MD) [13].

Pyrolysis modelling is an important part of a modern fire simulation. Tradi-
tionally, the consequences of fire have been evaluated on basis of pre-described
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fires and standard fire curves. Pyrolysis modelling is designed to predict the
heat release rate and the response of the structures and materials that follows.
It allows implementation of more realistic fire scenarios and study of the flame
spread.

In the future, pyrolysis modelling may also be used in product development
for new materials. Potential fire risks and the structures’ performance in fire
could be evaluated by means of simulations before manufacture of large sam-
ples. Pyrolysis modelling can also be part of the process of optimisation of the
new materials’ properties. This could be especially useful in development of
new flame retardant materials or mechanisms.

Pyrolysis modelling consists of five steps:
1. The material is tested experimentally on small scale. Typical experimental

methods in this connection are thermogravimetric analysis (TGA) [14,15] and
cone calorimeter [16].

2. The experiments are described by a mathematical model. The pyrolysis is
often modelled by means of Arrhenius equation in combination with data on
heat transfer [17,18]. The model’s validation is an important part of the pro-
cess.

3. The model has to be solved numerically and this solution verified.
4. Model parameters are often unknown and have to be estimated by fitting of

the model to the experimental results.
5. The pyrolysis model is taken in combination with the computational fluid dy-

namics (CFD) calculations. This is the case with the Fire Dynamics Simulator
(FDS) [18].

The present work concentrates on finding methods for estimation of the pyroly-
sis parameters, an important topic since the model parameters are not always
well-known or even well-defined sets for any given material. They may vary
significantly, depending on the model’s limitations and complexity. Therefore,
they cannot be listed in any handbook or on a product sheet. The most signif-
icant difference between the work of a fire safety engineer and a product R&D
engineer is that the fire safety engineer does not usually have precise informa-
tion about the fuel or fire load. There is a demand for methods that are accurate
enough for predicting the material degradation correctly and at the same time
are simple and fast enough that they can be easily used by a practising fire
engineer.

Several methods have been developed for extracting the reaction (or kinetic)
parameters from the experimental data, some simple and fast and others more
complicated but providing more accurate results. The other (thermal) param-
eters are typically estimated from bench scale data [19] or in some cases mea-
sured directly [20]. Publication I and Publication II cover the authors contri-
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bution to the estimation methods and Publication III describes the sensitivity
study for the modelling choices.

This dissertation provides methods for pyrolysis modelling of these com-
plex materials. It also offers methods for calculating the reaction specific heat
release rate that can in some cases be used in estimation of the material com-
position (in Publication IV).

Not only the material parameters, but also the geometry and structure, ad-
ditives and flame retardants may cause challenges in larger scale simulations
with complex materials such as cables or composites. The methods are applied
to a real fire safety assessment for a nuclear power plant in Publication V.

The work on this dissertation was carried out primarily in two projects. The
material modelling of the cables for improving nuclear power plant fire safety
has been developed as part of the Finnish Research Programme on Nuclear
Power Plant Safety (SAFIR 20101 and SAFIR 20142) [4]. The work pertaining
to composites is done as part of the European Union project FIRE-RESIST3.

1.2 Outline of the dissertation

The dissertation is organised as follows:
Chapter 2 provides the background on the work done for this dissertation.

First, the pyrolysis model and other important equations for the material mod-
elling are reviewed. Then the experimental methods used for the parameter
estimation are presented. Literature on some significant estimation methods is
reviewed. Also, the Monte Carlo method is presented in brief.

Chapter 3 presents some special cases of pyrolysis modelling, including
thermoplastic and thermoset polymers and intumescent surfaces. It also pro-
vides a literature review considering some complex materials (PVC, cables, and
composites) and the associated modelling.

Chapter 4 summarises the methods developed by the author in the course
of the doctoral research. First, the FDS models of the experimental methods
are briefly described. After this, the applications of the two estimation methods
(one analytical and one a curve fitting algorithm) are discussed, after which an
application of new experimental method that can be used in parameter estima-
tion, microscale combustion calorimetry (MCC), is presented.

Chapter 5 summarises the most important results emerging in Publica-
tions I–V and some additional discussion related to the topics of this work.

Chapter 6 presents conclusions and discussion of the topic of the disserta-
tion. Future plans and possibilities for applications are presented.

1See http://virtual.vtt.fi/virtual/safir2010/
2See http://virtual.vtt.fi/virtual/safir2014/
3See http://www.fire-resist.eu/FireResist/index.xhtml
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2. Pyrolysis modelling and fire simulations

2.1 Motivation

If one is to be able to predict the spread of fire, the pyrolysis model, starting
with the solid phase degradation reactions, has to be defined. This chapter pro-
vides background information and the literature survey needed for understand-
ing of the concepts of pyrolysis modelling. First, a brief review of the pyrolysis
model and the equations needed for predicting the fire spread of a material
are presented. Then the experimental methods essential to the pyrolysis mod-
elling are described. An review of literature on existing parameter estimation
methods is provided and discussed in brief. The methods applied and improved
upon for Publication I and Publication II are based on these methods. Lastly,
the Monte Carlo simulation method is presented as it is relevant for an under-
standing of Publication V.

2.2 The pyrolysis model

Pyrolysis is the thermal degradation that occurs in the solid phase of a mate-
rial when it is heated. The bonds between the molecules start to break at ele-
vated temperatures, leading to release of volatile compounds and changes from
the original structure of the material. This is seen as mass loss. Technically,
’pyrolysis’ refers only to thermal degradation without oxygen; in general (re-
gardless of the oxygen concentration) the mechanism is called thermolysis. In
the presence of air, the carbonous residue may oxidise. The combustible gases
released during the pyrolysis may also ignite, leading to combustion in the gas
phase. This increases the gas temperature, with the results being slightly faster
degradation than in inert ambient. In this dissertation, the term ’pyrolysis’ is
used to describe the thermal degradation at elevated temperatures both in inert
ambient and in the presence of oxygen.

The temperature dependent reaction rate of the pyrolysis is often described
by the Arrhenius equation. This equation describes the temperature depen-
dence of reaction constant

kr = Ae−
E
RT , (2.1)

where A is the pre-exponential factor, E the activation energy, R the universal
gas constant, and T temperature. Originally developed by Svante Arrhenius
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in 1884 in study of the dissociation of electrolytes [21], the equation has been
applied since then in various fields of research, from chemical and physical
processes to studies of quantum statistics and climate change [21–28]

In the fire community interest in the Arrhenius parameters grew in the
late 20th century, first for describing the char oxidation [29–31] and then for
predicting the thermal decomposition in the solid phase [17–19].

The equation gives a relationship between reaction rate and temperature
and is often represented in the form

rj =
dα

dt
= Ajf(α)e−

Ej
RT , (2.2)

where α = (m0 −m)/(m0) is the fractional conversion from reactants to prod-
ucts ranging from 0 to 1, and T the temperature of the solid. The so called
kinetic triplet consists of Aj , Ej , and reaction model f(α). Each reaction j has a
different kinetic triplet. The reaction model often depends on reaction order Nk
and may be expressed as

f(α) = (1− α)Nj . (2.3)

The stoichiometric reaction orders of chemical reactions are integers (usually
1). The thermal degradation is a consequence of the chemical bonds breaking at
elevated temperatures. The materials consist of several, different bonds, requir-
ing different amounts of energy for breaking. The overall mass loss reaction is,
therefore, a combination of several chemical reactions. In pyrolysis modelling,
these reactions are lumped together and hence fractional reaction rates also are
used. The model is not an attempt to describe each chemical reaction exactly;
the parameters should be considered model specific elements that merge the
net effect of several overlapping reactions.

The reaction rate depends on the temperature. The temperature at the
front surface of the material rises through by radiation and convection, while
inside the material the heat is transferred via conduction and internal radia-
tion. A one dimensional heat conduction equation with internal heat genera-
tion/absorption is often sufficient to determine the temperature gradient, T (x):

ρcp
dT

dt
=

∂

∂x
k
∂T

∂x
+ q̇

′′′

s , (2.4)

where ρ is the solid density, cp the specific heat capacity, k thermal conductivity,
x depth from the surface and q̇

′′′

s a source term that consists of the chemical
reactions (q̇

′′′

s,c) and the radiation and emission at depth (q̇
′′′

s,r). The chemical
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source term is linked to the Arrhenius equation by the reaction rate:

q̇
′′′

s,c = −ρ0

∑

j

rj(x)∆Hj , (2.5)

where ∆Hj is the heat of reaction of reaction j.
The boundary condition at front (F ) surface is

−k ∂T
∂x

(0, t) = q̇
′′

c + q̇
′′

r , (2.6)

where convective heat flux q̇
′′

c is

q̇
′′

c = h(Tg − TF ); (2.7)

constant h is the heat transfer coefficient, and the net radiative flux is

q̇
′′

r = q̇
′′

r,in − ε σ T 4
F , (2.8)

where ε is the emissivity and σ the Stefan-Boltzmann coefficient. [14,18]
In the presence of air, the combustible gases released during pyrolysis may

ignite and lead to combustion. This is modelled through assumption of a com-
ponent specific heat of combustion (∆Hc) that describes the heat released per
unit mass. The heat release rate per unit area then becomes

q̇
′′

= ṁ
′′
∆Hc = ∆Hc

∫ L

0

∑

j

∑

i

Ai,jρie
−Ei,j/RT (x)dx, (2.9)

where i is the component (material) index and j reaction index.
Materials that can sustain smouldering combustion are porous and form

solid carbonaceous char when heated. Materials that melt do not exhibit this
kind of combustion. The char is formed on the exposed surface. When the char
is oxidised in this region, a glow at high temperatures (about 600◦C for wood) re-
sults. This exothermic process yields ash and residual char, along with volatile
products (e.g., tar) that have high carbon monoxide content. These products are
also flammable if accumulating in a closed space; hence, smouldering may lead
to flaming after passage of considerable time. [14]

Surface oxidation is most significant after the flame is extinguished, but the
surface is still hot, for example, after combustion of lignocellulosic material. An
example of the surface oxidation is seen in Figure 2.1. A graphite sample was
tested in TGA and differential scanning calorimetry (DSC) under both oxidative
(air) and inert (nitrogen) ambient conditions (see Section 2.3 for more details).
In the presence of oxygen, the sample degrades almost completely (leaving less
than 1% as residue). Without oxygen, this degradation does not occur, even at
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high temperatures and with a slow heating rate. Similarly, the DSC experi-
ments show a clear exothermic reaction peak for the sample in air, while the
same test in nitrogen does not show any reaction (except minor experimental
fluctuation of the baseline).
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Figure 2.1. a) TGA and b) DSC experiments with graphite in air and in nitrogen at
2 K/min.

A reaction depending on the oxygen concentration can be modelled by means of
a modified Arrhenius equation:

rO2,j = Aj(1− αj)Nj exp

(
− Ej
RT

)
Y
NO2

O2
, (2.10)

where YO2
is the oxygen concentration and NO2

is the reaction order of the
oxygen concentration. If reaction rate does not depend on oxygen concentration
(as normal pyrolysis reaction), NO2 = 0.

The material in the model consists of several pseudo-components. A pseudo-
component (later also simply component) refers to a component in the model
that represents one mass loss step in the model. It does not necessarily repre-
sent any particular chemical reaction, but it does serve as a way to model the
net effect of all reactions occurring simultaneously. In total, there are at least
10 model parameters per reaction or component. Each component is described
in terms of these parameters. Some components may encompass several reac-
tions (or competing reactions), which increase the number of parameters still
further. The parameters in the model are summarised in Table 2.1.
Several pieces of software have been developed in the fire community for mod-
elling the thermal degradation of solids: FDS1 [18], Gpyro2 [19], Open Foam3,
and ThermaKin [32]. FDS and OpenFoam are CFD codes while Gpyro and

1See https://code.google.com/p/fds-smv/
2See http://code.google.com/p/gpyro/
3See http://www.openfoam.com/
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Table 2.1. Summary of parameters of pyrolysis modelling. Est estimated from and Mes
measured with. (R) reaction specific. (C) component specific.

Param. Explanation Eq. Method of obtaining Reaction/
(unit) Component

A Pre-exponential 2.2 Est TGA/MCC R
factor (s−1)

cp Specific heat 2.4 Mes DSC / C
(kJ/(K·kg)) Est cone calorimeter

E Activation energy 2.2 Est TGA/MCC R
(J/mol)

∆H Heat of reaction 2.5 Mes DSC / R
(kJ/kg) Est cone calorimeter

∆Hc Heat of combustion 2.9 Mes MCC / R
(kJ/kg) / (MJ/kg) Est cone calorimeter

k Thermal conductivity 2.4 Mes / C
(W/(m· K)) Est cone calorimeter

N Reaction order 2.2 Est TGA/MCC R
NO2 Reaction order 2.10 Est TGA results in air R

of oxidation
ε Emissivity 2.8 Est cone calorimeter C
ρ Density 2.4 Meas directly C

(kg/m3)

ThermaKin are limited to the solid phase. Gpyro also includes an algorithm for
estimation of the model’s parameters.

2.3 Experimental methods

The experiments commonly employed in fire research can be divided into small
(milligram), bench (gram to kilogram), and large/full (kilogram to metric ton)
scale experiments on the basis of the sample size required. The small scale ex-
periments are the easiest to model and involve less inaccuracy related to fire
or experimental set up. The material models are typically built on the basis of
small and bench scale experiments. Large scale fire tests are often very expen-
sive, but important for code validation purposes.

2.3.1 Small scale experiments

In a small scale experiment, the sample mass is usually 1–30 mg. These ex-
periments typically measure only one property at a time, such as mass, heat of
reaction, specific heat, or heat release rate. The reaction parameters and some-
times even a good estimate as to the sample composition can be determined by
means of small scale experimental results.
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The most commonly used small scale experiment for pyrolysis modelling is
the TGA. It uses a small furnace filled with either air or inert purge gas (of-
ten nitrogen). The sample is inside a small crucible that is placed over a load
cell. During the experiment, the sample mass is measured. The experiment
can be performed either isothermally (i.e., at a one constant temperature) or
non-isothermally (with temperature increasing linearly). The non-isothermal
experiment is often more suitable for the estimation of the pyrolysis parame-
ters, since it also provides information about the reaction temperatures. The
heating rates are relatively low (2–30 K/min), in order to keep the sample in
thermal equilibrium with the furnace. [14,15] For pyrolysis modelling purposes,
TGA experiments are often performed at several heating rates. This is neces-
sary, because the chemical reactions may depend on heating rate, and using
several rates enables the estimation of more general reaction parameters. An
example of TGA results at several heating rates is seen in Figure 2.2. Often the
increasing heating rate moves the reaction to higher temperatures. That means
that the reaction takes place more slowly than the heating of the sample and
therefore the temperature of the sample is higher when the mass loss occurs.
At very high heating rates or with thermally thick samples the thermal equilib-
rium between the furnace and sample may be lost and the sample temperature
no longer corresponds to the furnace temperature.
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Figure 2.2. TGA results of birch wood at 2–20 K/min heating rates in nitrogen ambient.
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More information about the reaction enthalpies and specific heat is provided by
another small scale experiment, DSC. The furnace and the method of operation
are similar those in TGA. In DSC, the sample temperature is regulated relative
to a reference sample, and the required energy is measured. With DSC, one
can perform experimental measurements in an individual experiment or simul-
taneously with TGA. From individually measured DSC, one can calculate the
heat of reaction and the specific heat capacity. It is good to keep in mind that
the measured value is actually the joint effect of possibly several simultaneous
reactions. The results should then be scaled for the target application, more
specifically, to its reaction path. [14, 15] For accurate calculation of the specific
heat, three measurements are required in all: of the actual material, of a ref-
erence sample with known specific heat (often sapphire), and of an empty pan
for setting of the baseline. The baseline value is subtracted from the results for
the actual sample and the reference. The specific heat capacity of the reference
sample is scaled by the ratio of the DSC measurements between the sample and
the reference:

cp,s(T ) =
q̇s/ms(T )

q̇r/mr(T )
cp,r(T ), (2.11)

where the subscript r refers to the reference and s to the sample.
A simpler but less accurate method is to calculate the specific heat by using

only the baseline corrected heat flow of the sample. Then the heat flow for the
initial mass is scaled by the current heating rate β:

cp,s =
q̇s/ms

β
. (2.12)

A comparison of the results of these methods is shown in Figure 2.3.
The heat of reaction (or reaction enthalpy) is calculated as the integral over the
reaction peak in DSC. An example of the definition of the heat of reaction is
seen in Figure 2.4.

When DSC is performed simultaneously with a TGA experiment, the re-
sults are mostly more qualitative than quantitative. Often a significant, un-
predictably behaving baseline can be observed in the simultaneous DSC results
that make the calculation of reaction enthalpy extremely difficult. This is prob-
ably because of experimental uncertainty that comes from the set-up necessary
for measuring the sample mass simultaneously with the heat flow. Qualitative
results may, however, be very useful, since they reveal whether the reaction is
endothermic or exothermic. In Figure 2.5, qualitative DSC results for heat flow
in nitrogen and in air can be seen. Three reactions can be observed in air, two
in nitrogen. The first one occurs at around 100◦C and is endothermic in both
purge gas conditions. An endothermic reaction that occurs at low temperature
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Figure 2.3. Comparison of direct method to sapphire method in calculation of specific
heat from DSC results for a furane sample. Experimental data courtesy of
Gaiker.

250 300 350 400 450
0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

T (°C)

D
S

C
 (

m
W

/m
g)

 

 

∆H

Figure 2.4. Integration over the reaction peak for determination of the heat of reaction.

can usually be identified as evaporation of moisture. The second reaction takes
place after 300◦C and is exothermic in air and endothermic in nitrogen. The ad-
ditional reaction only in air (peak at 440◦C) is defined as char oxidation. In the
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presence of air, the exothermic peaks can indicate oxidative surface reactions
or flaming combustion. It is difficult to know for certain if the combustion gases
are ignited during the test or not, although self-ignition is not very probable
at low temperatures. The possibility of ignition can be decreased by reducing
sample size.
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Figure 2.5. DSC results for birch at 10 K/min in air and nitrogen. Exothermic peaks are
positive.

Microscale combustion calorimetry (MCC) can be used for measuring the heat
release rate of a sample. It first pyrolyses the sample in a nitrogen environment,
at a higher heating rate than in the TGA (typically around 60 K/min, although
heating rates from 12 to 120 K/min are possible). Then the pyrolysis gases flow
into a combustor, a tube whose high temperature and sufficient oxygen concen-
tration cause all the combustible gases to burn immediately. The result is the
heat of complete combustion as a function of temperature. [33, 34] The pyroly-
sis can alternatively be done in air, to study the oxidation of pyrolysis char. In
this work, the MCC results are combined with the information from the TGA
for determination of the heat of combustion values for each reaction. This in-
formation can be used when one is simulating complex materials, e.g., polymer
samples. [35]
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2.3.2 Bench-scale tools – the cone calorimeter

The cone calorimeter (ISO 5660-1, [16]) is the most commonly used bench-scale
experimental tool in fire research. The sample usually has dimensions of 10 cm
× 10 cm× 0.1–5 cm and has a substrate made of mineral-based insulation or cal-
cium silicate board on the unexposed surface. The sample is placed under a cone
shaped heater, which heats the sample with a radiant heat flux of 10–75 kW/m2.
The igniter is an electric spark that is kept on until the sample ignites, al-
though spontaneous ignition may also be investigated without use of the spark
igniter. The gases are collected in a hood, from which the various properties are
measured. As a result, the cone calorimeter provides information about mass
loss, heat release rate, and soot yield. Additionally, sample temperatures may
be measured by means of thermocouples. The standard cone calorimeter oper-
ates in ambient air, but ambient controlled cone calorimeters are available also.
They can be used for studying the effect of the oxygen in the atmosphere or the
pyrolysis of the sample in an inert (nitrogen) ambient. [16,36,37]

2.4 Parameter estimation

The reaction rate of the thermal degradation of a material is often modelled by
means of Arrhenius equation as explained in Section 2.2. The kinetic param-
eters cannot be measured directly; they need to be estimated somehow from
the experimental data. An overview of methods to quantify kinetic parameters
is provided in the following sections. The estimation algorithms presented in
Subsection 2.4.2 can also be used in estimation of other (mainly thermal) model
parameters.

2.4.1 Semi-analytical methods

The first methods, developed in the 1960s, included approximations, reference
points, and graphical solutions [38–40]. The isoconversional (i.e. applying mul-
tiple heating rates) methods were soon discovered to be more useful because
they provide more general results. They can be used for defining the reaction
model (f(α)) or the reaction parameters (A, E) [22–25]. Drawbacks to these
analytical methods may be found in their limited accuracy; inconvenience of
locating various reference points; limitations in reaction steps or order; or, in
some cases, the fact that the complete kinetic triplet, (A, E) or f(α), cannot be
solved from the same data set. The fire community’s interest in the reaction pa-
rameters has led to some new, simple but reasonably accurate methods, aimed
at encouraging modellers to base their kinetic parameters for their material
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instead of using estimates from the literature [41–43].
The methods presented in this chapter assume that the pyrolysis reaction

follows Eq. 2.2, or, in integral form,

F (α) =
A

β

∫ T

T0

e−
E
RT dT. (2.13)

In the 1960s, several methods were suggested for determination of the pa-
rameter pair (A,E) from experimental data [38–40]. Bell and Sizmann [38]
presented an approximation for the integral,

∫
e−

E
RT dT ≈ RT 2

E + 2RT
e−

E
RT , (2.14)

which at two separate heating rates (β1 and β2 at the same conversion α, see
Figure 2.6) leads to the following equation for activation energy

E =
RT1T2

T2 − T1
ln

(
β2

β1

)(
T1

T2

)2

. (2.15)

They compared this approximation to an experimental method called step an-
nealing. The latter is an iterative process wherein the sample is heated over
time ∆ti from temperature Ti to Ti+1 and sample concentration αi+1 is mea-
sured at each step i. The set (αi, Ti) is then given by

∫ αi+1

αi

dα

f(α)
= e
− E
RTi+1 ·∆t. (2.16)

Step annealing has since been developed into an estimation algorithm (further
discussed in Subsection 2.4.2). Both methods are isoconversional, i.e., they re-
quire data at several heating rates. However, the step annealing can also be
modified for just one heating rate.

Flynn and Wall [39] used an approximation technique to determine the ac-
tivation energy. This method too is isoconversional. Similar to the previous
method, the constant conversion is chosen for each heating rate, and the tem-
perature is recorded (see Figure 2.6).

With the substitution x = E/RT , Eq. 2.13 becomes

F (α) =
AR

βE

∫ xi

x0

e−xdx, (2.17)

where x0 = E/RT0 and xi = E/RTi and, after taking of a natural logarithm,
this becomes

ln(F (α)) = ln

(
AR

E

)
+ ln

(
1

β

)
+ ln

(∫ xi

x0

e−xdx

)
. (2.18)
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The above-mentioned authors found that for E/RT ≥ 20, the integral can be
approximated thus:

ln

(∫ Ti

T0

e−
E
RT

)
dT ≈ −2.315− 0.457

E

RTi
(2.19)

and therefore E becomes, after differentiation,

E ≈ − R

0.457

∆ ln(β)

∆T−1
. (2.20)

This approximated value is then used for calculation of a more accurate esti-
mate for E/RT and consequently its integral. This method was developed in a
time when solving integrals numerically was not commonly performed. Instead,
approximations and lists of integral values were used.
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Figure 2.6. Demonstration of selecting different reference points for Flynn’s isoconver-
sional method.

Friedman [40] suggested several methods that are based on reference points
and allow the use of reaction orders that are not equal to one. His methods
are based on either reference points from two heating rates, or multiple points
from the same data. In the simplest form, the reference point is chosen from
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the point of the highest reaction rate ( d
2α
dT 2 = 0):

E = NRT 2
p

( dαdT )p

1− αp
. (2.21)

Another relation, a slightly more elaborate one, requires two reference points
for the same heating rate

E = −R
ln

(
( dαdT )

2

( dαdT )
1

)
+N ln

(
1−α1

1−α2

)

T−1
2 − T−1

1

. (2.22)

Friedman also provided several relations for reaction order N that shall be dis-
cussed later in this section.

Since the 1980s, an isoconversional method that is based on linear fitting has
been widely used in many fields of research in slightly different forms [22–25].
Methods in this family are also called the model-free methods, because they do
not require an analytical form of the reaction model (f(α)). The approach can be
applied either for isothermal thermogravimetric data at several temperatures
or to non-isothermal data at one heating rate.

The idea of the isothermal version is to take the natural logarithm of both
sides of the Arrhenius equation. After rearrangement of the terms, it becomes

ln

((
dα
dT

)

f(α)

)
= ln(A)− E

RT
. (2.23)

The left-hand side of the equation consists of the experimental values that
should form a line when plotted against T−1 with ln(A) being the intercept and
-E/R the slope. If f(α) depends on N , the best fit can be found through repeat-
ing of the calculation at several reaction orders, and the best fitting solution
will be chosen. [22,23]

In non-isothermal conditions, the above-mentioned method becomes a bit
more complicated. If the measurement is done at only one heating rate, the
results are often ambiguous. Keuleer et al. [23] suggest using the equation

ln

(
β
(
dα
dT

)

f(α)

)
= ln(A)− E

RT
(2.24)

at several heating rates (β) at fixed values of conversion α. Liu et al. [25] base
their method on an approximation of the temperature integral yielding the lin-
ear relationship

ln

(
β

T 2

)
= ln

(
AR

Eg(α)

)
− E

RT
, (2.25)
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where g(α) =
∫ α

0
dα
f(α) = AE

βR p(
E
RT ).

Other related methods have been suggested and presented by several au-
thors over the past few years [21,24,44–47].

The key parameter of f(α) for the reaction order model is the reaction order
N . From the chemistry point of view for thermal degradation reactions reaction
orders other than 1 do not have real meaning, as is discussed in Section 2.2.
Many simplified reaction models are limited to the first order. However, the re-
action order does affect the reaction rate shape significantly, so it is often used
in modelling when the effects of several simultaneous reactions are approxi-
mated with just one kinetic reaction.

Friedman [40] presented several equations for calculation of N . The follow-
ing equation is based on three well-separated reference points from the same
data

N =
ln
(

( dαdT )3

( dαdT )1

)
− T2(T3−T1)

T3(T2−T1) · ln
(

( dαdT )2

( dαdT )1

)

T2(T3−T1)
T3(T2−T1) · ln

(
1−α1

1−α2

)
− ln

(
1−α1

1−α3

) (2.26)

This method works very well for smooth data and non-overlapping reactions
but may be complicated for real data, as discussed in Publication II.

Gao [48] has provided a more practical approach by listing theoretical limits
for the reaction order as a function of the conversion. Through a polynomial
curve fit, those values convert into a very simple relationship (as demonstrated
in Publication II):

N ≈ 13.25(1− α∗p)3 − 4.16(1− α∗p)2 + 2.3(1− α∗p)− 0.077, (2.27)

where α∗p is the reaction progress variable at the peak of the reaction.
The isoconversional method provides also a good way of defining N . Li and

Järvelä [24] suggest that the reaction rate can be expressed as

r =
(dαdt )

(1− α)N
. (2.28)

After one takes a natural logarithm and rearranges this, it results in

ln

(
dα

dt

)
= ln(r) +N ln(1− α). (2.29)

If ln(dα/dt) is now plotted against ln(1−α) at several temperatures, the N value
is equal to the average slope of these lines.
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2.4.2 Optimization algorithms

The analytical methods solve the parameters by using reference points, and the
results depend only on the choice of method and the location of the reference
point. Another approach is to consider the parameter estimation as an optimi-
sation problem wherein the model is fitted to the experimental data. Several
curve-fitting algorithms have been developed over the years. The traditional
gradient methods tend to converge at the closest local minimum (not necessar-
ily the global optimum) and therefore generally do not operate well with this
kind of problem. Accordingly, evolutionary algorithms were considered. The
first attempts used genetic algorithms (GA) [17, 19, 31]. These do operate very
efficiently for non-linear problems with a large number of unknown parameters.
However, GAs may be utterly inefficient with large estimation boundaries and
therefore require several iterations and large sets of candidate solutions. Sev-
eral other algorithms have been studied and successfully used in estimation of
the pyrolysis parameters [49–53]. All of these methods require purpose-specific
software and significant computation time, and their stochastic nature means
that the estimation procedure cannot be repeated exactly. The results also de-
pend on the estimation boundaries and algorithm parameters defined by the
user. However, the above mentioned shortcomings are compensated by the al-
gorithms’ advantage of not being limited to any specific model. Besides the
pyrolysis kinetics, a GA can be used in estimation of any other parameters. In
the fire sciences, these other parameters would typically be the thermal param-
eters as listed in Table 2.1.

The idea of GA [17, 19, 31] is based on the evolution and survival of the
fittest. Each set of parameters represents one individual in a population. The
individuals consist of parameters – or genes, as they are called in GA argot.
The first population is selected randomly from the pre-defined range. The in-
dividuals are located in several subpopulations that do not share the genes in
normal routines. Each individual is tested against the experimental data, and
a value called the fitness value is calculated for measuring the goodness of the
fit. The population goes through a set of operations that are stochastic, and
their probabilities depend on the fitness value. These operations include selec-
tion (selecting the best-fitting solutions for reproduction), cross-over (combining
two selected individuals for production of a new individual, offspring), mutation
(changing one or more genes of some individuals into a random number), and
migration (migrating, on the part of individuals, between subpopulations). The
next generation consists of the best fitting individuals of the previous genera-
tion and of the new offspring. The operations based on the fitness value and
probabilities cause the population converge towards the best fitting solutions,
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and the mutation and the migration bring new genes to the subpopulations and
hence prevent convergence at a local minimum. A flowchart of the algorithm
is shown in Figure 2.7. This topic is further discussed in Subsection 4.4.2 and
in Publication I.

Choice of estimation boundaries and algorithm parameters.

Creation of initial (random) population or 
use of initial values

Calculate fitness value

Ranking Selection

Reproduction

Mutation (of offspring) 

Calculate fitness value (offspring)

Replace (some) parents with offspring

Migrate Is ending condition fulfilled?

YesNo Algorithm ends

Figure 2.7. Flowchart of a genetic algorithm.

Shuffled complex evolution (SCE) is, in essence, an improved genetic al-
gorithm [49, 54]. It starts similarly, with a random population, but is better
organised and optimised with respect to the following operations. First, the in-
dividuals are ordered according to their fitness values. Then they are divided
into complexes such that every nth individual is placed in the same group. Ev-
ery individual within a complex, a probability then is assigned that determines
which q individuals are to be selected for a subcomplex. The values are ordered
by their fitness values. The worst fitting value (uq) in the subcomplex is com-
pared to other values within the group and a new value is calculated as

r =
2

1− q

1−q∑

j=1

−uq. (2.30)

If r is not within the estimation boundaries, a new random value is gener-
ated instead. If the fitness value of the new value is smaller than previously
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(fr < fq), the new value r replaces the old value uq. Otherwise, a new value is
calculated, as

c =

1
1−q

∑q−1
j=1 +uq

2
. (2.31)

Comparison of the fitness values is performed as before. This operation is re-
peated within the subcomplex until the predetermined number of iterations are
completed. After that, the same operations are performed for each of the other
subcomplexes. When all the subcomplexes have been gone through, the conver-
gence condition is checked. If this has been satisfied, the algorithm ends. If not,
it starts running again from the sorting of the fitness values and distribution of
candidate solutions to complexes.

This method has been applied to estimation of the parameters related to
thermal degradation of several materials by Chaos et al. [49] and Lautenberger
and Fernandez-Pello [50]. The SCE approach has proved to be more efficient
and to provide more accurate results than GAs do.

Hybrid genetic algorithms (HGA) combine the evolutionary algorithm
and local search methods (e.g., gradient methods) [52, 55–57]. They have been
developed to enhance the algorithm such that it produces higher quality solu-
tions more efficiently. The local search method can be included in any of three
phases in the estimation process: before, during, or after the algorithm. Before
the GA operation (pre-hybridisation), the local search is used for generating the
initial population for the GA and therefore reducing the solution space. This
is suitable for some specific problems but not in general. The second option,
which some refer to as organic hybridization, is used as one more operator for
the GA, improving the fit of each individual in each generation. Although this
is computationally more efficient than a GA alone, there is no guarantee of find-
ing the global optimum. The last method is referred to as post-hybridisation.
Here a GA is used to provide the initial design for the local search method. This
has proved to be generally the most efficient way to hybridise the GA, since the
global and local searches are performed completely separately.

Saha et al. [52] have successfully applied HGA for estimation of the kinetic
parameters of various plastics. They used the post-hybridisation technique and
a multidimensional, unconstrained non-linear search function as a hybrid func-
tion.

Stochastic hill climber (SHC) algorithm was developed by Webster [53]
for his master’s thesis in 2009. The algorithm differs from GAs in the following
respects:
• The initial population is generated via good engineering judgement (or by

rules of thumb, discussed in Subsection 4.4.3). Webster has stated that it
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is more logical to start with a well-fitting curve that has ’wrong’ parameters
than with a non-fitting curve that has the ’right’ parameters.
• The fitness function involves an R-squared value.
• Reproduction is done via mutation only (i.e. with no cross-breeding). The

parents may outlive the children if they have better fit.
• The mutation magnitude of each parameter is limited such that each can

effect no more than 5% change in accuracy. This is done in order to prevent
any single parameter from dominating in the estimation process.
• The mutation magnitude is multiplied by a scalar that depends on the muta-

tion history of the parameter. If the previous mutation attempts have been
successful, the scalar has a higher value than if the mutations have been un-
successful.

This method has been applied to the estimation of cone calorimeter results
by Webster himself, and by Lautenberger and Fernandez-Pello [50], with good
results.

Simulated annealing (SA) differs from the previously presented algo-
rithms in not being an evolutionary algorithm. It is, however, based on a real-
life process – namely, annealing in metallurgy. In annealing, the material is
first heated and then cooled, for finding of lower internal energies. In the al-
gorithm, the initial solution is tested against a random solution. The choice of
solution is based on the difference in fits and a random number that depends
on a parameter referred to as temperature. The temperature is eventually de-
creased, and the probability of choosing the worse-fitting solution decreases
with it [51, 58, 59]. Mani et al. [51] applied SA for estimating the kinetic pa-
rameters of lignin with good results.

Lautenberger and Fernandez-Pello [50] compared the performance of four
algorithms (a GA, SCE, SHC, and a hybrid of a GA and SA). They tested these
estimation methods by using generic cone calorimeter data, so that the real
target values of the parameters were known. They evaluated the algorithms
in terms of their effectiveness and robustness. The most rapid convergence
was shown by SHC, but the final fitness was at a level similar to that with GA
and HGA, and SCE turned out to perform with the best fit with any random
initial population. These solutions were practically independent for the initial
population, and it seems that SCE is able to find an actual global optimum for
the problem. When the target values of the parameters were compared, the
values estimated via SCE were the most accurate by far. The other algorithms
were much less accurate with respect to correctness of the target values, with
HGA producing the greatest accuracy of the three while SHC showed the least
accurate fit.
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2.4.3 The compensation effect

As is discussed above, the values for the activation energy may be very sensitive
to small changes in experimental conditions (such as heating rate); therefore,
isoconversional methods are commonly used, preferred over a single heating
rate experiments. This phenomenon is also widely recognised in the litera-
ture [25, 60, 61] and observed in experiments, but no comprehensive explana-
tion has been provided so far. There are two main, and opposite, points of view
on the nature of the compensation effect; it either is caused by an experimen-
tal artefact or has a true chemical meaning. The second case is often seen as
discomforting, since it means that the A and E values are not independent and
therefore do not have any physical meaning in isolation. In fire modelling, the
interpretation has been that the compensation effect has a chemical meaning.

The general form of the compensation effect is

ln(A) = a+ bE, (2.32)

where a can be very small [60, 61]. The analytical form of the compensation
effect is, according to Nikolaev et al. [60],

ln(A) = ln

(
Eβ

RT 2
p

)
+

E

RTp
. (2.33)

Slightly different form for the compensation effect has been suggested by Lyon
and Safronava [62]:

ln(A) = ln

(
βE

φRT 2
p

)
+

1

RTp
E, (2.34)

where φ = −df(α)/dα. The compensation effect depends on rate and model, as
observed.

Similar behaviour has been observed more generally with other model pa-
rameters, especially with larger-scale models. The models inevitably have some
degree of inaccuracy, and the parameters combine to form a model that fits to
experiments. Therefore, the model parameters actually work together to com-
pensate for the shortcomings of the model and several combinations, fitting
equally well, can be found for the same experimental data. This phenomenon
is demonstrated and discussed in Publication III. However, good initial guesses
(e.g., by model-free methods) may help to eliminate the randomness of the solu-
tions and keep the parameters more realistic [63].
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2.5 The Monte Carlo technique

Fire modelling can be used as a part of PRA. The goal of fire-PRA is to deter-
mine the probability of the various possible consequences of a fire and discover
the most significant parameters that correlate with the most severe conditions.
The Monte Carlo (MC) technique is a tool for the statistical assessment. This
method is not used for parameter estimation as the methods described previ-
ously in Section 2.4. In this dissertation, it has been used to statistically study
fire spread from one cable tray to another, as described in Publication V.

The Monte Carlo technique in its simplest form means repeating an action
several times at a random points in a parameter space and counting the events.
A simple example of this technique is a game of tossing a coin to estimate the
probability of heads or tails. The modern Monte Carlo was born in the 1940s
when Stanislaw Ulam, John von Neumann, and others, started to use random
numbers in the calculations of statistical physics. The most efficient use of the
MC technique is to determine definite integrals that are too complex to solve
analytically. [64,65]

In applications of Monte Carlo for fire research, a simulation is repeated
several times, using random numbers from certain distributions of input pa-
rameters. The number of repetitions should be high enough to cover the vari-
able space for capturing the statistics of the events. This is computationally
quite expensive, so a more optimised sampling method is used. The sampling
method, called Latin hypercubes (LH), is a type of stratified sampling. The idea
is to divide the range of each variable into as many intervals as the number of
samples so that each interval has equal probability according to the distribu-
tion. From each interval, one random number is selected, and the random num-
bers of each parameter are paired in a random manner. As its result the sample
represents the space of possible input values more extensively than traditional
random sampling does, and, therefore, fewer repetitions are required. [66,67]

For fire Monte Carlo, a software package called Probabilistic Fire Simulator
(PFS) is used. It was developed at VTT Technical Research Centre of Finland.
It runs Monte Carlo (or two-model Monte Carlo) with a chosen fire model, most
commonly with FDS [68, 69]. This tool has been used in the simulations de-
scribed in Publication V.
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3.1 Motivation

The thermal degradation process depends on the material. The degradation
varies with the polymer classes, whether the surface swells or shrinks when
heated and what kinds of flame retardants, if any, are used. A brief literature
survey is presented that considers these processes. Special attention is given to
complex but very important materials: cables and composites. The challenges
and the solutions from a modelling point of view are discussed in Section 3.5.

3.2 Thermoset and thermoplastic polymers

Synthetic polymers are classified as thermoplastic or thermoset by their be-
haviour when heated. When exposed to heat, thermoplastic polymers soften
and melt, and they take a new form when cooled down. This may affect their
burning through forming of falling droplets or burning liquid pools. Thermoset
polymers, on the other hand, are cross-linked structures that do not melt when
heated; they often leave residual char. Of the natural polymers, cellulose is sim-
ilar in fire behaviour compared to synthetic thermoplastic polymers. A third
polymer class would be the elastomers, which can be distinguished by their
rubber-like properties. They can behave either like thermosets or as thermo-
plastics do, depending on the material. [14,70]

3.3 Modelling shrinking and swelling surfaces

A solid surface seldom maintains its structure when exposed to heat. If a ho-
mogeneous material is converted completely to volatiles, the material thickness
decreases as the fire progresses. However, many materials do not degrade com-
pletely and instead leave empty spaces (porosity) in the structure. Some gas
from the pores may get trapped under the surface, causing the material to swell.
This mechanism acts as a natural flame retardant for many charring materials,
and the idea has been adopted for several synthetic flame retardants as well.
More about the swelling (or intumescent) surfaces as a flame retardancy mech-
anism is explained in Section 3.4. Many charring materials (e.g., wood) first
swell in the charring phase, and later shrink (in the presence of oxygen) when
the char oxidises.

Shrinking and swelling have a significant effect on the thermal degrada-
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tion of a material. Increasing porosity decreases the thermal conductivity, and
a swollen surface forms a physical barrier to the heat. The simplest way to
model this is to calculate the final thickness by using the information about
residue fraction and final density. One can calculate the density that the ma-
terial would have after the reaction if the thickness were to remain unchanged
(ρs,i). If the final density (ρi) is defined to be higher than the one calculated,
the material shrinks; if lower, the material swells. In FDS version 6 [71], this
is done by decreasing or increasing the solid cell size in keeping with the ratio
of the densities:

δ =





maxi

(
ρs,i
ρi

)
if maxi

(
ρs,i
ρi

)
≥ 1

∑
i

(
ρs,i
ρi

)
if maxi

(
ρs,i
ρi

)
< 1.

(3.1)

The cell thickness is then scaled by this factor, with the thickness from the last
time step (t− 1):

∆x(t) = δ∆x(t− 1), (3.2)

and the density similarly:

ρ(t) =
ρ(t− 1)

δ
. (3.3)

With this method, it is possible to model the known density or thickness change
effectively by manually adjusting the thermal conductivity of the residue to be
lower, but the method cannot predict the final thickness. To be able to predict
the swelling or shrinking, one must model the porosity. This effort seems at the
moment to be overly time consuming when compared to the benefits; therefore,
the porosity model has not been included in FDS. However, Zhang et al. [8]
developed a model that is able to predict the final thickness. The model takes
into account the proportion of the gases that stay trapped under the surface and
the conduction in the pores caused by radiation and convection.

The effect of the swelling and shrinking with FDS6 modelling is usefully
demonstrated with an example. A charring material with a thickness of 2 cm
and an initial density of 1, 000 kg/m3 degrades (A= 1 · 1010 s−1, E = 1 · 105

kJ/kmol, N = 1) yielding a mass fraction of 0.5 fuel gas and 0.5 residue. The
thermal conductivity of the residue is 0.05 W/(m·K) and the surface area is as-
sumed to remain constant. Comparison of the cone calorimeter simulations is
shown in Figure 3.1. It can be seen that, although the thermal degradation pro-
cess remains the same across all cases (except with swelling or shrinking), the
pyrolysis and combustion are faster for the shrinking material. It also has the
highest heat release rate peak, a consequence of a shorter period of releasing
the same amount of heat (see the first pane in Figure 3.1). The swollen surface
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also insulates the surface significantly better, as can be seen from the back-side
temperatures (Figure 3.1 pane c).
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Figure 3.1. The effect of shrinking and swelling surfaces in the cone calorimeter simu-
lations: a) heat release rate, b) mass per unit area, c) back temperature, d)
thickness.

3.4 Flame retardant mechanisms

Not all fires can be prevented, but the consequences can be minimised. Sev-
eral flame retardancy mechanisms have been developed for slowing down the
fire spread. This section concentrates on polymers, because of their significant
involvement in the fire spread, but similar methods have been used to protect
other targets from the heat, such as metal structures, too (e.g., use of intumes-
cent paints).

Use of flame retardant additives does not make the combustible material
non-combustible, but it does delay the ignition and/or reduces the heat release
rate in the fire. The increased time to react may be significant for the safety of
the people and property involved. The choosing of flame retardant or whether
one is to be used at all is not trivial. Some flame retardants have the desired ef-
fect only in quantities potentially large enough to change the mechanical prop-
erties of the polymer. Some flame retardants increase the production of smoke,
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which decreases visibility in the event of fire and produces toxic gases. There-
fore, the specific needs of each application have to be considered carefully. [6,72]

The flame retardants operate at many levels, in the gas or solid phase, or
both. Fire spread is often described as a cycle that starts with pyrolysis in the
solid phase (a) that releases flammable volatiles and that in the presence of
oxygen (b) leads to flames (c). This, in turn, produces heat (d) that accelerates
the pyrolysis. The flaming also may produce smoke and gas species that could
be harmful to people. At the first step in the cycle (a), the goal is to affect the
pyrolysis reaction in the solid phase. The reaction is modified such that char
formation is promoted instead of flammable volatiles. Additionally, the char
layer is a good insulator and acts as a barrier between flame and polymer. The
second step (b) is to prevent the supply of oxygen to the flame and hence prevent
the combustion of volatiles. This can be done via inert gases that are released
during pyrolysis. By adding flame inhibiting agents to the polymer that are
released near polymer degradation temperature, one can exert an effect on the
flame directly (c). The last step in the cycle is to prevent heat flow back to the
polymer (d). This can be done by means of either a heat sink that degrades
endothermically or a physical barrier such as char or an intumescent coating.
Naturally, many flame retardants act at multiple points in the fire cycle. [6,72]

At the pyrolysis stage (a) and for preventing the feedback from the flames
(d), char formation is the most important mechanism for retarding the flame.
Char forms an insulating barrier at the surface which delays the heat conduc-
tion to the polymer. An increased proportion of char also contributes to fewer
flammable volatiles being released during pyrolysis. Significant amounts of
flame retardant agents are added to the polymer, and these interact at temper-
atures lower than that of the polymer pyrolysis. There are two main methods
by which polymers may promote char formation: dehydration and cross-linking.
Dehydration is commonly associated with phosphorus derived compounds and
the decreasing oxygen content in the polymer. Cross-linking stabilises the poly-
mer by providing additional, strong bonds to the polymer chain. It has been
suggested also that cross-linking increases the viscosity of the molten polymer
that contributes to retarding the flow of the volatiles to the flame.

Cellulose is a good example of these mechanisms. With addition of only 2%
phosphorus, the cellulose polymer is fire protected through dehydration pro-
cess. It also cross-links at elevated temperatures, forming char. Nanocompos-
ites are another example of flame retarding by char formation, more specifically
by formation of high-performance carbonaceous-silicate char. Composites are
discussed in greated depth in Subsection 3.5.3. [6,73]

Intumescent surfaces insulate the polymer surface with a porous, carbona-
ceous layer of char. The mechanism should not be confused with the char-
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ring process. For an intumescent coating to form, three active components are
needed: acid source, blowing agent, and charring agent. The acid source breaks
down, forming a mineral acid that acts as a catalyst. This participates in the
charring reaction together with the charring agent. The blowing agent pro-
duces large amounts of gaseous products that remain partly trapped under the
surface, making the surface swell. [6,8]

Another way to protect the polymer in the solid phase is to cool it down with
an endothermic (energy-requiring) reaction. Hydrated minerals (the most com-
monly used are alumina trihydrate (Al(OH)3, ATH) and magnesium hydroxide
(Mg(OH)2, MDH)) act this way, releasing water. The water also dilutes the py-
rolysis gas and decreases the concentration of the flammable gas. The water
content of ATH is 35% and that of MDH 31%. Their degradation tempera-
tures and enthalpies as given in the literature vary slightly and are listed in
Table 3.1. While MDH is more attractive in many applications for its higher
degradation temperature and higher enthalpy, in practise ATH has been more
commonly used, on account of its the lower price. [6,7]

Table 3.1. Values in the literature for decomposition temperature and enthalpy for ATH
and MDH (enthalpy is reported as required energy, positive endothermic re-
action values).

ATH MDH
In reference T (◦C) ∆H (kJ/kg) T (◦C) ∆H (kJ/kg)

[7] 180–200 1300 300–320 1450
[6] 205 1172 320 1598

[73,74] 220 1170 330 1356

The oxygen concentration near the flame (b) can be reduced via release of an
inert gas, as water or chlorides, in the gas phase, in a mechanism similar to
that seen with the mineral fillers discussed earlier.

In gas phase (c), the halogens are the most prevalent group of flame in-
hibitors, especially chlorine and bromine. The free radicals H· and OH· have
an important role in the process leading to thermal degradation and combus-
tion. Halogens are known to react rapidly with these radicals and produce com-
pounds that are much less active and therefore inhibit the flame. For example,
PVC is flame retardant on account of its chlorine (more specifically, hydrochlo-
ric acid, HCl). The flame retarding effect of halogens is considerably less with
large and hot fires, because the equilibrium of the halogen molecules decreases
at increased temperatures. Some phosphorus chemicals are known to have sim-
ilar effects in the gas phase, although they also act in the solid phase, via glass
formation. [6,14,73,75]

There has been much discussion about the disadvantages of the halogenated
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flame retardants, mostly those containing diphenyl oxide (DPO), due to the toxic
fumes they release during fire. At the other extreme, completely avoiding flame
retardants increases the number of fires and therefore also the amount of toxic
smoke. [75] The current trend is toward abandoning halogenated flame retar-
dants because better alternatives have been developed.

3.5 Complex materials for fire modelling

The typical materials involved in fires (and fire simulations) seldom are fully
characterised in their properties, homogeneous in structure, and of simple ge-
ometry, as a poly(methyl methacrylate) (PMMA) sheet is. In contrast, they take
part in several chemical reactions and processes, contain additives, and have
layered structures and complex geometry. Often the exact compound of the ma-
terial is a business secret and therefore not publicly available knowledge. All of
this makes the fire modelling of these materials challenging. This section of the
thesis presents some of the typical applications of fire modelling. The materials
and structures are reviewed from the standpoint of modelling of the fire spread.

3.5.1 PVC and its additives

A thermoplastic material with a wide range of applications, PVC is used in
pipes and cables, as well as in clothes, furniture and sport equipment. Electri-
cal cables are one of the most interesting applications from the point of view of
fire modelling, since they constitute a significant fire risk at power plants and
other facilities with lots of electronics. Pure PVC (C2H3Cl) is rigid, but often
applications utilise PVC in its plasticised form (C26H39O2Cl). Besides plasticis-
ers, PVC material may include other additives, such as stabilisers and fillers.
Rigid PVC burns, yielding char, only when an external heat source is present.
If the heat source is removed, PVC extinguishes immediately. Plasticised PVC
burns much better, because of the plasticisers’ high heat of combustion. As is
discussed in Section 3.4, PVC is inherently flame retardant, on account of the
release of inert, diluting gas (HCl), and char forming. HCl is highly corrosive
and therefore poses a hazard to people and property. [6,70]

PVC has been widely studied experimentally [76–83] and in numerical anal-
ysis [81,82,84–87]. The degradation of pure PVC occurs in two steps. The first
of these (at around 200–300◦C) is dominated by a process that mainly releases
HCl and hence is called dehydrochlorination. This non-combustible compound
dilutes the gas phase and promotes char formation at the surface. The remain-
ing polyene structure starts degrading immediately after this, releasing small
amounts of aromatic hydrocarbons, mainly benzene (∆Hc = 40 MJ/kg [14]).
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The stoichiometric amount of HCl released in PVC is 58.7%, on the assump-
tion that all chlorine is released as HCl during the first step in the degrada-
tion. According to thermogravimetric studies performed by Miranda et al. [82]
in vacuum and nitrogen, the mass loss from the first reaction is 64% and the
remaining chlorine 0.14% at a 10 K/min heating rate. This process is not very
sensitive to heating rate or environment (vacuum or nitrogen). The excess mass
loss in the first reaction (5.44%) is identified as release of aromatics. The second
major mass loss occurs at around 450◦C, releasing toluene and other alkyl aro-
matics. The mass loss from the second reaction depends on the heating rate and
environment. In Miranda et al. studies, the residue content varied (at heating
rates of 1–20 K/min) from 3.1% to 6.4% in vacuum and over the range 6.9–12.4%
in nitrogen. This leaves an average of 31% in vacuum and 26% in nitrogen for
the second reaction mass loss. The residue content increases with the heating
rate and is lower in vacuum than in normal atmospheric pressure. Naturally,
the residue content in air is lower than in nitrogen, because of the oxidative ef-
fect, as can be seen in the TGA results for almost pure PVC pipe material that
are presented in Figure 3.2. [6,77,82]
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Figure 3.2. TGA experiment of almost pure PVC pipe material at 10 K/min.

What makes PVC a complex subject of modelling are the additives. In many
applications (e.g., electrical cables) PVC is used in its flexible form, in which
the pure PVC is mixed with plasticisers in significant amounts. Besides plasti-
cisers, a PVC cable may include stabilisers and fillers, which affect the thermal
degradation and combustion.
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The most important additive from angle of the fire spread is the plasticiser,
concentrations of which can be as high as 100 phr (parts per hundred parts
resin). There are several commercial plasticisers available, of which one of
the most commonly studied (and used) is diethylhexyl phthalate (DOP). The
phthalates degrade at around the temperature at which the dehydrochlorina-
tion reaction occurs and releases combustible gases that burn with a flame in
the presence of oxygen. Besides increasing the fire risk through the mecha-
nism of flammable gas, plasticisers interact with the PVC resin and alter the
thermal degradation process. Marcilla and Beltran [81] studied pure samples
of DOP and PVC and their mixtures in TGA. The degradation temperatures
of these two components are slightly different; DOP degrades at slightly lower
temperatures than pure PVC. In a mixture, the temperatures almost overlap;
the degradation temperature of DOP increases only slightly, but the PVC de-
grades clearly earlier than it does without plasticisers. The low concentrations
of plasticiser and high heating rates decrease the effect. Similar destabilisation
of the PVC was observed by Jimenez et al. [79]. They provided two explana-
tions for the phenomenon: As the DOP evaporates, it leaves holes in the resin
structure that act as the starting points of the HCl release. Another cause may
be the reaction accelerating radicals formed at around 300◦C as the DOP evap-
orates. Additionally, it was observed that DOP partially inhibits the formation
of aromatics during the dehydrochlorination reaction.

The most significant additives in PVC mixtures, by concentration, are fillers.
Reasons for the use of fillers range from improving the flame resistance (via
minerals ATH and MDH), thermal stability (via calcium carbonate, CaCO3),
and electrical (via metal and carbon fibres) and mechanical (for example, via
talc) properties to simply cost reduction. In PVC cables, the most common filler
is CaCO3. [88] It degrades at high temperatures, producing CO2 and H2O. It
may also react with HCl to produce calsium chloride (CaCl). [89,90]

Other significant groups of additives are stabilisers and metal oxides. They
are not added in large quantities but do have an effect on the thermal degra-
dation of the polymer. Stabilisers do not directly affect the degradation temper-
atures, but they do inhibit the formation of HCl, which is an important result
from the environmental point of view. At higher concentrations (> 1 phr), these
stabilisers also inhibit the benzene and toluene formation, thus decreasing the
amount of combustible gases. [79] The metal oxides also suppress the formation
of aromatics, for unsubstituted aromatics (benzene, and naphthalene), the ef-
fect being more significant than for alkyl-aromatics (toluene). The oxides with
the greatest aromatic suppression effect also promote char formation the most.
Some metal oxides (mainly ZnO) also lower the dehydrochlorination tempera-
ture. [77]
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3.5.2 Electrical cables

Fire is considered one of the initial events to be examined in PRA for nuclear
power plants. Electrical cables account for a significant portion of their fire load,
and so cable fires have been widely studied both nationally [4] and internation-
ally [91]. The fire itself is not the only hazard in those applications; also, failure
of critical instrumentation or control cables may lead to severe consequences.

Early on cable modelling concentrated on simple, analytical models and ap-
proximations [92,93]. With advances in processing power and CFD code, actual
prediction of the fire spread, starting with the material reactions, has become
more feasible. The dissertation project concentrated on the new methods for
modelling cable fires more accurately.

As was noted earlier in this chapter, obtaining information about cable com-
position may be challenging on account of lack of information. Some cables in a
nuclear power plant may have been installed decades ago and leave no way of
identifying the cable composition except through extensive analysis of each ca-
ble individually. It is fortuitous that knowing the exact compound does not seem
to be as critical for the modelling as it is to be able to predict the effective be-
haviour of the material. The small scale experiments (TGA, DSC, and possibly
MCC) in combination with a bench scale experiment (use of a cone calorimeter)
provide enough information for building of an accurate model.

With cables, the geometry and structure pose the biggest challenges. The
cylindrical, non-uniform structure of a cable is impossible to model exactly via
CFD code, in consequence of the limitations of the grid and material definitions.
It is important to understand that the model is not, and does not need to be, an
imitation of the reality in full; it is an approximation in which all the param-
eters taken together compensate for the shortcomings and uncertainties of the
model (see Subsection 2.4.3).

Therefore, there are alternative ways to model a cylindrical, non-uniform
object. The simplest way is to project the cylindrical geometry to Cartesian
coordinates, modelling the cables as rectangular blocks. In this case, the large
scale model is limited for the gas phase grid by the dimensions.

An alternative method, still under development, is to use sub-grid-scale
(SGS) objects (in FDS, called Lagrangian particles) [43]. In SGS the particles
behave equivalently to water droplets, but they may have surface properties
of solid blocks. For particles, using a cylindrical form is feasible, and, there-
fore, the geometry can be interpreted more accurately. The challenges with the
particles are related to radiation, flow drag and increased computation time.

The non-uniform layered structure is even more difficult to address. Since
most cables do not have separate layers neatly ordered from the surface to core,
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one has to approximate this too. Fortunately, other modelling parameters com-
pensate also for this inaccuracy. The sheath layer is always on the exterior
boundaries, first and last layers in the Cartesian, only the first in the cylindri-
cal. The rest of the layers can be combined in accordance with the modeller’s
preferences. For example, the insulation and filler components may be taken
in combination as a homogeneous layer, and the conductor may or may not be
included in the model, since it does not degrade. An example of a cable model
in two geometries is shown in Figure 3.3. It could be argued, that the non-
combustible metal conductor needs to be included, since it operates as a heat
sink and therefore participates in the process of thermal degradation, but this
effect can be modelled through suitable adjustment of the thermal parameters
of the other layers. In many large scale calculations, pyrolysis calculations for
the solid obstacles are relatively time consuming, so it may be beneficial in
those cases to keep the model as simple and thin as possible. However, all the
degrading components should still be included, and with use of their actual
mass fractions.

Figure 3.3. Examples of approximation of cable structure in Cartesian and cylindrical
geometries.

Often in the NPP applications, it is important to know whether or not the cable
can continue operating. Several models have been developed for calculating
this [94,95]. It has been shown experimentally that most PVC cables fail when
the temperature within the cable exceeds 200◦C. [94]

Since the cables lie in their cable tunnels for decades in varying conditions,
it have to be considered that their properties may change. The important ques-
tion is whether this increases the flammability of the cables. Some experimen-
tal studies have been performed that compare new and old PVC cables, and
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it seems that the time of ignition is actually longer with old cables. The ex-
planation may have to do with slow evaporation of the phthalates, leaving less
combustible material in the cable. [96,97] Another question is how the evapora-
tion influence the cable’s mechanical properties. Placek and Kohout [98] studied
PVC-sheathed cables after exposing them to radiation and high temperatures,
corresponding to 10 years of real-world service. They noticed that mechanical
properties (strength and elongation) in the sheath area were not significantly
inferior to those of the new sample. However, in the insulation the effects were
more significant, especially with slow ageing. These effects were connected with
oxygen diffusion causing extensive degradation. The model for calculating the
time of simulated ageing has been presented by Benes et al. [83].

3.5.3 Composites

Composites are made of two or more materials that are united through artificial
combinations. The artificial fabrication is an important feature differentiating
composites from, for example, metal alloys. Composites have the advantage
of combining properties of two or more materials and therefore have qualities
that individual components cannot attain alone. They can be tailored in many
ways through careful choice of the components and their proportions, the distri-
butions, morphologies, degrees of crystallinity, crystallographic texture, struc-
ture, and the composition of the interface between the components. Composites
combining suitable qualities in these categories can be lightweight, stiff, strong,
resistant to corrosion, durable, and thermally isolating, and they can have low
thermal expansion, among other characteristics. [99,100]

The idea behind composites is not new. The first known composites were
developed by the ancient Egyptians when they reinforced their mud and clay
bricks with straw and developed the first version of plywood by combining many
thin layers of wood into one thick layer [101]. Composites were used in the con-
struction of the Great Wall of China (starting in 121 BC) too, where earth-works
were connected and reinforced with bricks that included, along with water and
fine gravel, red willow reeds and twigs. In Mongolia, bows were made via lami-
nation of animal horns and tendons, wood, or silk around 1200 AD [102]

Since those days, civil engineers and designers have striven to develop new
forms of materials for stronger, larger, better, and more aesthetically pleas-
ing structures. Since the 1960s, the use of polymer composites has grown very
rapidly. Composites are used in applications from aircraft and race cars to
sporting goods and consumer products. [101, 103, 104] Biodegradable and lig-
nocellulosic fibre composites have been developed since the 1990s, because of
the growing interest in eco-friendly materials and increased prices of oil [102].
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Some challenges with composites are related to their mechanical properties,
low through-thickness, poor toleration of impact damage, and anisotropic prop-
erties. One major disadvantage is their poor performance in fire. Some compos-
ite matrixes soften, creep, and distort already at relatively low temperatures
(> 100–200◦C), which can lead to problems with load-bearing installations. Or-
ganic fibres used to reinforce the composite also decompose in higher temper-
atures (300–400◦C), releasing fuel gases, which leads to fire in the presence of
oxygen. The consequences of this fire include heat, smoke, and toxic gases. The
fire products with combination with the decreasing structural durability make
the fire behaviour of this type of composites extremely dangerous. [100]

Composites are seeing increasing use in the aeronautical industry thanks to
their low density and their strength, along with the possibility they present for
optimising the design to achieve the best strength–weight and stiffness–weight
ratios. In aeroplanes, the high flammability of composites causes a huge risk,
since evacuation possibilities are limited. In 1987–1996, only 3.5% of accidents
on aeroplanes originated through fire. Although the number of the accidents
was small, they had the fourth largest contribution to the total casualties of all
accidents, causing 339 deaths over that nine-year period. Most accidents related
to fire on the aeroplanes originate from outside from a fuel tank explosion. In
those cases, the integrity and thermal resistance of the cabin are fundamental
for the survival of the passengers. Composites display high thermal stability
and slow conduction of heat through the thickness; therefore, they are more
suitable for use as thermal barriers than, e.g., metal alloys. The high flamma-
bility of the composites can be improved by various mechanisms, including heat
sinks, heat barriers and fillers that act in the solid or gas phase, in various
ways. [2,7,100,105–107]

Research and modelling of the thermal behaviour of fibre-reinforced poly-
mer composites had its beginnings in tandem with the defence and aerospace
industries’ concentration on carbon fibre materials. The first person to model
mechanical properties at elevated temperatures was Springer, who did so in
1984 [108]. He related the mechanical properties empirically to mass loss. Since
then, the models have improved greatly, especially in terms of elastic and vis-
coelastic behaviour at elevated or high temperatures. Bai and Keller [109] pro-
vide a good overview of the thermomechanical models developed thus far.

The modelling of thermal degradation of flame retardant polymer compos-
ites has been widely studied in the past few years. In 2000, Dembsey and Ja-
coby [110] studied ignition models for marine cored composites and concluded
that the ignition models in use at the time were not able to predict the effect
of skin thickness and core composition. A good compilation of analytical mod-
els for composites in various circumstances has been presented by Lattimer
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and Cambell [111]. A common trend in recent years has been to model the
thermal degradation of the materials by using Arrhenius-type kinetics with the
three generally unknown parameters per reaction that are as discussed in Sec-
tion 2.2. This approach has been successfully applied for composite materials
by Kim et al. [112] and by Lautenberger et al. [113]. Trelles and Lattimer [114]
have suggested an alternative model that is based on the relationship between
density and temperature. That model shows good agreement with the experi-
mental data.
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4. Methods

4.1 Motivation

This chapter presents methods and applications developed during the work for
this dissertation. These methods have been applied and described in detail
in the Publications I-V. First is discussion of the parameter estimation process,
presenting the best practise and all of the experiences collected during the mod-
elling work, from the sample preparation all the way to the model validation on
large scale. The following sections present methods for the individual phases
of the modelling process. The FDS models for the experiments are briefly de-
scribed, as are the parameter estimation methods used in this work. Finally,
the method of combining TGA and MCC results is reviewed in brief.

4.2 The parameter estimation process

This section presents the best practise and observations gathered over the years
of working with parameter estimation for various materials. A summary of the
process is shown in Figure 4.1. It consists of four phases: sample preparation,
experimental work, modelling and parameter estimation, and model validation.

The sample preparation is the preliminary phase to the experimental work.
If the sample is not homogeneous and has several separable components, each
component should be tested separately in the TGA. Therefore, the first step is to
deconstruct the material. Some non-homogeneous materials cannot be decon-
structed as easily, one example being fibre reinforced composites. In their case,
it would be best to test the resin separately from the fibres. If the materials
are not available in pure form, small solid cubic forms will work better than a
powder made of the sample. The decomposition energies change due to forming
of powder, which lead to different results. Also, powder does not necessarily
have the same component mass fraction as the original sample, so the results
may vary for that reason as well. When the components have been separated,
densities and component mass fractions can be determined. At this point it
is also necessary to study background information about the sample material.
Relevant information would be what the typical additives are, what kinds of
reactions should be expected, and so on.

The experimental work includes all of the small and bench scale experi-
ments. The TGA and DSC experiments are performed both in nitrogen and
in air, ideally at several heating rates. The maximum temperature should be
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set high enough that all the reactions end before the test is complete. A simi-
lar principle holds for optional MCC results; if the reactions seem not to have
ended when the test ends, or the oxygen content in the combustion chamber
indicates that the material consumes all available oxygen, the test should be
run again, with adjusted values. Cone calorimeter experiments should be done
at least at one heat flux, but results at other heat fluxes are very useful for
model validation purposes. Several, identical experiments should be conducted
for determination of the experimental error. The experiment should run until
the flame extinguishes completely, not only to 20 minutes as the cone calorime-
ter standard states. The useful measurements are the mass and heat release
rate, but in some cases also front and back temperatures of the sample are help-
ful. An oxygen controlled cone calorimeter can be used for validating the solid
phase degradation at the bench scale. The sample’s preparation is a complex
task, especially for cables. Ideally, each component should be tested separately
also on cone calorimeter scale, but, except for the largest cables, the small size
and the geometry of the cable components render this impossible. Therefore,
cables are usually tested in cone calorimeter in whole form. The sample consist
of several parallel 10 centimetre-long cables. The number of cables in a sam-
ple depends on their diameter; each sample is approximately 10 cm wide. The
ends of the cables should be wrapped carefully with aluminium foil to prevent
ignition from the sides (insulation or filler).

Modelling and parameter estimation is the most important phase in the
whole process. It starts with determination of the reaction paths and kinet-
ics for each component separately. The results of TGA and DSC are used for
determining the number of reactions, and the results of MCC can be used in
measurement of the reaction specific heats of combustion as explained in Sec-
tion 4.5. The kinetic parameters are estimated from the TGA data. If the fit
is acceptable, these values may be fixed in the subsequent steps. At this point,
other measured properties (e.g., specific heat, reaction enthalpy, or heat of com-
bustion) are fixed. These measurements are not mandatory, as the parameters
can be also estimated from the cone calorimeter results. However, the measure-
ments decrease the possibility of the parameter compensation and help to keep
the model more realistic. The cone calorimeter model of any material can be
made in several ways, as explained in Subsection 4.3.2. For cables and com-
posites, the layered structure and geometry may not be trivial to model. When
the model is chosen, the remaining parameters are estimated by fitting of the
model to the experiment. If the fit is not acceptable, it may be reasonable to
reconsider the cone calorimeter modelling choices.

Model validation as the final step is an important but often neglected. In its
simplest form, it means comparing calculated and measured cone calorimeter
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results at multiple heat fluxes that were are not used in the parameter esti-
mation. The model should predict other heat fluxes at acceptable accuracy. At
larger scale, validation is even rarer, since large scale experiments are not very
commonplace. This is a very important part of the associated software develop-
ment.

1. Sample preparation

Deconstruct 
sample

Divide into 
components

Make 
measurements 
(e.g., density, 
mass fraction)

Study preliminary 
information about 
the sample material

TGA for each 
component

2. Experiments

3. Modelling and parameter estimation

4. Model validation

Cone calorimeter 
experiments

DSC 
(simultaneous or 
stand-alone)

MCC

Optional:

Determine the 
reaction path 
for each 
component 
separately

Estimate A, E, 
and N from TGA 
data

YesNo

Is the fit acceptable?

Fix A, E, N and 
measured values 
(Δα & ΔHc, cp, ΔH)

Cone calorimeter 
model

Estimate all of 
the missing 
parameters from 
cone calorimeter 
results

Validate the bench scale 
model, using other heat flux 
than for parameter 
estimation

No Yes

Is the fit acceptable?

Large-scale validation if 
possible

Figure 4.1. The material parameter estimation process.

4.3 FDS models of experimental methods

4.3.1 TGA and MCC

The TGA experiment is modelled for determination of the kinetics of the degra-
dation reaction. The TGA model consists of a relatively large domain (4 m× 1 m
× 1 m) and coarse grid (25 cm in the z-direction). The physical dimensions do not
correspond to the real ones (the real sample cup has a volume of approximately
40µl), but, since only the solid phase is being solved, the numerical solution is
much more stable with larger dimensions than the actual sample size. Since
only the pyrolysis information is desired here, the gas phase calculations are
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’turned off ’ by setting of the ambient oxygen level to be very low. The sample is
very thin (0.01 mm) and has a surface of 1 m × 1 m. The walls around the sam-
ple are heated up linearly at the desired heating rate. During the heating, the
sample mass and temperature are measured. The sample must be thermally
thin enough to be in thermal equilibrium with the heating walls at all times.

An MCC experiment is modelled similar to a TGA experiment for these
purposes, only with a higher heating rate (typically around 60 K/min). Since
the pyrolysis takes place in inert ambient, only the solid phase is solved. The
heat release rate is the result of multiplying the mass loss rate by the heat of
complete combustion of the reaction species, which is defined by user.

4.3.2 Cone calorimeter

The cone calorimeter model used in this work consists of two parts: the cone
heater and the sample. The sample is either a slab in the bottom of the compu-
tational domain or at least one Lagrangian particle over an insulating board.
The domain size is 0.3 m ×0.3 m ×0.4 m. The results are somewhat sensitive to
the grid size, but 5 or 10 cm has been found to be fast and accurate enough. The
resolution of the material model should, naturally, be based also on the final
application.

The model of the cone heater depends on the sample model. Traditionally,
the heat flux is added directly to the slab-like surface. This is the easiest way be-
cause the nominal heat flux of the cone heater at the surface can be determined
exactly as in the cone calorimeter. For more complex geometries, especially for
the Lagrangian particles, this approach does not work. In those cases, the up-
per walls are set to high temperatures and thus direct a heat flux to the front
surface of the sample. The temperature of the walls depends on the grid cell
size and other factors; hence, it should be measured for each set-up separately.

4.4 Estimation methods

The estimation methods discussed here have been developed for, and applied to,
the estimation of the pyrolysis parameters. They were used extensively for the
research presented in Publications I–V.

4.4.1 The generalized direct method

Various analytical methods used for obtaining the kinetic parameters of pyrol-
ysis reactions were presented in Section 2.4. There are several, quite different
approaches, some of them fast and easy to use and others providing very ac-
curate estimates for prediction of the TGA curve. However, most of them are
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somehow limited to special cases such as first-order reactions, one reaction step,
or only non-noisy experimental data.

It is unfortunate that the real materials are often mixtures of several com-
ponents; they may take part in multiple reactions, which cannot always be fully
separated; and data can be noisy. Hence, a more general approach was devel-
oped for Publication II and compared to other known methods.

For generalisation of the method for multiple reactions, a variable for the
reaction progress is introduced,

α∗ =
α− αk−1

αk − αk−1
, (4.1)

where αk is the conversion after reaction k. The Arrhenius equation then be-
comes for multiple reactions

dα

dT
=
Ak
β

(αk − α)Nk
αk − αk−1

exp

(
− Ek
RT

)
. (4.2)

One reference point can be selected from the peak of the mass gradient. At this
reference point, the second derivative is 0 and the mass gradient at the peak is

rpk ≡ max
(
dα

dT

)
. (4.3)

The peak temperature and peak conversion, respectively, are Tp and αp, corre-
spondingly. From the definition of the peak, the activation energy becomes

Ek = NkR
rpk

αk − αpk
T 2
pk =

NkR

β

max(dα/dt)

αk − αpk
T 2
pk, (4.4)

depending on whether the derivative is calculated with respect to time or tem-
perature. The pre-exponential factor can be calculated from eq. 4.2 with the
activation energy known:

Ak = rpkβ
(αk − αk−1)Nk−1

αk − αpk
exp

(
Ek
RTpk

)
. (4.5)

This method, which is from here on called direct method (DM), is a fast and
simple way to define the pair (Ak, Ek), and reaction order can be calculated by
means of some of the methods described in Subsection 2.4.1. For this method,
only the location of the peak mass gradient and the total mass loss fraction of
the reaction need to be known. However, if the reactions partly overlap in tem-
perature (or time), determination of the peak may be challenging. Sometimes
there is also more noise at the highest mass loss rate, making the peak value
non-exact. For this reason, the idea of the DM is developed further. If the refer-
ence point could be selected more freely, e.g., before or after the peak, perhaps
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the reaction overlap and possibility of noise would not be a problem. The peak
of the second derivative is found from the zero of the third gradient (at Tpp).
The activation energy then becomes

Ek =
−b±

√
b2 − 4ac

2a
,where





a =
(αk−αpp)2

R2T 2
pp

b = − 2rppNk(αk−αpp)
RT 2

pp
− 2(αk−αpp)2

RT 3
pp

c = rpp(Nk − 1)Nk − rTppNk(αk − αpp)

(4.6)

and the pre-exponential factor

Ak = rppkβ
(αk − αk−1)Nk−1

αk − αppk
exp

(
Ek

RTppk

)
. (4.7)

This method is known as generalized direct method (GDM). The reference points
of both methods are illustrated in Figure 4.2.

O - Reference point of direct 
method 

x - Reference points of  
generalised direct method

rp

Tp

rpp

rTpp

Tpp

Figure 4.2. Reference points for the direct methods.

This method requires experimental data just at one heating rate. However,
because of the compensation effect, several equally fitting (A, E) pairs may be
found. Hence, it is important to use several heating rates. In the case of direct
methods, the heating rates can be taken into account by averaging of the results
(although, Opfermann [115] advise to view this approach with caution). This
averaging can be directed to the parameters or to the reference points. Also, the
averaging can be weighted for better extrapolation qualities. The alternative
methods of weighting are listed in 4.1.

More details and results associated with these methods are provided in Pub-
lication II.
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Table 4.1. Averaging weights for several heating rates. µ is the mean of the heating
rates.

w1 = µ∑
i βi

(direct mean)
w2 = 1

|βi−µ|
∑
i

1
|βi−µ|

(emphasises heating rates near the mean value)

w3 = |βi−µ|∑
i |βi−µ|

(emphasises heating rates far from the mean value)

4.4.2 Application of genetic algorithms

Sometimes direct methods are not suitable for the parameter estimation, as
is discussed in Section 2.4. A GA application was developed for Matlab. The
tool is called PyroPlot. It uses a free GA toolbox that can be obtained from
the University of Sheffield1. PyroPlot exploits the toolbox for the algorithm
and provides an easy-to-use graphical user interface and an interface to Fire
Dynamics Simulator. PyroPlot reads, plots, and filters the data as necessary.
It is optimised for the data used in fire simulations, but it can also be applied
for other purposes. The GA calculates the model response by using FDS and
compares the results to the experimental data. The goodness of the model fit
to the experimental results is measured by fitness value. The fitness value is
calculated in this application

fV = 1−
∑

k

1

Nk

∑
i(Mexp,i −mean(Mexp))

2 − (Mexp,i −Mmod,i)
2

(Mexp,i −mean(Mexp))2
, (4.8)

where Mexp,i are the experimental results at each time step i and Mmod,i the
corresponding model results. Several results may be compared simultaneously
by scaling the fitness value by the number of results Nk. The fitness value is
actually the relative error of the model fit, 0 corresponding to perfect fit.

During the simulation, PyroPlot produces plots for the best fitting individ-
uals and indicates the progress of the process in the form of the fitness value.
The iteration ends either when the maximum number of generations specified
has been reached, or when the user stops it manually because a satisfactory
result has been found. Typically, about 50–200 iterations are required with four
subpopulations each having 20 individuals. Generating simulated data by us-
ing FDS is the bottleneck of the process, but that could be improved through
parallel processing. This feature is currently under development.

The accuracy of the results depends on the estimation boundaries and the
random numbers used during the process. Relatively wide estimation ranges

1See http://www.shef.ac.uk/acse/research/ecrg/getgat
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are recommended, for yielding the best possible solution, unless the variable
value is known approximately. Because of the stochastic nature of the algo-
rithm, the results are slightly different every time. Especially if there are sev-
eral solutions, with equal fit (as is typical among TGA results), the solution may
converge to very different numbers each time. On occasion an overall fit cannot
be found. This may be the case with the cone calorimeter results because of the
geometry and layer approximations. In those cases, it is convenient to choose
certain parts of the curve (e.g., ignition time and/or the location of the first peak)
that have more weight in the fitness value than the other points. This helps the
algorithm converge to more acceptable solutions.

PyroPlot can be obtained from Google Code2 under the MIT License. More
information about genetic algorithm and it’s application to fire parameter esti-
mation is reported in Publication I.

4.4.3 Sensitivity analysis

Despite of the method used to estimate the model parameters (thermal or ki-
netic), sometimes there is a need to adjust them manually for obtaining a better
fit with the experimental results. In order to do that effectively, understanding
of the correlations between model input and the results is required. A sensitiv-
ity study was performed for a generic, charring material in the cone calorimeter
at 50 kW/m2 by changing one model parameter at a time. From the results of
this sensitivity study, rules of thumb were formulated for summarising the re-
sults. These rules are listed in Table 4.2. Definitions for the results are shown
in Figure 4.3.

The parameter values were chosen such that the two peaks were well de-
fined. That is not always the case, if the second peak occurs very soon after
the first one. The first peak of the two-peaked shape of a charring material
comes from the protective char layer building up as a result of the pyrolysis.
It increases the thermal resistance between the exposed surface and pyrolysis
front, which leads to a decrease in the heat release rate after the maximum
is reached. In the cone calorimeter, the back of the sample is often insulated,
which prevents heat losses from the back side. Therefore in the end, when the
pyrolysis front reaches the back, the heat release rate increases to the second
peak. The two peaks overlap in time if the thermal conductivity is high for both
the virgin material and residue.

The single most important parameter for all the results turned out to be
the activation energy, or the pair (A, E). The emissivities of both virgin and
residue components were also significant in almost all cases. For the ignition

2http://code.google.com/p/pyroplot/
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time, the other important parameters are thermal conductivity, specific heat,
and the absorption coefficient of the virgin material. The time of the first peak
is additionally affected by the heat of combustion (in the cases with ambient
air). The first peak’s height depends also on the heat of reaction of the virgin
material, and on the properties of the residue. The time of the second peak
and its height depend on all the parameters except the reaction order of the
virgin material, and the specific heat of the residue. For flame-out time, all the
parameters are significant, apart from the specific heat of the residue.

A similar study has been performed by Stoliarov et al. [116]. They conducted
an extensive literature review of the values for several polymers and simulated
the model at minimum, maximum, and mean values under several radiant heat
fluxes and initial thicknesses. The pyrolysis was modelled by means of the
called ThermaKin software, mentioned above. It has a slightly different py-
rolysis model than FDS uses. The charring process was not included in the
model, but char yield was taken into account. Stoliarov and colleagues stud-
ied the variation effects on mass loss rate (MLR), instead of heat release rate.
They considered four results: time to mass loss (corresponding to tig), time to
peak MLR (t1st_p), peak MLR (comparable to Q1st_p), and average MLR (not
presented in Table 4.2). The results were similar, in view of the differences in
the models. For time to ignition, the most important parameter is the ratio
A/E. This makes sense, because increasing E and/or decreasing A moves the
reaction to higher temperatures. In fact, this ratio turned out to be the most im-
portant parameter of all the results studied. Thermal conductivity and specific
heat capacity both increase the ignition time, and heat of reaction was found to
have no significant effect, in both studies. The differences are in the absorption
coefficient and reflectivity (defined as 1 − ε); where the effect is opposite that
predicted in the study with FDS (see Table 4.2). For the time of peak, all of
the other results are similar except those for the thermal conductivity (positive
correlation with FDS and negative in the study of Stoliarov et al.) and reflectiv-
ity. The results for the peak height are similar between the two studies (except
again for the reflectivity). The differences may be due to the differences in the
model, mainly inclusion of the charring reaction in the model.

4.5 MCC methods

Two methods for combining TGA and MCC results have been developed. The
first one discussed here is simple and easy to use, while the second is aimed
at explaining the material composition more accurately. These methods are
presented also in Publication IV.
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Table 4.2. Rules of thumb for charring material, where + means a slight increasing,
++ substantial increasing, - slight decreasing and - - substantial decreasing
effect in the result, when the particular parameter is increased.

tig t1st_p Q1st_p t2nd_p Q2nd_p tflameout
Virgin material
A - - - - + + -
E ++ ++ - - ++ - ++
N +
k + + - - + -
cp + + - ++ - +
∆H - + - - ++
∆Hc + ++ - ++ -
κ + + + - +
ε ++ ++ - - ++ - ++
Residue
k + ++ - -
cp -
ε ++ - + - -

t1st_peak,
Q1st_peak

t2nd_peak,
Q2nd_peak

Time of 
ignition

Time of 
flame out

Figure 4.3. Definitions for the rules of thumb.

4.5.1 Method 1

Method 1 could be called an engineering tool. It does not require any infor-
mation about the material or its composition; it is merely a way of efficiently
modelling the correct amount of heat for each reaction. No special software
is needed either. A simple reaction path is assumed: Each reaction step cor-
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Table 4.3. Input parameters used in generation of the table of rules of thumb.

Parameter (unit) Baseline New value
A (s−1) 1·1018 → 1·1017

E (J/mol) 2.5·105 → 2.0·105

N 2 → 1
k (virgin and residue) (W/m·K) 0.8 → 0.4
cp (virgin) (kJ/kg·K) 2.5 → 1.8
cp (residue) (kJ/kg·K) 2.5 → 1.5
∆H (kJ/kg) 800 → 400
∆Hc (MJ/kg) 40 → 20
κ (1/m) 50000 → 500
ε 1 → 0.5

responds to one pseudo-component in the model. Each pseudo-component can
yield one fuel and one inert gas. The heat of combustion (∆Hc) is fixed for all of
the reactions. Only the last reaction may yield residue.

The fuel yield (yi,F ) of each reaction (for all i < nr) can be calculated from

yi,F =
Qi/m0

∆Hc∆αi
, (4.9)

where Qi/m0 is the MCC result (heat of complete combustion scaled by initial
mass of the sample) and ∆αi the relative mass loss of reaction i as observed in
TGA. The inert gas yield is thus yi,I = 1− yi,F .

If the material does not yield residue, eq. 4.9 can be used also for the last
reaction. If the material does produce residue, the yields of the last reaction
become





ynr,F =
Qnr/m0

∆Hc∆αnr
(1− Z

1−
∑nr−1
i=1 ∆αi

)

ynr,I = (1− Qnr/m0

∆Hc∆αnr
)(1− Z

1−
∑nr−1
i=1 ∆αi

),

ynr,Z = 1− ynr,F − ynr,I = Z

1−
∑nr−1
i=1 ∆αi

(4.10)

where Z is the residue yield of the original mass.

4.5.2 Method 2

Method 2 is intended for the more ambitious modeller who wants to estimate
the reaction path and material composition more accurately. The reaction path
can be chosen freely, including several parallel, consecutive and even competi-
tive reactions, each yielding several gases and residue. As the reaction path is
fixed and can be very complex, there is no analytical way to solve this. There-
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fore, the case is constructed as an optimisation problem wherein the objective
function is to minimise error between the measured and estimated values. The
variables are the initial mass fractions of the components, gas yields and the
heat of combustion of each gas. One can include inert gas by setting the heat
of combustion to 0. The estimates for the mass loss and energy release of each
reaction are





∆α̂i =
∑nc
j=1

∑np,j
k=1 yi,j,kYi−1,j

Q̂i =
∑nc
j=1

∑np,j
k=1 yi,j,kYi−1,j∆Hc,k,

(4.11)

where Yi, j is the mass fraction of component i after reaction j. The calculation
is performed recursively from the previous reaction steps;

Yi,j =
i∏

ii=1

yii,j,ZYi−1,j . (4.12)

The estimation can be performed with using any non-linear solver software,
such as, Excel Solver or Matlab Optimization Toolbox. Since the result depends
significantly on the initial values, the optimisation is performed through repe-
tition of the process several times with random initial values from the selected
range. In this application, the optimisation was made by means of a Matlab
function.

4.6 Estimation of the uncertainties

4.6.1 Experimental error

On small scale, the greatest experimental error is related to the sample prepa-
ration. The experiments are, in general, highly repeatable if the conditions and
the sample are kept identical. This can be seen in Figure 4.4, where the results
of repeated MCC experiments are shown for samples of birch wood. The sam-
ples were taken from the same board, and some of the board was dried in an
oven at 105◦C over a weekend for removal of all moisture. The total heat release
of the non-dried wood varies with in the range 11.1–11.2 MJ/kg, with the max-
imum heat release rate being 164–178 kW/kg and the temperature at the peak
between 374 and 376◦C. The heat release rate the dried wood is higher, because
the original mass is purely combustible wood. If the results for non-dried wood
are scaled in view of the mass of the water (6%), the results look very similar.
The difference between the dried material and scaled results is 2.9% for the
total heat release, 3% for the peak heat release rate and 0.2% for peak temper-
ature. Although the dried sample is kept in a desiccator, it is quite unclear how
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much moisture the dry sample absorbs during the preparations (measurement,
sample positioning and heating of the furnace). Therefore, it may be more con-
venient to test the sample as delivered and determine the moisture content by
using another sample.
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Figure 4.4. Repeated MCC experiments with birch wood. a) non-dried wood, moisture
6% and b) non-dried and dry wood.

The sample mass should be small enough for keeping the sample in thermal
equilibrium with the furnace at all times. This is dependent on the thermal
thickness of the sample and the heating rate. Also the load cell accuracy is
significant with the smallest samples. If the accuracy is 0.1 mg, 10% error could
result for the smallest samples.

In the cases involving non-homogenous materials (such as composites), the
sample preparation is especially challenging. The material may be very hard to
cut, one may be tempted to grate it into powder. In the approach described here,
the problem may lie in preserving the sample mass fractions. For example, long
fibres may be too big for the sample cup and therefore omitted, leading to lower
fibre content and thus greater content of combustibles.

4.6.2 Uncertainties in the modelling

The material model’s uncertainty on the larger scale depends on the accuracy of
said model and the modelling software. The accuracy of FDS can be evaluated
via the verification and validation guides [117,118]. The verification guide con-
sists of simple examples to verify that the code is implemented correctly, and
the validation guide includes a comparison of the experiments and models to
confirm that the physics of the several phenomena involved have been handled
accurately.

Material model accuracy one the large scale depends on the accuracy of
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the small and bench scale model. As is proved in Publication III, it is not the
parameter values that are significant on bench scale but the overall fit. The
validation work on large scale will continue.
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5. Results

5.1 Motivation

This chapter includes summary of the most important results described in Pub-
lications I-V and some additional results that shed light on and explain the
work done for this dissertation. The estimation methods presented in Publi-
cation I and Publication II are compared to other methods in use in terms of
accuracy, effectiveness, and ease of use (in Section 5.2). The main results of the
sensitivity study performed for Publication III are listed in Section 5.3. Some
new results of testing of a PVC cable with the MCC methods developed in the
work on Publication IV are reported in Section 5.4, and, a sensitivity study of
the cable model used in the large scale MC simulations covered in Publication
V is presented in Section 5.5.

5.2 Comparison of estimation methods

The range of estimation methods suitable for extraction of the parameters for
pyrolysis models is wide, and often the choice is based on the personal pref-
erences of the modeller. The methods can be divided roughly into two groups,
as discussed in Section 2.4: analytical and curve-fitting algorithms. The latter
can be applied to any model (including the estimation of thermal parameters),
but the analytical methods are model specific. Publication II summarises some
commonly used methods for the estimation of kinetic parameters and compares
their results’ accuracy, their efficiency, and the complexity. The set of meth-
ods included two evolutionary algorithms (a GA and SCE) and four analytical
methods, of which one was derived by the author and the others were found
in the literature [40, 42, 43]. These methods were tested against two sets of
generic experimental data. Generic data were chosen because of the possibility
of comparing the real target values to the estimated ones. The first data set was
very simple and noiseless, and the reactions were well separated in time. The
second data set was more complicated including noise and partly overlapping
reactions. Only the analytical methods were tested for data set 2. The inter-
polation ability of the methods was tested at a heating rate that was within
the range of experimental heating rates (20 K/min). The extrapolation ability
was tested at a significantly higher rate, 100 K/min. The parameters were also
evaluated on larger scale, with the cone calorimeter model and fixed thermal
parameters.
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The results are summarised in Table 5.1. The reference values were cal-
culated from the generic data. For accuracy of the results, when one considers
both fitness values (as in eq.4.8) and difference in the target values, the evo-
lutionary algorithms were superior to the analytical methods. For the former,
the user has to define the variable ranges and algorithm parameters. If the
algorithm is used with default settings, six lower and upper boundaries have
to be determined. For analytical methods, the number of parameters (the com-
plexity) did not correlate directly with the greater accuracy of results. However,
the simplest method, the first-order McGrattan-Lyon [42,43] method, produced
the worst fit. The other analytical methods performed well, with good fit in the
solutions for both data sets and also for noisy data.

As for their level of accuracy for the end application, all methods tested
produce acceptable results. Hence, one can state that the choice of method is
basically up to the user.

Table 5.1. Comparison of the estimation methods based on two example cases. Fit-
ness value is the relative error, 0 corresponding to perfect fit. 1With noise
2. 2Without parallel computing (algorithms) or automated search for refer-
ence values. 3For algorithms, estimation boundaries etc.

GA SCE DM GDM Friedman McGrattan-
Lyon

Fitness value 0.0041 0.0003 0.0111 0.0082 0.0109 0.0131
w/ data set 1

(at 100 K/min)
Fitness value - - 0.0143 0.0181 0.0093 0.0553
w/ data set 21

(at 100 K/min)
Time of 10 min 10 min 0 min 0 min 0 min 0 min

preparation
Time of ≈ 1 day ≈ 1 day 10 min 15 min 15 min 5 min

estimation2

Number of min. 12 min. 12 10 12 16 8
reference values3

5.3 Sensitivity and uncertainty of the model

For Publication III, various modelling choices were tested in modelling of a PVC
cable sheath material. The versions tested included the following:

• Reaction scheme (parallel or consecutive)
• Char formation (which reaction produces char)
• Values of the kinetic parameters ((A,E) pairs)
• The value of the reaction order
• The fuel yield of the first reaction.
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The reaction scheme can typically be either parallel (components degrade
independently of each other) or consecutive (one component degrades to an-
other). In some cases, also competing reactions may be relevant. For example,
for cellulose degradation, different reaction paths are known to dominate, de-
pending on the temperature and heating rate. At low temperatures, the domi-
nant process is intermolecular dehydration leading to char and gas, and in the
presence of air to smouldering combustion. At high temperatures, depolymeri-
sation predominates in the process and leads to tar and flaming combustion in
air [119]. All three general reaction paths are presented in Figure 5.1. The
combinations of them are possible also.

Parallel: Consecutive: Competing:

A  →  B A  →  B  →  C B
C  →  D A

C

Figure 5.1. Possible reaction paths in pyrolysis modelling.

The reaction path significantly affects the kinetic parameters values, which
supports the interpretation that the parameters are model-dependent rather
than material properties. Equally good fits can be achieved with any reaction
path, but the parameters and the reaction paths cannot be used separately.
This difference is clearer with the cone calorimeter results. The consecutive re-
action path results in significantly slower degradation when the same thermal
parameters are used. This happens because the next reaction is always limited
by the previous one in the consecutive reaction path, and at high heating rates
and with fixed thermal parameters the reactions overlap more in the parallel
path than is possible with the consecutive path. With fitting of the thermal
parameters for each reaction path, equally good fit is again reached.

Another modeller decision is that on distribution of char forming. When a
parallel reaction path is used, the char can be formed from any reaction(s). On
small scale, this does not make any difference, and with the version of FDS (ver-
sion 5) used for the simulations reported upon in Publication III it did not make
any difference on cone calorimeter scale either when the char conductivity was
high enough. Version 6 of FDS includes a new ability for modelling swelling
surfaces. Char is known to swell and form an insulating layer at the material’s
surface. The amount of swelling depends on the density of the residue compo-
nent, and, therefore, it does make a difference at which reaction char is former,
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and in what quantities (as seen earlier, in Figure 3.1).
As mentioned above, the values of A and E are unambiguous because of

the compensation effect [60], so several pairs that fit equally well can be found.
Two sets of parameters (N being 1) were estimated by means of GA and an
analytical approach. The results showed that if the reaction path and order are
the same, and the kinetic parameters fit equally well on small scale, they cause
no difference on the larger scale either. Naturally, small differences in the fit at
small scale may lead to larger differences on the larger scale. In addition, this
study confirmed that the results are not sensitive to the estimation method, as
discussed in Section 5.2, above.

The reaction order is the parameter that compensates for the inaccuracy in
modelling of the chemical reactions. In other words, it is the parameter that
lumps several reactions together and defines the sharpness of the TGA curve.
The results show that this is an important parameter: two sets of parameters
that on small scale had equally good fit, resulted in very different heat release
and mass loss rate curves in the cone calorimeter context with the same thermal
parameters. The lower reaction rate led to slower degradation of the sample
material.

Although pure PVC releases only a small quantity of combustible gases dur-
ing the first reaction, this is often not the case for the real PVC cable material.
These materials contain large amounts of additives, including plasticisers that
degrade at around the same temperatures as pure PVC (dehydrochlorination
reaction), releasing highly flammable gases. This should be taken into account
when one builds a PVC model, even if it is not detectable in the TGA results.
Alternative methods for defining the fuel yield are presented in Section 4.5, but
a fast way to estimate the fuel content of the sample is fitting to the heat release
rate curve of the cone calorimeter results. Also making a big difference for the
results is whether one allows fuel gas release from the first reaction too.

Summarising the results, one can state that most of the modeller choices
do not have any significant effect on the bench scale experimental results but
they do have an effect on the parameter values used. This means that the pa-
rameters really are model-dependent and should not be considered independent
material characteristics, and it means in consequence that these values should
not be mixed or used outside the intended application.

5.4 Estimation of the cable composition via MCC

The MCC methods were applied to a PVC sheath of an electric cable (#701)
for Publication IV. Now method 2 has been used for estimating the reaction
path for another cable, identified as MCMK, which was also used in the sensi-
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tivity study of Publication III. The TGA experiments were performed at heating
rates of 2, 10, and 20 K/min, and the MCC analysis was repeated three times
with a pyrolysis temperature of 75 to 900◦C, 900◦C combustion temperature,
and 20 cm3/min flow of oxygen to the combustor. In TGA, three clear peaks can
be observed and in MCC two. An additional, very weak peak may be observed
near the end of the MCC experiment at around 700◦C, but it is so weak that it
can be ignored. The averages of the experimental results are listed in Table 5.2.

Table 5.2. Experimental MCC results for the MCMK sheath (the values are averages
over three repetitions and heating rates).

Reaction 1 Reaction 2 Reaction 3 Total
Tp (◦C) 282 462 728 -
∆α in TGA 0.56 0.10 0.07 0.74
∆α in MCC - - - 0.74
Q/m0 (MJ/kg) in MCC 10.5 4.2 0 14.7

The iterative estimation process explained in Section 4.5 was repeated 5, 000

times, and the accuracy (or fit) of the final result is 1.5 · 10−7. The results are
listed in Table 5.3, where they are compared with the estimation results for
cable #701. The mass fractions in the original material are denoted by Yi,
and the fuel and inert gas yields with yF,ij and yI,ij , respectively. Index i is
the component index and j the reaction index. The results are quite different:
They showed that according to assumptions on the reaction paths, the MCMK
to consist of 29% PVC (i = 1), 39% plasticiser (i = 2) and 32% CaCO3 (i =

3), while the corresponding mass fractions for cable #701 are 51% , 27% and
22%, respectively. The experimental results for both cable sheaths are shown
in Figure 5.2. From the figures it can be observed that MCMK sheath has less
mass loss and higher heat release during the first reaction. This explains the
result of the higher mass fraction of plasticiser. The second-reaction mass loss is
higher for the #701 sheath, but the heat released during the reactions is almost
the same. Hence, the heat of combustion of the PVC residual must be higher.
The third mass loss is higher for the MCMK; therefore, the amount of CaCO3

is probably higher in the MCMK. It should be kept in mind that while method
2 allows more truthful reaction paths, the real accuracy always depends on the
assumptions made by modeller. The cable sheath compositions presented here
may or may not correspond to the real composition, but the resulting model
is able to predict correct mass loss and heat release rate using more complex
reaction path, as intended.
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Table 5.3. Estimation results for MCMK cable sheath compared with the results for
cable #701 sheath.

Estimation Initial Result Result
boundaries values (MCMK) (#701)

Y1 [0.2,0.7] 0.26 0.29 0.51
Y2 [0.1,0.5] 0.38 0.39 0.27
Y3 - 0.35 0.32 0.22
yI11 [0.57,0.61] 0.60 0.58 0.60
yF11 [0,0.07] 0.00 0.00 0.04
yF12 [0.5,0.9] 0.85 0.81 0.75
yI33 [0.05,0.3] 0.21 0.22 0.18
∆Hc,11 [25,50] 49.40 32.54 49.10
∆Hc,12 [25,50] 30.38 42.00 35.80
∆Hc,21 [25,50] 30.62 26.90 30.20
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Figure 5.2. Comparison of experimental results for two PVC sheaths. a) TGA at
10 K/min, and b) MCC at 60 K/min.

5.5 Application to a cable tunnel

Publication V applied the parameter estimation results to large scale simula-
tion at a cable tunnel fire of a nuclear power plant. The diversity of the cables
found at a real nuclear power plant was taken into account through variation of
some of the cable model parameters in the MC simulations. A sensitivity study
for the parameter values in cone calorimeter results is presented here.

A cable model used in Publication V was studied via MC technique with
the same parameter ranges as in the paper. The sample was generated by
means of Latin hypercubes, and the sample size was 100. The variables were the
thermal conductivity of the charring pseudocomponents of the sheath (sheath 1
and sheath 2) and the thicknesses of the first three layers (sheath, insulation
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plus filler, and sheath). All distributions were assumed to be uniform since
the idea was only to study the correlations between input and output. Four
output quantities were defined: time to ignition (defined as the time until HRR
> 10 kW/m2 the first time), maximum heat release rate, time of maximum heat
release rate, and time of flame out (the time until HRR < 10 kW/m2 in the end
of the experiment). The correlations are shown as a scatter plot in Figure 5.3
and as correlation coefficients in Figure 5.4. It can be seen that the thermal
conductivity has the greatest correlation with all of the output quantities, and
the strongest correlation is with the time of ignition, as expected. The layer
thicknesses correlated most strongly with the maximum heat release rate, and
the second layer’s thickness correlates also with the time of the maximum heat
release rate. There is a little uncertainty related to definition of the maximum
heat release rate, because of noise in the simulated data. For the flame-out
time, the only significant parameter was thermal conductivity.
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6. Conclusions and future work

6.1 Conclusions and discussion

Since fires cause significant harm to people and property, being able to recognise
the risks is essential if one is to limit the consequences. For prediction of the fire
spread, it is necessary to model the pyrolysis of the solid phase, starting with
the chemical degradation reactions. This dissertation has focused on studying
the methods of pyrolysis modelling, including the estimation methods, and best
practises throughout the modelling process. The methods have been applied to
one real-world-scale application in simulation of a cable tunnel fire at a nuclear
power plant.

Publication I and Publication II present methods for estimation of the pyrol-
ysis model parameters. The semi-analytical models are simple and fast to use,
and they are able to find estimates for the kinetic parameters that show accu-
rate enough fit to the experimental data. Some of them even work for slightly
overlapping or noisy data. An additional benefit with these methods is that the
result does not depend on the estimation process or on boundary values; the re-
sult is always the same. However, for more complicated reaction paths or noisy
data, the estimation algorithms offer a more robust method. Those algorithms
demand more time and resources but are almost certainly able to find an accu-
rate fit for the experimental data. They can also be used for the estimation of
other parameters besides kinetics. The main drawback and criticism of the py-
rolysis modelling is that the kinetic parameters are rendered ambiguous by the
compensation effect. Depending on the stochastic nature of the algorithm and
estimation boundaries, the algorithm may end up reaching a different solution
every time. However, the work done in this dissertation project and the discus-
sion above indicate that the bench and large scale results are not sensitive to
the kinetic parameters themselves, just relevant for the fit to the experimental
data.

Publication III covers the modelling of a PVC material. Several modelling
choices are studied there and compared on bench scale. It turned out that the
model is sensitive to many choices (e.g., reaction path or order) when the same
thermal parameters are used. However, results with equally good fit may be
found for all the alternatives if the thermal parameters are fitted separately.
This confirms that the parameters are model-specific and not material-specific.
It is important that one does not take the parameters out of context and use
them in a different model, since they do not mean anything on their own. This
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study proved again that any particular estimation method is not significant for
finding the fit on the larger scale. As long as the reaction path and order are
the same and the result shows equally good fit on the small scale, the difference
in order of magnitude does not matter with the pair (A,E).

The methods combining the results of TGA and MCC were presented in Pub-
lication IV. These two methods were developed for different modelling needs:
method 1 is very simple and can be used only for calculating the correct amount
of heat from each reaction. The second method is more complex, and has the
ambitious goal of modelling the reaction path as accurately as is reasonable. It
can also be used for estimating the composition of an unknown material.

The methods presented in the dissertation were tested in a real world sce-
nario for a nuclear power plant (see Publication V). The cable trays were mod-
elled by means of the genetic algorithm and small and bench scale data. The
model was used as a basis for Monte Carlo simulations. The results provided
valuable information about the failure probabilities of the cables and the most
significant variables behind the most severe conditions. More specifically, this
study was used as a part of PRA for an actual nuclear power plant in Fin-
land [4].

The methods and applications developed in this dissertation project have a
real impact on the fire safety of the materials and public buildings in use. Ca-
pability of accurately modelling and predicting the flame spread with different
fire loads improves the evaluation and identification of the risks and makes the
allocation of resources more effective. The cable simulations have already con-
tributed to the calculation of more realistic probabilities of fire spread, in the
updating of the PRA for the Finnish nuclear power plant. [120]

6.2 Future work and trends in pyrolysis modelling

Work to validate the current fire spread models continues on the large scale.
The SGS modelling is expected to solve the current problems found in the CFD
modelling of the cables. Being able to model composite structures accurately
could save significant amount of effort and expenses in real scale testing in the
development phase.

The OECD project PRISME 21 will provide excellent large scale experimen-
tal results for fires affecting multiple cable trays and electrical cabinets. The
tests are performed for various room configurations, and several measurements
are made in the course of any given test. The resulting data will be used for val-
idating the entire process of pyrolysis modelling and parameter estimation as
described in Section 4.2, from the solid phase thermal degradation reactions

1see http://www.oecd-nea.org/jointproj/prisme-2.html
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through prediction of fire spread in large installations.
Being able to model the thermal degradation reactions of a material accu-

rately opens new opportunities also in the area of material development and
design. Modelling the flame retardancy mechanisms may be especially valu-
able for the design of new, flame retardant materials. Correctly predicting the
cooling effect of an endothermic reaction or the insulating effect of an insulating
char barrier enables large scale testing via simulations before the material is
even produced. The concentrations of the additives can be studied numerically
first, which should decrease the effort of experimental trial and error.

Applications of the presented methods can also be found outside the fire
safety engineering. For example, they could be used in developing new methods
for extracting biofuels from the biomass as well. Understanding the thermal
degradation process of the biomass provides new possibilities for testing the
alternative methods by modelling instead of performing experiments. [121–123]

An even smaller scale tool for studying the thermal degradation of mate-
rials is molecular dynamics [13]. It calculates the behaviour of the molecules
numerically, on the basis of knowledge of the interactions (forces) between the
molecules. It allows study on such time and dimension scales as could not be
addressed otherwise. The tools of MD could indeed be used in studies of flame
retardants. Studying additives’ effect in the resin at molecular level may signif-
icantly aid in understanding the operation of the current flame retardants and
in developing new and better ones.
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FI-02044 VTT, Finland 

ABSTRACT 

Determination of the material parameters is one of the key challenges of numerical fire simulation 
attempting to predict, rather than prescribe the heat release rate. In this work, we use common fire 
simulation software and genetic algorithms to estimate the kinetic reaction parameters for wood 
components, birch wood, PVC and black PMMA. Parameters are estimated by modelling 
thermogravimetric experiments and minimizing the error between the experimental and numerical results. 
The implementation and choice of the parameters for the genetic algorithm as well as the scheme to 
describe wood pyrolysis are discussed. 

KEYWORDS: pyrolysis model, genetic algorithms, fire simulation, thermogravimetry 

NOMENCLATURE  

Aαβ Frequency factor (s-1) Greek  
Ap Penalty of parameter A ρ Mass concentration or density (kg/m3) 
Eαβ Activation energy (kJ/mol) ω Weight in fitness function 
ΔH Heat of reaction (kJ/kg) subscripts  
M Mass fraction (kg/kg) α Material index 
M  Average of mass fraction (kg/kg) β Reaction index 
m Sample mass (kg) 0 Initial value 
N Number of variables in a model. i Index over time series 
nαβ Reaction order exp Experimental 
R Universal gas constant (8.31431 J/K.mol) max Upper bound 
Sα Mass production for material α min Lower bound 
T Temperature (K) mod Model  
fV Fitness value   

INTRODUCTION 

The numerical simulation of fires is used extensively as a tool in performance based design of buildings 
and ships. Although such a design often relies on the use of prescribed design fires, there is an increasing 
need for a capability to predict the fire spread. There are several challenges associated with the fire spread 
simulations, including the difference in scales of close field heat transfer and the largest resolved scales of 
the geometry, physical and numerical modelling of the mass and heat transfer phenomena within the 
condensed phase and the definition of the necessary model parameters. During the recent update of the Fire 
Dynamics Simulator (FDS) to version 5 [1], the treatment of the condensed phase pyrolysis reactions was 
significantly changed, allowing the definition of a wide range of reactions of varying complexity. Increased 
complexity has an evident drawback of increased number of model parameters. Quite often, these 
parameters can not be found directly from literature because the parameters are not material constants by 
nature. Instead, they are always associated with a specific model of the material, and they should be 
determined using the exactly same or very similar model.  

The reaction parameters for fire models are often estimated by varying the parameters until the model 
reproduces the measured behaviour in some laboratory experiment. Small scale experiments are typically 
preferred for the estimation while larger experiments serve as validation tests. It depends on the type of the 
test, whether it can yield estimates for the thermal parameters or kinetic reaction parameters or both. 
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where Sα is the production rate of material α. is In words, the mass is consumed by all the reactions 
converting material α to something else and created by the reactions converting something else to α. If 
none of the reactions leaves solid residue, the sample volume is reduced correspondingly, thus retaining 
constant density.  

Kinetic parameters A, E and n depend both on the material and the assumed reaction scheme. They must be 
determined using some sort of experimental data. To estimate the kinetic parameters for Eq. (1), a 
numerical model of the TGA experiment was created using Fire Dynamic Simulator (FDS) version 5.0.2 
[1]. The model is very simple, consisting of only few gas phase control volumes and a single surface 
element to describe the sample material. A thin layer of sample material is heated by radiation from the 
surroundings with linearly increased temperature. The layer is thin enough to remain in equilibrium with 
the surroundings with a tolerance of few Kelvins. Gas phase convection and reactions are neglected and the 
sample backing is adiabatic.  

Correct interpretation of the model output is important when comparing the experimental results and model 
predictions. TGA results are presented as mass fractions M. The model, in turn, provides us with a sample 
density ρ which is sum of the individual mass concentrations. Direct comparison between M and ρ/ρ0 is 
possible if the sample volume does not change. For non-charring materials, such as PMMA, the sample 
volume is reduced and the mass fractions leading to ρ/ρ0 must be based on the initial sample volume. 

Parameter estimation 

The parameter estimation was performed by minimizing the error between a measured and simulated TGA 
result using Genetic Algorithm (GA) as a minimization technique. GA was chosen because it is effective 
for problems with several unknown variables, and can usually find a global minimum instead of converging 
to some local minimum. Recently, GA has been used for the parameter estimation of condensed phase 
reactions by Lautenberger et al. [2] and Rein et al. [3].  

Genetic algorithms are based on the idea of evolution and the procedure and the terminology is adapted 
from references [2], [3] and [5]. The process is iterative, and each iteration round corresponds to one 
generation. The first generation is initialized by generating random numbers for candidate solutions 
(individuals). An individual is a vector with real numbers corresponding to the unknown variables of the 
model. The individuals of a generation form a population. Population can be divided from the beginning 
into smaller subpopulations to keep up the variety of candidate solutions. Each generation goes through 
several processes. First, the goodness of an individual is tested using a fitness function returning a fitness 
value. According the fitness value, the individuals are ranked, and the best of them are selected to produce 
offspring. The offspring are formed by crossover, where the chosen individuals are set to pairs and each 
pair are changing alleles (values of variables) according the conditions of crossover. After that occur 
mutations, stochastically according to a predetermined mutation rate. In mutation, one value in an 
individual is replaced by a new random number. Then fitness values are calculated for the offspring and the 
best parents and offspring are chosen to the next generation. If population is divided into isolated 
subpopulations, some individuals migrate then between subpopulations bringing new genes and so 
maintaining variety. After each generation, the best individual is plotted, which enables the user to observe 
the action of algorithm. The process is repeated until the maximum number of iterations is finished or the 
user is satisfied with the result and stops the algorithm from outside. 
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Mathematically, the parameter estimation process can be presented as an optimization problem. In the 
recent papers of Lautenberger et al. [2] and Rein et al. [3], Genetic Algorithms (GA) were used for the 
optimization to estimate the thermal material properties from bench scale experiments [2] and kinetic 
parameters from thermogravimetric experiments [3]. In this work, we use the ideas of the above mentioned 
authors to determine the kinetic reaction parameters for the modelling of pyrolysis behaviour of selected 
solid materials, including wood and its components, polyvinylchloride (PVC) and polymethyl methacrylate 
(PMMA). The reactions are modelled using FDS and the practical aspects associated with the use of 
genetic algorithms are studied. 

METHODS  

Experiments 

In this work, the kinetic parameters of selected solid materials were determined using Thermogravimetric 
Analysis (TGA) [4]. In addition, Differential Scanning Calorimetry (DSC) was used to determine the heat 
of reaction. In both experiments, just 10-50 mg of sample material is needed. A small furnace is heated at 
constant heating rate (heating rate typically 2-20 K/min) so that the temperature of the sample is in 
equilibrium with the environment all the time. The purge gas can be air or nitrogen (N2). These 
thermoanalytical experiments were carried out at the Laboratory of Inorganic and Analytical Chemistry, 
Helsinki University of Technology, using Netzsch STA 449C equipment. The sample materials are listed in 
Table 1. 

TGA measures the sample mass as a function of temperature. In this paper, the results are presented as a 
fraction of the current mass to the initial mass 

0m
mM =  (1) 

The main difference between TGA experiments conducted in air and in N2 is that in air, direct oxidation 
reactions may take place parallel or after the pyrolysis reaction. Oxidation decreases the mass of material, 
so the residual mass is usually smaller in air than in N2. This is true for all the sample materials discussed in 
this work. In DSC, temperature of a sample is kept identical with reference sample and the energy needed 
for that is measured. In DSC data it is possible to see if the reaction is endothermic or exothermic. 
Sometimes it is even possible to measure the heat of reaction by integrating over the peak in the DSC 
curve. Nitrogen should be used as a purge gas if the heat of reaction is going to be measured. However, 
sometimes many parallel reactions take place simultaneously or the measurement is not accurate enough, 
and the DSC graph does not give the expected results.  

Table 1. Sample properties. The moisture-% is wet based. 

Material Description ρ 
(kg/m3) 

Moisture-
 % 

Cellulose (Avicel® PH-101) High purity cellulose powder. 360 4 
Lignin (alkali) Powder, 4 % sulphur, carbon typically 45 % - 65 % 494 8 
Xylan from birch wood Powder, xylose residues ≥90 % 312 7 
Birch - 550 3 
PVC Almost pure PVC pipe material. 1440 0 
Black PMMA ICI, Perspex 1180 0 

 

Kinetic modelling of pyrolysis reactions 

The condensed phase materials are modelled as mixtures of material components. In the modelling of 
condensed phase reactions, the rate of an individual condensed phase reaction β converting material α to 
something else is expressed as an Arrhenius equation 
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result using Genetic Algorithm (GA) as a minimization technique. GA was chosen because it is effective 
for problems with several unknown variables, and can usually find a global minimum instead of converging 
to some local minimum. Recently, GA has been used for the parameter estimation of condensed phase 
reactions by Lautenberger et al. [2] and Rein et al. [3].  

Genetic algorithms are based on the idea of evolution and the procedure and the terminology is adapted 
from references [2], [3] and [5]. The process is iterative, and each iteration round corresponds to one 
generation. The first generation is initialized by generating random numbers for candidate solutions 
(individuals). An individual is a vector with real numbers corresponding to the unknown variables of the 
model. The individuals of a generation form a population. Population can be divided from the beginning 
into smaller subpopulations to keep up the variety of candidate solutions. Each generation goes through 
several processes. First, the goodness of an individual is tested using a fitness function returning a fitness 
value. According the fitness value, the individuals are ranked, and the best of them are selected to produce 
offspring. The offspring are formed by crossover, where the chosen individuals are set to pairs and each 
pair are changing alleles (values of variables) according the conditions of crossover. After that occur 
mutations, stochastically according to a predetermined mutation rate. In mutation, one value in an 
individual is replaced by a new random number. Then fitness values are calculated for the offspring and the 
best parents and offspring are chosen to the next generation. If population is divided into isolated 
subpopulations, some individuals migrate then between subpopulations bringing new genes and so 
maintaining variety. After each generation, the best individual is plotted, which enables the user to observe 
the action of algorithm. The process is repeated until the maximum number of iterations is finished or the 
user is satisfied with the result and stops the algorithm from outside. 
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Fig. 1. TGA graphs of same kinetic parameters with different heating rates. 

The Genetic Algorithm application was implemented using Genetic Algorithm Toolbox for Matlab, 
developed by the Department of Automatic Control and Systems Engineering of The University of 
Sheffield, UK [6]. The toolbox is available for free at http://www.shef.ac.uk/acse/research/ecrg/getgat.html. 
The parameters used in the estimation are listed in Table 2. Many different combinations were studied and 
the listed parameters were found to give the best results in estimation of kinetic parameters. The variable 
and function names are consistent with the Genetic Algorithm toolbox. 

Despite the simplicity of the FDS model used for TGA simulation, the computational cost of the parameter 
estimation was quite high because the model had to be solved for every individual of every generation, and 
with each heating rate separately. Estimations for this work took from about 10 h to one day to run on a 
single CPU of a modern workstation. 

Table 2. Parameters of Genetic Algorithm application. 

Parameter Symbol in  
GA Toolbox 

Value 

Number of individuals. NIND 20 
Generation gap: The fractional 
difference between the new and old population sizes. 

GGAP 0.8 

Crossover rate. XOVR 0.7 
Mutation rate. MUTR 1/Number of variables 
Maximum number of generations. MAXGEN 1200 
Insertion rate: Fraction of offspring reinserted into the 
population. 

INSR 0.9 

Number of subpopulations. SUBPOP 4 
Migration rate. MIGR 0.2 
Number of genes per migration. MIGGEN 20 
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The fitness function compares experimental data to model and returns a metrics of how good is the fit. This 
is often made by using least mean squares. Based on the numerical experiments, another feature was added 
to the fitness function: The results of the parameter estimation process are not unambiguous and several 
well-fitting parameters can be found for the same material. On the other hand, high values of pre-
exponential factors A were found to make the FDS simulations more prone for numerical fluctuations. An 
additional term was thus added to the fitness function to prefer the smaller values of A. The formula for the 
fitness value is  
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where M is mass fraction in TGA experiment and i goes over all the data. ω1 and ω2 are the weights of 
fitness function so that ω1+ω2 =1. Ap is the penalty of high parameter A, and has a form 

max

min

A
AA

Ap
−

=  (5) 

where A is the current value of the pre-exponential factor, Amin is its lower bound and Amax the upper bound. 
Weight ω2 should be in same order of magnitude as the differences in the fitness values of the best 
solutions. In the tests, these differences were around 15/1000. Too high weight would lead to small pre-
exponential factors giving inaccurate predictions. 

The population size and the division of one big population into smaller subpopulations are important when 
fast convergence to a possible local minimum must be avoided. Inside one population, the solution 
converges quite fast towards the best candidate solution. If there are many independent populations, the 
probability that one of the solutions is near the global minimum, is much higher. In test simulations, 
division to subpopulations was found to be even more important than the population size. The populations 
without separation converged very fast, no matter how big the number of individuals was in the population. 
On the other hand, when there were at least four subpopulations, each of them could have as few as 20 
individuals and the diversity was still maintained well enough. Mutation rate is used to control the 
maintenance of diversity. It expresses the probability of an individual to mutate during one generation. If 
the mutation rate is too low, the solution may converge to a local minimum, and if it is too high, good 
solutions may be lost. A good rule of thumb is to choose a mutation rate close to ratio 1/N, where N is 
number of variables. 

When TGA experiments are available at many different heating rates, the fitness value should be calculated 
considering all the rates, thus ensuring that the model is good in general, not only with one heating rate. To 
illustrate this, in Fig. 1 is shown a comparison of measured (solid lines) and simulated (dash lines) TGA 
results. The simulation used kinetic parameters that provided very good results at 2 K/min heating rate but 
poor predictions of the residue mass at others. 
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Fig. 2. TGA models of components of wood in N2. Heating rate is 2 K/min. 

Birch 

Birch is typical Finnish hardwood specie. When the temperature rises, the moisture of wood evaporates [8]. 
After this, the fibres start to degrade. The volatiles are now generated, and they consist of a combustible 
mixture of gases, vapours and tars. A solid carbon char matrix remains, and its volume is smaller than 
original volume of wood. The sample density was 550 kg/m3, which is higher than any of the component 
densities studied above. That is because the powders form of component samples.  

For modelling the pyrolysis of birch four different schemes were used: Scheme 1 was a sum of the one-step 
reactions of components (cellulose, hemicellulose and lignin) yielding independently certain amount of 
char. Besides of char, fuel gases are released. In this scheme, the mass fractions of the component variables 
were also estimated using GA, in order to achieve the total density of birch. Scheme 2 was a one-step 
reaction converting virgin solid to char. Schemes 3 and 4 were presented by Liu et al. in Ref. [9]. In 
Scheme 3, there are two separate pseudo-components, which both produce char and fuel gases in parallel. 
In Scheme 4, there is only one material that has two consecutive reactions. The reaction formulas are 
summarized in Fig. 3. 
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RESULTS 
Heats of reaction were achieved by integrating the reaction peaks of DSC data in nitrogen. Heat of reaction 
ΔH is the integral divided by consumed mass. Consistent values of ΔH were obtained at all the heating rates 
only for cellulose and birch. The value for cellulose was -482 kJ/kg and for birch -230 kJ/kg. Negative sign 
here means endothermic reaction. For comparison, di Blasi [7] has used ΔH = -418 kJ/kg for lignocellulosic 
fuel, which is relatively close to the value obtained here. However, it is considerably different from our 
value for birch.  

The kinetic parameters of several materials were estimated using genetic algorithm. TGA experiments were 
made in nitrogen (N2) because the focus was on the modelling of the pyrolysis (degradation) reactions. For 
each of the kinetic parameters, a range of possible values was defined, as shown in Table 3. The ranges can 
be chosen according the literature values, if available, or initial estimates. In the tests, the ranges were set 
unnecessarily wide on purpose to be able to study the variety of solutions. Unfortunately, the choice of the 
range may affect the results, as was demonstrated by running two version of the black PMMA with 
different bounds for the reaction order n. Experimental results at four different heating rates (2, 5, 10 and 
20 K/min) were used for the estimation. The iterations normally converged during the first 50 generations, 
but often the iteration process was continued at least up to 100, sometimes even 1000 generations. Most of 
the materials include some amount of moisture, and the evaporation of water was modelled as a one step 
reaction with own kinetic parameters. The numerical results are presented in Table 5 and as model 
behaviour in figures below. 

Table 3. Estimation ranges for sample materials. 

Material A (s-1) E (kJ/mol) n residue 

Cellulose [1010,1020] [100,300] [0,7] [0,1] 

Lignin (alkali) [1010,1020] [100,300] [0,7] [0,1] 

Xylan from birch wood [1010,1020] [100,300] [0,7] [0,1] 

Birch (all reactions) [1010,1020] [100,300] [0,5] [0,1] 

PVC (all reactions) [108,1020] [100,300] [0,4] [0,1] 

Black PMMA –estimation 1 [102,1010] [100,300] [0,2] - 

Black PMMA –estimation 2 [102,1010] [100,300] [0,7] - 

Components of wood 

The three main components of wood are cellulose, hemicellulose and lignin. Roughly 40-44 % of 
hardwood is cellulose, 23-40 % hemicellulose and 18-25 % lignin [8]. All the components of wood produce 
char in combustion but lignin yields most of the char. The sample of hemicellulose was xylan, which is 
dominant hemicellulose specie in birch wood. The samples of components were in powder form, so the 
densities and thermal characteristics may differ from real. However, the kinetics’ were assumed to be the 
same. Cellulose was modelled using di Blasi’s model [7] and simple one-step model. The di Blasi model 
was slightly more accurate, but did not differ from the one-step model significantly. For other components, 
simple one-step reactions were assumed. With lignin and xylan, the experimental TGA data is not the best 
possible: Unexpected mass losses in the ends of the graphs are seen, which makes it more difficult to 
decide the residual mass. The results at 2 K/min heating rate are shown in Fig. 2. All the models succeed to 
predict the total mass loss quite well and the reactions take place in correct temperature range. The 
dominant shapes of graphs are correct but small errors can be found close to the end of the pyrolysis period. 
The numeric values of the kinetic parameters are given in Table 5. 

 1218



I/7

 

Fig. 2. TGA models of components of wood in N2. Heating rate is 2 K/min. 

Birch 

Birch is typical Finnish hardwood specie. When the temperature rises, the moisture of wood evaporates [8]. 
After this, the fibres start to degrade. The volatiles are now generated, and they consist of a combustible 
mixture of gases, vapours and tars. A solid carbon char matrix remains, and its volume is smaller than 
original volume of wood. The sample density was 550 kg/m3, which is higher than any of the component 
densities studied above. That is because the powders form of component samples.  

For modelling the pyrolysis of birch four different schemes were used: Scheme 1 was a sum of the one-step 
reactions of components (cellulose, hemicellulose and lignin) yielding independently certain amount of 
char. Besides of char, fuel gases are released. In this scheme, the mass fractions of the component variables 
were also estimated using GA, in order to achieve the total density of birch. Scheme 2 was a one-step 
reaction converting virgin solid to char. Schemes 3 and 4 were presented by Liu et al. in Ref. [9]. In 
Scheme 3, there are two separate pseudo-components, which both produce char and fuel gases in parallel. 
In Scheme 4, there is only one material that has two consecutive reactions. The reaction formulas are 
summarized in Fig. 3. 
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Fig. 4. TGA models of birch in N2. Heating rate is 2 K/min. 

 

Fig. 5. TGA model of PVC in N2. 
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Fig. 3. Reaction schemes for birch. 

A comparison of the measured and predicted TGA curves at 2 K/min heating rate is shown in Fig. 4, and 
the fitness values corresponding to the last iteration are listed in Table 4. In scheme 1, the best model had 
the composition 44 % cellulose, 18 % lignin and 38 % xylan. Other parameters are listed in Table 5. 
According to a visual comparison and the fitness values, Scheme 2 gives the best prediction of the TGA 
curve, which suggests that the components in wood are behaving like a homogenous solid material rather 
than a mixture of three. Scheme 1 gave the worst results of all the studied schemes, and its fitness value 
was more than 10 times the fitness value of Scheme 2. 

Table 4. Fitness values of TGA results of birch schemes. 

Scheme 1 2 3 4 
Fitness value 0.0691 0.0069 0.0119 0.0123 

 

PVC 

The sample was almost pure polyvinyl chloride (PVC) pipe material. PVC undergoes two reactions: 
Release of hydrochloric acid between 200 and 300°C and the pyrolysis reaction of the remaining solid at 
about 400°C. The pyrolysis products are HCl, benzene and toluene [8]. Reactions were modelled by two 
pseudo-components, of which the first does not yield any tar and the second does. 

The mass fraction of volatiles was assumed to be 0.54 (taken directly from the graphs). A comparison of 
the measured and predicted TGA curves at the end of the parameter estimation is shown in Fig. 5. The solid 
lines denote the experimental data and the dash lines the model. Good predictions of the PVC pyrolysis are 
achieved at all heating rates. The numeric values of the kinetic parameters are given in Table 5. 

Black PMMA 

PMMA (Polymethyl methacrylate) is a non-charring thermoplastic that melts and then burns. The pyrolysis 
product is 100 % monomer [8] with no significant residue yield. Different from charring materials where 
the density decreases, in PMMA model the sample thickness decreases instead. This may cause problems 
when modelling TGA test where the sample is very thin from the beginning. As a result, care must be taken 
to define a sufficiently high sampling frequency for the numerical results.  
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Fig. 4. TGA models of birch in N2. Heating rate is 2 K/min. 

 

Fig. 5. TGA model of PVC in N2. 
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Table 5. Kinetic parameters of materials, estimated using genetic algorithm. 

Material A (s-1) E (kJ/mol) n residue 
Moisture 1·1020 162 1 0 
Cellulose 2.68·1014 195 0.85 0.1 
Lignin 2.18·1010 138 7 0.567 
Xylan 5.78·1013 164 4.166 0.268 
Birch – scheme 2 7.51·1011 161 3.12 0.172 
Birch – scheme 3 – k1 8.64·1016 230 1 0.19 
Birch – scheme 3 – k2 1.3·1012 150 1 0.19 
Birch – scheme 4 – k1 9.26·1018 142 1 1 
Birch – scheme 4 – k2 3.91·1010 148 1 0.268 
Birch – scheme 4 – k3 1.05·1014 210 1 0 
PVC (chlorides) k1 6.12·1016 198 2.18 0 
PVC (solid)  k2 3.63·1013 219 2.08 0.589 
Black PMMA – estimation 1 2.43·109 146 1.758 0 
Black PMMA – estimation 2 1.35·109 143 4.01 0 
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The estimation was made twice using different range for the reaction order parameter n. In the first run, the 
range was [0, 2] and in the second, it was [0, 7]. The result of estimation run 1 is shown in Fig. 6. Again, 
the solid line denotes the experimental data and the dash line the model. An accurate prediction of the mass 
loss is achieved at heating rates 5 and 10 K/min, and reasonably well at heating rates 2 and 20 K/min. The 
results of the estimation run 2 look very much the same and the model is considered as accurate as in 
estimation run 1. That suggests that the parameter sets can be chosen among various alternatives and the 
genetic algorithm can find solutions from desired range. The numeric values of the kinetic parameters are 
given in Table 5. 

 

Fig. 6. TGA of black PMMA in N2. 

CONCLUSIONS 

Kinetic pyrolysis model parameters were estimated for six different solid materials using FDS fire model 
and genetic algorithm for the estimation. The estimation parameters, such as variable bounds and time step 
size, were carefully chosen to minimize the effect of the estimation procedure. The results were promising 
and indicated that the thermogravimetric experiments and genetic algorithm can successfully be used for 
the parameter estimation in fire engineering. As the material models were created using the actual fire 
simulation tool, the results can be directly used in applications. The estimation process is computationally 
expensive, taking several hours to a day on a single computer, but needs to be performed only once for each 
material. Validation of the current parameters and estimation of the lacking ones is still needed to build a 
full parameter set for fire spread computation.  

Different reaction schemes were considered for the hardwood charring process. Best results were obtained 
using a simple one-step reaction for the pyrolysis. From the engineering viewpoint this is a very good result 
because the model simplicity means smaller number of unknown parameters to estimate and computational 
savings. Some of the resulting parameter values were quite different from those previously presented in 
literature. This demonstrates that the kinetic parameters are model dependent and should not be considered 
as fundamental material properties. The parameters should therefore be used only in models with similar 
structure. In addition, the estimation results are not unambiguous and there may be many suitable sets of 
parameters that predict the mass loss accurately. 
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Table 5. Kinetic parameters of materials, estimated using genetic algorithm. 

Material A (s-1) E (kJ/mol) n residue 
Moisture 1·1020 162 1 0 
Cellulose 2.68·1014 195 0.85 0.1 
Lignin 2.18·1010 138 7 0.567 
Xylan 5.78·1013 164 4.166 0.268 
Birch – scheme 2 7.51·1011 161 3.12 0.172 
Birch – scheme 3 – k1 8.64·1016 230 1 0.19 
Birch – scheme 3 – k2 1.3·1012 150 1 0.19 
Birch – scheme 4 – k1 9.26·1018 142 1 1 
Birch – scheme 4 – k2 3.91·1010 148 1 0.268 
Birch – scheme 4 – k3 1.05·1014 210 1 0 
PVC (chlorides) k1 6.12·1016 198 2.18 0 
PVC (solid)  k2 3.63·1013 219 2.08 0.589 
Black PMMA – estimation 1 2.43·109 146 1.758 0 
Black PMMA – estimation 2 1.35·109 143 4.01 0 
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Abstract
Solid-phase pyrolysis is often modelled using the Arrhenius degradation equation with three
unknown parameters: reaction order, activation energy and pre-exponential factor. Since the
parameters are model dependent and not directly measurable, several estimation methods have
been developed over the years for extracting them from the experimental small-scale data. Lately,
the most commonly used methods have been based on optimization and curve fitting. These
methods are very efficient for complex problems with multiple reactions but may require signifi-
cant computational time. Direct (analytic) methods are simpler and faster but often have more
restrictions and limited accuracy. This article presents a new, generalized direct method and its
performance evaluated along with other commonly used estimation methods. The real usability of
the methods is tested also in the presence of small noise.

Keywords
Pyrolysis, modelling, parameter estimation

Introduction

Solid-phase pyrolysis is often modelled using the Arrhenius reaction rate equation with three
unknown, model-specific parameters. These parameters are called kinetic parameters as they
define the reaction kinetics. Direct measurement of these parameters using any common
experimental apparatus is not possible. Knowing the reaction chemistry helps to define the
reaction path but for an engineering solution, this may be far too complicated and
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ambitious. In real pyrolysis, several reactions occur simultaneously and may overlap in time
and temperature. From the fire modeller’s point of view, it is not necessary or even worth-
while to describe all those reactions but rather approximate the process using as few and as
simple reactions as possible. It is a well-known fact that the model parameters are able to
compensate the other shortcomings and simplifications in the model.1,2 As the kinetic para-
meters are associated with a specific reaction scheme having no fundamental physical signifi-
cance, their values can indeed be chosen freely in order to get the best possible description
of reality using the model in hand.

For obtaining the kinetic parameters, one needs to extract them from small-scale experi-
mental data. The most commonly used small-scale experiment is non-isothermal thermogra-
vimetric analysis (TGA), which measures the loss of a very small (few milligrams) sample
during constant rate heating. There are basically two approaches to property estimation:
curve fitting (mainly evolutionary algorithms)3–8 and analytical methods.8–11 Both have their
advantages: curve fitting has very few limitations related to the reaction path or estimated
parameters and can operate very effectively for complicated, overlapping reactions and
noisy data. Their shortcoming is that they often require significant computational time for
the iteration process to converge and some specific software for performing the estimation.
It may also be discomforting that – due the compensation effect and other factors – several
equally fitting solutions may be found (meaning the solution is not unique). Furthermore,
the process is stochastic, which means that the results and the estimation routine cannot be
repeated with exactly same results. Analytical methods, on the other hand, use reference
points (such as the peak reaction rate) in experimental data to define kinetic parameters.
They do operate well for simple, non-noisy and non-overlapping data and give unique solu-
tions without requiring lengthy iterations. They also require just a pencil and paper for
obtaining the solutions, so they are fast and efficient solution for an engineer. However, they
are often limited to some specific reaction path and well-separated reactions. Noise in the
data can lead to difficulties.

In this work, a generalized direct (analytical) method (GDM) for estimating reaction
kinetics from TGA data is presented and its performance is compared to alternative com-
mon estimation methods. The methods are assessed in terms of accuracy of the results, time
consumed and level of user participation and knowledge needed. All the simulations in this
work have been made using the pyrolysis model of fire dynamic simulator (FDS) version
6.0.0.12

Estimation methods

Direct method

The direct method (DM) considers a multiple step (k being the reaction index), Nth order
reaction path, where the reaction steps are well separated. By reactions being well separated,
we mean that the reaction k 2 1 is completed before reaction k starts. This method is based
on the same idea as Friedman used for the one-step reaction.11 The char-yielding reaction of
converting material A into material B and fuel gas is described as

A ! 1� vkð ÞB+ vkgas

for each reaction k. The conversion after the reaction k is defined as

340 Journal of Fire Sciences 30(4)



II/3

ak = 1�
mk

m0

ð1Þ

where mk is the mass after reaction k is complete and m0 is the initial mass of the sample. A
reaction progress variable a*

k corresponding to the mass released from one-step reaction can
be defined as

a�
k =

a� ak�1

ak � ak�1

ð2Þ

An Arrhenius form of the decomposition reaction rate can be written for multiple reac-
tions as

da�
k

dt
=Ak 1� a�

k

� �Nk exp � Ek

RT

� �
ð3Þ

Replacing the reaction progress variable with the relation from equation (2) and dividing
both sides by the heating rate b= dT=dt, the Arrhenius equation becomes

da

dT
=
Ak

b

ak � að ÞNk

ak � ak�1ð ÞNk�1
exp � Ek

RT

� �
ð4Þ

To connect these analytical expressions to the thermogravimetric data, a reference point
needs to be specified. In DM, the reference point for each of the reactions is chosen from the
peak of the differential thermogravimetric (DTG) curve, as shown in Figure 1. The first deri-
vative (with respect to temperature) of the conversion at the reference point of kth reaction
is called reference value and is denoted as rpk.

rpk [ max
da

dT

� �
ð5Þ

Figure 1. Reference points of the direct methods.

Matala et al. 341



II/4 II/5

The corresponding temperature and conversion values are denoted as Tpk and apk, respec-
tively. The second derivative of the conversion a is zero at reference point. Using these defi-
nitions, we can solve the above equation for activation energy

Ek =NkR
rpk

ak � apk

T2
pk ð6Þ

Alternatively, the calculation can be made using the reference value based on the first time
derivative of the conversion

Ek =
NkR

b

max da=dtð Þ
ak � apk

T2
pk ð7Þ

By substituting the activation energy into equation (4), we obtain an equation for pre-
exponential factor

Ak = rpkb
ak � ak�1ð ÞNk�1

ak � apk

� � exp
Ek

RTpk

� �
ð8Þ

Now, the only unknown parameter is the reaction order Nk. In certain applications, it can
be assumed to be one, but for more general approach, some methods from the literature are
presented. Gao et al.13 listed theoretical limits for the conversion as a function of the reaction
order. A very simple curve fit can be made for approximating the reaction order

Nk’13:25 1� a�
p, k

� �3

� 4:16 1� a�
p, k

� �2

+ 2:3 1� a�
p, k

� �
� 0:077 ð9Þ

where a*
p is the reaction progress variable from equation (2) at the peak. More elaborate

methods have been presented by Friedman.11 For three different points (1, 2, 3) of a single
experimental TGA curve, the reaction order can be calculated as

Nk =
ln r3k

r1k

� �
� T2k T3k�T1kð Þ

T3k T2k�T1kð Þ ln
r2k
r1k

� �

T2k T3k�T1kð Þ
T3k T2k�T1kð Þ ln

1�a�
1k

1�a�
2k

� �
� ln

1�a�
1k

1�a�
3k

� � ð10Þ

If one point is the peak value, N can be estimated using only two reference points (1, p)

Nk =
ln

rpk
r1k

� �

Tpk Tpk�T1kð ÞrTp
T1 1�a�

pk

� � � ln
1�a�

1k

1�a�
pk

� � ð11Þ

Generalized Direct Method (GDM)

The DM is very sensitive to the correct definition of the conversion and the peak value. If the
reactions are overlapping at later stage, it may be more convenient to choose the reference
point where the reactions do not yet overlap. That is, either before or after the peak value. If
the reference point is chosen from where the third derivative is zero (see Figure 1), the activa-
tion energy can be calculated as (neglecting the reaction index k for brevity)
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E =
�b6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 � 4ac

p

2a
ð12Þ

where

a=
ak�appð Þ2
R2T4

pp

b= � 2rppNk ak�appð Þ
RT2

pp
� 2 ak�appð Þ2

RT3
pp

c= r2pp Nk � 1ð ÞNk � rTppNk ak � app

� �

8>>><
>>>:

Here Tpp is the reference point and rpp and rTpp are the first and second derivatives of the
conversion at the reference point, respectively. The second gradient rT has two peaks and the
sign (6) in equation (12) depends on which peak is chosen. If the first (positive) peak is cho-
sen, the sign is positive. After this, Ak can be calculated at the point Tpp as in equation (8)
and Nk as previously described for DM. This will be called GDM.

Data reduction

It is customary to perform the TGAs at different heating rates, typically between 1 and
20 K/min. In fires, the heating rates can, at least for short periods of time, be as high as 1000
K/min. In this work, some approaches to the reduction of the estimation results obtained
from different heating rates are studied. First of all, the results from all the heating rates
must be somehow averaged for a general result. The averaging can be performed either to
the calculated parameter values (A, E, N) or to the reference values (a, T, r).

In addition, the effect of the heating rate range can be considered by giving more or less
importance to the extreme heating rates. Different weighting methods examined are listed in
Table 1.

The error (fitness value) between target and estimated curves is calculated as sum of errors
in conversions scaled by average relative deviation

fV =

P
j

amod, j � aexp , j

�� ��
P
j

aexp , j
ð13Þ

with the summation going over the values obtained at different temperatures. Small fitness
value means good fit in this work.

Table 1. Weighting functions for different heating rates

wt1 wi =
mP
i

bi

(direct mean)

wt2 wi =
1

bi�mj j
P
i

i
bi�mj j

1 (heating rates near mean value get greater weight)

wt3 wi =
bi�mj jP

i

bi�mj jð Þ (heating rates far from mean value get greater weight)

m is the mean of the heating rates.
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Other commonly used estimation methods

Several authors have proposed other analytical methods for obtaining the kinetic para-
meters. Some of the methods are listed in Table 2. These methods are generally easy and
quick to use, and they provide relatively unique solutions. Friedman developed his method
for a single-step model, but here, it is scaled for multiple steps for generality. McGrattan
et al. and Lyon et al.9,10 presented essentially the same equations with slightly different deri-
vations and nomenclature. They both assumed first-order reaction kinetics. Lyon et al. addi-
tionally limited the reaction path to just one reaction but offered an alternative method for
extracting the reaction parameters using the heat release rate from microscale combustion
calorimeter (MCC).10,14 Those equations may have great value for some applications but
are not evaluated here since they require different experimental apparatus than the other
methods.

Besides the analytical methods, several curve-fitting algorithms have been applied for the
kinetic parameter estimation. Evolutionary algorithms are most commonly used, including
genetic algorithms (GA),3–7 hybrid genetic algorithms (HGA)7 and shuffled complex evolu-
tion (SCE).7,8 Their main idea is based on the survival of the fittest. The algorithm starts
from a random set of trial solutions and tests their fitness against the experimental curve.
The probability of the stochastic processes depends on this fitness value; the better the fitness
value, the greater the probability of the trial solution surviving to the next iteration round.
Other processes are crossover (creating new trial solution by uniting two older solutions),
mutation (one or more parameters are replaced by a random number) and migration (trial
solutions change place between two groups of the solutions). These algorithms are very effi-
cient for complex problems with many parameters, overlapping reactions and even noisy
data. They are a bit more complicated to use than the analytical methods and require signifi-
cant amount of computer resources.

Results and discussions

Simple synthetic material

Four analytical methods, presented by equations (6) to (12) and Table 2, and two optimiza-
tion methods (GA and SCE) were tested using a synthetic material sample with two

Table 2. Analytical methods used in this work

Method E A Values to
specify/reaction

Direct method Ek =NkR
rpk

ak�apk
T2pk Ak = rpkb

ak�ak�1ð ÞNk�1

ak�apkð ÞNk exp Ek
RTpk

� �
5: rp, Tp, ap, ak, ak2 1

Generalized
direct method

E= �b6
ffiffiffiffiffiffiffiffiffiffiffi
b2�4ac

p

2a a, b and c as
in equation (12)

Ak = rppkb
ak�ak�1ð ÞNk�1

ak�appkð ÞNk exp Ek
RTpp

� �
6: rpp, rTpp, Tpp,
app, ak, ak2 1

Friedman11

Ek = �R
ln

r2k
r1k

� �
+Nk ln

ak�a1k
ak�a2k

� �
1

T2k
� 1

T1k

Ak =b
r1k ak�ak�1ð ÞNk�1

exp � E
RT1k

� �
ak�ak�1ð ÞNk

8: r1T, r2T, T1, T2, a1k,
a2k, ak, ak2 1

McGrattan et al.8

and Lyon et al.10
Ek =

RT2pkerpk

ak�ak�1
N = 1 Ak =

berpk
ak�ak�1

exp Ek
RTpk

� �
4: rp, Tp, a1k, ak2 1
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well-separated reactions. The synthetic material was chosen because of known target values,
simple shape and non-noisy data. The reaction path is shown in Figure 2. Two pseudocom-
ponents are assumed with mass losses of 0.35 and 0.4, respectively, of the original mass, and
they were assumed to be known. The first reaction produces water vapour (as some flame
retardants) and the second reaction produces fuel gas. The reaction order was calculated
using equations (9) and (10) and assuming a first-order reaction for comparison for those
models that it was applicable.

The synthetic target data were generated for four different heating rates (5, 10, 30 and 50
K/min), and the results were generalized using the weighting functions (Table 1) for either
directly for the estimated parameter values or for the reference points and values. The real
performance of the parameters was then tested using target data at 20 K/min and 100 K/min.
A summary of the test scheme is shown in Figure 3.

The parameter estimation produced in total 62 sets of kinetic parameters, and they were
tested for two different heating rates (20 and 100 K/min). The predicted DTG curves with
best fitting parameter sets of each method are presented in Figure 4. In addition to the
overall result covering the whole temperature range (Figure 4(a)), the detailed results of

Figure 3. Test scheme for the estimation methods.
DM: direct method; GDM: generalized direct method; GA: genetic algorithms; SCE: shuffled complex evolution.

Figure 2. Reaction path for the simple synthetic material.
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the reaction rate peaks are shown in Figure 4(b) and (c). The reaction order in best fitting
model for GDM was calculated using the Friedman’s equation (equation (10)), and the
curve fit (equation (9)) was used for DM and Friedman’s method. Based on a visual judge-
ment, all the methods reproduced the TGA experiment very well, suggesting that they are
adequate for engineering purposes. The fit and the calculated fitness values were signifi-
cantly better using optimization methods (GA, SCE) than the analytical methods. SCE
reproduced the synthetic TGA data most accurately at both validation heating rates. The
best fitting parameter sets of each method are listed in Table 3. Between analytical meth-
ods, the GDM showed the best performance both at 20 K/min and at 100 K/min heating

Figure 4. Comparison of estimation methods and experimental curve at 20 K/min. (a) Overall results, (b)
first peak and (c) second peak.
DM: direct method; GDM: generalized direct method; GA: genetic algorithms; SCE: shuffled complex evolution.
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rates. McGrattan–Lyon method provided the fit with the largest error, but this is to be
expected since it is limited to first-order reactions. Of the other analytical methods, only
Friedman’s method performed reasonably well when N = 1 was assumed.

The effects of the weight functions and two different means of averaging were examined
by calculating the fitness values for the validation results of each of the analytical methods.
The fitness values with different weight functions are listed in Table 4. For all the other
methods except MGrattan–Lyon, the results were much more accurate when the reference
values were first averaged prior to calculating the parameters. For the McGrattan–Lyon
method, straight averaging of the parameters resulted in better fits. The different weight
functions also had some significant effect on the resulting fitness values. Surprisingly, for
DM and Friedman’s method, it seems that the wt2 (emphasizing the heating rates closer to
mean value) has the better extrapolating ability than wt3 (emphasizing the heating rates far
from mean value). For GDM, the opposite was true.

While the analytical methods were very quick to use, the optimization methods
required significant computational time even when parallel processing was used to speed
up the computations. The set-up time for all the methods was more or less the same. For
the analytical methods, the added complexity means increasing number of reference
points to be chosen (listed in Table 2). The method of McGrattan and Lyon is the sim-
plest with only four values to specify per reaction, while Friedman’s method is the most
complicated one with eight values per reaction. The curve fit reaction order (equation (9))
requires only three reference points, while the Friedman’s equation (equation (10)) needs
eight. Of course, the use of the analytical methods could be automated reducing the
workload.

The significance of the differences in estimated kinetic parameters was studied by
applying the results of the analytical methods to a simulated cone calorimeter test. The

Table 4. Fitness values of the analytical methods with different weight functions

Averaging DM GDM Friedman McGrattan–Lyon

fV (20 K/min)

Parameters wt1 0.0236 0.0570 0.0174 0.0314
wt2 0.0210 0.0536 0.0229 0.0316
wt3 0.0182 0.0486 0.0207 0.0299

Reference values wt1 0.0100 0.0108 0.0099 0.0453
wt2 0.0129 0.0070 0.0130 0.0409
wt3 0.0086 0.0084 0.0085 0.0491

fV (100 K/min)

Parameters wt1 0.0311 0.0689 0.0227 0.0132
wt2 0.0282 0.0638 0.0292 0.0131
wt3 0.0250 0.0603 0.0267 0.0131

Reference values wt1 0.0128 0.0122 0.0123 0.0297
wt2 0.0181 0.0082 0.0174 0.0242
wt3 0.0111 0.0094 0.0109 0.0342

DM: direct method; GDM: generalized direct method.

The N is calculated as in Table 3.
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cone heater was not simulated. Instead, a 50 kW/m2 external heat flux was applied to the
sample surface in the condensed phase solver. The gas space of the cone calorimeter was
simulated with a 1-cm grid resolution to capture the flame heat flux. The thermal para-
meters of the simulated material are listed in Table 5. The comparison of the simulated
cone calorimeter results are shown in Figure 5, and fitness values are shown in Table 3.
GDM provides the most accurate prediction of the heat and mass loss rates. The first-
order method of McGrattan and Lyon gives the least accurate prediction, as expected
according to the TGA results. However, the differences between the methods are rela-
tively small and could be compensated by the thermal parameter values if they were sepa-
rately estimated using the cone calorimeter data. The differences in the sample’s front and
back temperatures were insignificant.

Noisy synthetic material

The performance of the analytical estimation methods was also tested in a more realistic
case with two, slightly overlapping reactions using synthetic TGA signal that includes noise.
According to the previous tests, the optimization methods are known to result in better fit-
ness in most cases and are therefore excluded from this study. The sample is assumed to con-
sist of two pseudocomponents, and the reaction path is seen in Figure 6. The mass losses
during the two reactions were 0.25 times the original mass and that was assumed to be
known. As in the simple test case, the first reaction yields water vapour and the second fuel
gas. The sample data were created at 5 and 50 K/min heating rates and tested at 20 and 100
K/min. The reference points were given equal weights.

Typically TGA experiments have very little noise. According to our own experience on
TGA data, the noise is usually associated with the high mass loss rate during the degrada-
tion and is by no means constant during the experiment. Two noise types were tested:

Noise 1= 1 � 10�4 sin Tð Þ

Noise 2= 0:0003 sin 2 � 0:01 � pTð Þ+ sin 2 � 0:022 � pTð Þ �
0,when T 62 Tdeg

0:01+ 1 � 10�4x,when T 2 Tdeg

�

x;N 0, 1ð Þ
ð14Þ

The noise was added to the conversion a. It was generated similarly for both heating
rates, but the random numbers were different. Noise 1 is small sinusoidal noise with rela-
tively high frequency. Noise 2 has two parts: small, low frequency sinusoidal noise where
nothing is degrading and higher frequency noise with some randomness in the area where

Table 5. Thermal parameters used in the simulations

r (kg/m3) e k (W/m/K) cp (kJ/kg/K) Hr (kJ/kg) Hc (MJ/kg)

Component 1 1000 1.0 0.5 3.0 1500 25
Component 2 1000 1.0 0.1 2.0 200 30
Residue 1 300 0.8 0.3 1.2 2 2
Residue 2 200 0.9 0.7 1.5 2 2
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the sample is degrading. The noise levels can be seen in Figure 7. Noise 2 is significantly
greater than Noise 1, and it is based on an analysis of real, noisy TGA data. Fitness values
were calculated compared to the original, non-noisy data. The noisy data were tested using
all the methods listed in Table 2. Due to the strong overlapping of the reactions, the reaction
order (N) could not be accurately calculated using the Friedman’s method, and therefore,
the curve fit method in equation (9) was used for all methods.

The parameter estimation results are listed in Table 6 and visually presented for Noise 2
in Figure 8. When no noise was added, all the methods where N 6¼ 1 predicted the DTG
curve very accurately. Small sinusoidal noise (Noise 1) did not cause significant error for
DM or Friedman’s method, but for GDM, the error increased especially in the second peak.
This is probably due to the fact that the magnitude of the error caused by the high-frequency
noise increases with each successive derivative, and therefore, small error in the mass data
causes greater error in the second derivative. It is also more difficult to define the location of
the peak from very noisy data.

Noise 2 was more challenging for all other methods except GDM. The results are shown
in Figure 8. The effect of the noise depends on the location of the greatest error, whether it is

Figure 5. Effect of different sets of kinetic parameters in cone calorimeter model at 50 kW/m2. (a) HRR
and (b) MLR.
DM: direct method; GDM: generalized direct method; HRR: heat release rate; MLR: mass loss rate.

Figure 6. Reaction path for slightly overlapping synthetic material.
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located exactly at the reference point or not. In some cases, the noise can even improve the
accuracy of the method, as can be seen for the DM and Friedman’s method for Noise 1 at
100 K/min, compared to the results without any noise. All the methods produced acceptable
accuracy for simulation purposes at both noise types.

The sets of kinetic parameters estimated with Noise 2 were tested in cone calorimeter at
50 kW/m2 heat flux level. The simulations were made using 1 cm grid size. The thermal
parameters were the same as for the simple test case (Table 5), and the heat release rate and
mass loss rate at 50 kW/m2 are shown in Figure 9. The fitness values of the cone calorimeter
results with Noise 2 are listed in Table 6. Only the kinetic parameters estimated using
McGrattan–Lyon method caused slightly higher rate and earlier flame out compared to the
target results. As expected according to the TGA results, GDM provided the best fit also in
the cone calorimeter results. The significance of this difference is very small, as the thermal
parameters are known to compensate the inaccuracies in the kinetic model. The kinetic para-
meters did not have any significant effect on the front and back temperatures of the sample.

Summary and conclusions

A DM for estimation of kinetic parameters was generalized for multiple reactions and com-
pared with other commonly used estimation methods. Both analytical methods and optimi-
zation algorithms were compared. For analytical methods, different methods for calculating
the reaction order were also presented and assessed and different weight functions for the
heating rates tested. Synthetic experimental data based on known kinetic parameters were
used. The first test was a simple two-step reaction with well-separated reactions and no noise.

Figure 7. Noise 1 and Noise 2.
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Figure 8. Estimation results with different analytical methods for data with Noise 2 at 20 K/min. (a)
Overall results, (b) first peak and (c) second peak.
DM: direct method; GDM: generalized direct method.

Table 7. Fitness values of cone calorimeter results with Noise 2

fV (HRR) fV (MLR)

DM 0.0790 0.0032
GDM 0.0386 0.0007
Friedman 0.0629 0.0028
McGrattan–Lyon 0.3166 0.0146

HRR: heat release rate; MLR: mass loss rate; DM: direct method; GDM: generalized direct method.
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The second test had two slightly overlapping reactions. Two types of noise were added to the
data for testing the performance in a more realistic case with experimental noise.

For the simple sample case, the parameters were estimated at four different heating rates
and then averaged using different weight functions. The results were then used at two other
heating rates to test the extrapolating ability of the results. Optimization methods turned
out to produce better fitting results, but all the methods, including the analytical methods
were able to find parameters that produce a sufficiently accurate fit for most engineering
applications. The McGrattan–Lyon method was the simplest and fastest to use without any
software. All the analytical methods take just few minutes to obtain results, while the opti-
mization methods take hours or days for running the algorithm.

The noisy sample was tested only using the analytical methods. The parameters were esti-
mated at two heating rates, and the fitness of the solution was tested at two other heating
rates. Without noise, all the analytical methods, excluding the first-order McGrattan–Lyon
method, reproduced the TGA results very accurately. In case of small high-frequency noise
(Noise 1), most method still performed very well but the performance of the GDM was
greatly hampered. In case of Noise 2, consisting of lower frequency components, the predic-
tions were significantly less accurate for all the methods except for the GDM. The phase of
the noise signal with respect to the selected reference points has somewhat random effect on
the performance of the estimation methods. In both test cases, the mass losses of the reac-
tions were assumed to be known exactly. The uncertainties of the methods may be higher if
the mass losses are also estimated from the experimental data.

The differences in the TGA predictions did not cause significant errors in the cone calori-
meter scale. Furthermore, the thermal parameters are known to be able to compensate small
differences in the kinetic models, and therefore, the errors can be reduced if some of the ther-
mal parameters are estimated using the cone calorimeter data itself.

This work demonstrates that the analytical methods can be used efficiently as substitutes
to the computationally expensive optimization methods when estimating the parameters of
pyrolysis kinetics. There are several methods to choose from, and the choice depends on the

Figure 9. The performance of the estimation results in cone calorimeter model at 50 kW/m2. (a) HRR
and (b) MLR.
HRR: heat release rate; MLR: mass loss rate; DM: direct method; GDM: generalized direct method.
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required accuracy, complexity and the experimental data. Methods with fewer reference val-
ues work better in case of noisy data and overlapping reactions, while more complicated
methods yield more accurate results for clean, simple data. Removing the high-frequency
noise from the mass data by filtering is recommended in order to improve the performance
of methods relying on higher-order derivatives of the mass data, such as the GDM.
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A is pre-exponential factor (s21)
cp is specific heat capacity (kJ/K/kg)
E is activation energy (kJ/k mol)
fV is fitness values
Hr is heat of reaction (kJ/kg)
Hc is heat of combustion (MJ/kg)
k is thermal conductivity (W/K/m)
m is mass (kg)
n is number of reactions
N is reaction order
r is reaction rate (1/s)
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R is Gas constant (8.3145 J/(mol�K))
t is time (s)
T is temperature (K, �C)
w is weighting parameter

Greek
a is conversion (g/g)
b is heating rate (K/s)
e is emissivity
m is mean value of heating rates (K/s)
v is Fuel yield

Subscripts
0 is initial, virgin
cf is curve fit
deg is degradation range (temperature)
exp is experimental
f is Friedman’s method
i is heating rate index
j is index of a conversion curve
k is reaction index
model is model value
p is peak value
pp is peak of the second derivative
t is time derivative
T is temperature derivative
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Pyrolysis Modelling of PVC Cable Materials

ANNA MATALA, and SIMO HOSTIKKA 
VTT Technical Research Centre of Finland 
P.O.Box 1000 
FI-02044 VTT, Finland 

ABSTRACT 

One of the most commonly used materials in electrical cables is flexible PVC. In this work, the effects of 
the modelling decisions and parameter estimation methods on the pyrolysis modelling of two PVC cables 
were studied. The kinetic and thermal parameters were estimated from TGA and cone calorimeter 
experiments. The role of the plasticizers was shown to be important for the early HRR. The effects of the 
reaction path and reaction order were only minor in the TGA results but significant effects were found in 
the cone calorimeter results, unless a specific set of thermal parameters was estimated. The results show 
that the thermal parameters estimated for one kinetic model should not be used for another, unless the 
kinetic models only differ in fuel yields or different pairs of kinetic coefficients with same reaction order. 

KEYWORDS: pyrolysis, modelling, heat release rate, reaction parameters, electrical cables.  

NOMENCLATURE LISTING 

A frequency factor (s-1) Greek
c specific heat capacity (kJ/kg∙K) β heating rate (K/s)
E activation energy (kJ/kmol) ε emissivity 
Hr heat of reaction (kJ/kg) ρ density (kg/m3)
Hc heat of combustion (kJ/kg) subscripts
k thermal conductivity (W/m∙K) i component i
Nm number of material components j reaction j
Nr number of reactions p reference
Ns reaction order s solid
R gas constant (8.3145 J/(mol·K))
T temperature (K, C)

INTRODUCTION  

Polyvinyl chloride (PVC) is one of the most versatile thermoplastic materials due to its processability and 
range of different applications. PVC is widely used in electrical cables in the form of flexible PVC.
Flexible PVC is produced by adding 30–40 wt. % additives, especially plasticizers to lower the glass-
transition temperature [1]. Flexible PVC ignites more easily and burns at higher rate than rigid PVC 
because the plasticizers are usually combustible [2].  

Electrical cables are the primary fire load in many fire engineering applications. The numerical simulation 
of the PVC cable fires requires the modelling of the cable pyrolysis, which is extremely challenging due to
the geometrical complexity and the wide range of different PVC compositions and plasticizers. As the 
cable manufacturers seldom provide information about the exact chemical composition of the material, the 
fire modelling must be based on testing the modelling decisions against available experimental evidence. 
The modelling decisions are related to the degree of geometrical complexity, the number of independent 
material components, number of reactions and the reaction paths. The different approaches for modelling 
the kinetics of PVC degradation have been studied by Marcilla and Beltrán [3] who concluded that two 
parallel reactions are needed to describe the first stage of PVC degradation, and a single reaction for the 
second. The degree of model complexity should be in balance with the amount of experimental evidence 
and the allowable estimation and computing times. For instance, electrical cables have typically a 
cylindrical shape but non-symmetric inner structure with several layers of materials. How much of the layer 
structure is retained in the pyrolysis model, is a modelling decision. Once the model structure has been 
fixed, the problem becomes a parameter estimation problem, as explained in Refs. [4–8].
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Modelling 

Formulation 

All the simulations were made using Fire Dynamics Simulator (FDS), version 5.5.2 [10]. In the model, the 
reaction rate of the pyrolysis reactions is calculated using Arrhenius equation 
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where subscript i denotes the ith material component and j the jth reaction. ρs,i is the solid density of the 
component, and ρs,0 is the original density of the layer [10]. The solid phase heat conduction is solved in 
one dimension, according to the heat conduction equation  
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A mixture fraction based combustion model was used in the Cone calorimeter simulations.  

Models of the Experiments 

A simple model of the TGA experiment in Nitrogen atmosphere was created. The gas phase heat and mass 
transport were neglected in the model and the experiment was assumed to be 0-dimensional, in which case 
the dimensions of the simulation domain do not affect the results. The bottom of the domain was assigned 
with the sample material and the side walls and ceiling were heated according to the specified heating rate. 
As the TGA experiments were carried out for each component separately, the model included just one 
homogenous layer of material.

The Cone calorimeter model had dimensions of 30  30  40 cm3. The sample (10  10 cm2) was placed in 
the middle of the bottom boundary and all the other walls were open. The computational mesh was
extremely coarse (10 cm). A refinement of the mesh was not found to change the results significantly at an 
external heat flux of 50 kW/m2, but the computing time of the estimation process increased substantially. It 
is clear that a computation with such a coarse mesh cannot capture the details of the flame in the real Cone 
calorimeter experiment. However, it can provide an effective description of the flame heat flux to the 
sample surface because the combustion model burns most of the fuel within the one or two 10 cm cells 
above the sample, and because the source term of the gas phase radiation transport equation includes a 
specified fraction (usually 0.35) of the local heat release rate. The spark igniter was not included in the 
model because the ignition happens as soon as the fuel meets oxygen.  

Cable 1 was modelled as a complete cable, neglecting the small amount of additional plastics. The 
approximation of Cable 1 structure as a planar surface is illustrated in Fig. 1. The first and third layers
consist of cable sheath material. The inner layer is a homogenous mixture of the insulation and filler 
materials. Conductors are not combustible and thus neglected in the model for simplicity and to save 
computational time in large scale simulations. According our previous simulations, the effect of the 
conductor on the model performance is not significant. The properties of the 2 cm thick backing layer were 
ρ = 800 kg/m3, ks = 0.1 W/m·K and cs = 1 kJ/kg·K. Cable 2 model included only one layer of sheath and 
the backing.  
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This work studies the sensitivity of the pyrolysis model to modelling decisions concerning the reaction 
path, reaction order and estimation method. The goal is to find the best practises of modelling complex 
materials such as PVC. Different modelling decisions are tested in the light of their capability to reproduce 
the experimentally observed behaviour in Cone calorimeter. First, models assuming a parallel reaction path 
are estimated for the two sample materials taking into account the softeners. An alternative reaction path is 
then created and the results compared to the parallel model keeping the thermal parameters fixed. The 
sensitivity on the kinetic parameters is studied by using two alternative estimation methods. The 
significance of the reaction order parameter is examined.  

MATERIALS AND METHODS 

Materials 

The fire behaviour of two electrical cables is studied: a four conductor power cable (MCMK 4 × 1.5 mm2)
and a three conductor power cable (AHXCMK 10 kV 3 × 95/70 mm2), referred as Cable 1 and Cable 2, 
respectively. Cable 1 has a PVC sheath and insulation, and an unknown filler material. From Cable 2, only 
the PVC sheath is studied in this work. The cable dimensions and weights of the cable components are 
listed in Table 1.

Table 1. Mass fractions of the cable components. D denotes cable diameter. 

Sheath Filler Insulation Conductor Other
plastic

Cable 1
D =13 mm

Material PVC - PVC Copper -
Thickness (mm) 2.5 10 3b 15b -
Linear mass (kg/m) 0.0898 0.0321 0.0297 0.0647 0.0009
Linear mass (%) 41.3 14.8 13.7 29.7 0.4
Density (kg/m3) 1316  25 1745  100 1375  100 - -

Cable 2a

D =54 mm
Material PVC PE PE Aluminium 

and copper
-

Thickness (mm) 2.0b Not measurable 1.0b 1.5b -
Linear mass (kg/m) 0.649 0.228 0.662 0.1097 0.063
Linear mass (%) 22.8 8.0 23.3 38.6 2.2
Density (kg/m3) 1500  30 950  50 1039  50 - -

a The other components than sheath are listed just for completeness, although not studied in this work.  
b Measured from a photograph.  

Experimental

The degradation of each of the material components was studied using simultaneous thermal analysis 
(STA) including thermogravimetric analysis (TGA) and differential scanning calorimetry (DSC). A small 
sample (10 mg) was placed in a furnace and heated at constant rate. The sample mass and energy release 
were measured during the heating. The experiments were carried out both in air and nitrogen at heating 
rates between 2–20 K/min, using Netzsch STA 449C equipment.

Cone calorimeter experiments of Cable 1 were performed for eight 10 cm long samples of Cable 1 placed 
next to each other to construct a roughly 10 cm  10 cm exposed area. Due to the large diameter of Cable 2, 
it was possible to test the sheath layer alone. Radiative heat flux was 50 kW/m2 and ignition by spark 
igniter. The heat release rate (HRR) and mass loss rate (MLR) were recorded until all the flames 
disappeared. Since the experimental mass data was quite noisy, the MLR was determined by fitting a
piecewise continuous polynomial to the mass results and taking the MLR as a first derivative [9]. The 
second-order polynomials had continuous first derivative. The second-derivative discontinuities were 
allowed in a few locations chosen by visual inspection of the data. 
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Modelling 

Formulation 

All the simulations were made using Fire Dynamics Simulator (FDS), version 5.5.2 [10]. In the model, the 
reaction rate of the pyrolysis reactions is calculated using Arrhenius equation 
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A mixture fraction based combustion model was used in the Cone calorimeter simulations.  

Models of the Experiments 

A simple model of the TGA experiment in Nitrogen atmosphere was created. The gas phase heat and mass 
transport were neglected in the model and the experiment was assumed to be 0-dimensional, in which case 
the dimensions of the simulation domain do not affect the results. The bottom of the domain was assigned 
with the sample material and the side walls and ceiling were heated according to the specified heating rate. 
As the TGA experiments were carried out for each component separately, the model included just one 
homogenous layer of material.

The Cone calorimeter model had dimensions of 30  30  40 cm3. The sample (10  10 cm2) was placed in 
the middle of the bottom boundary and all the other walls were open. The computational mesh was
extremely coarse (10 cm). A refinement of the mesh was not found to change the results significantly at an 
external heat flux of 50 kW/m2, but the computing time of the estimation process increased substantially. It 
is clear that a computation with such a coarse mesh cannot capture the details of the flame in the real Cone 
calorimeter experiment. However, it can provide an effective description of the flame heat flux to the 
sample surface because the combustion model burns most of the fuel within the one or two 10 cm cells 
above the sample, and because the source term of the gas phase radiation transport equation includes a 
specified fraction (usually 0.35) of the local heat release rate. The spark igniter was not included in the 
model because the ignition happens as soon as the fuel meets oxygen.  

Cable 1 was modelled as a complete cable, neglecting the small amount of additional plastics. The 
approximation of Cable 1 structure as a planar surface is illustrated in Fig. 1. The first and third layers
consist of cable sheath material. The inner layer is a homogenous mixture of the insulation and filler 
materials. Conductors are not combustible and thus neglected in the model for simplicity and to save 
computational time in large scale simulations. According our previous simulations, the effect of the 
conductor on the model performance is not significant. The properties of the 2 cm thick backing layer were 
ρ = 800 kg/m3, ks = 0.1 W/m·K and cs = 1 kJ/kg·K. Cable 2 model included only one layer of sheath and 
the backing.  
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The reaction order Ns is a modelling choice. After choosing Ns, the unknown parameters, A and E can be 
determined by fitting a straight line to the plot of the left hand side against 1/Ts. This method is relatively 
fast and does not assume anything of the reaction order. However, it is quite sensitive for the choice of the 
temperature area considered and the details of the fitting process. Practical aspects of model-free methods 
were recently discussed by Kim [12].  

Thermal parameters can be either directly measured or estimated from a Cone calorimeter test. Typical 
measured values are the specific heat capacity and the heat of reaction that can be obtained using DSC. The 
measurement of thermal conductivity is possible for building materials, for instance, but unpractical for 
small plastic samples, such as the components of electrical cables, or materials undergoing thermal 
degradation in the interesting temperature range. The effective heat of combustion, derived from the Cone 
calorimeter results, can sometimes be used as a material property if the relative proportions of the 
pyrolyzing materials are known over the time of the experiment. Alternatively, the heats of combustion can 
be estimated like the other thermal parameters by considering the difference between the measured and 
simulated effective heats of combustion as one of the measures of model fitness.

RESULTS AND DISCUSSION

Parallel Reactions - Model 

The TGA results of the sheath materials of Cables 1 and 2 were found to be very close to each other.
Therefore, the kinetic parameters were only estimated for Cable 1 and used for the sheaths of both cables. 
The sheath material was assumed to be a homogenous mixture of three independent components. A parallel 
reaction path with free reaction orders was used. A genetic algorithm was used for the estimation. The 
reaction path and the kinetic parameters are shown in Fig. 2 and the comparison of experimental and 
simulated TGA results in Fig. 3. The results fit slightly better for Cable 1, for which the parameters were 
estimated, but the difference to Cable 2 is not large. The reaction paths and kinetic parameters of the Cable 
1 filler and insulation materials are shown in Figs. 4 and 5, respectively. 

Fig. 2. Parallel model reaction path and kinetic parameters for the cable sheath. A in s-1 and E in kJ/kmol. 

(a) (b)

Fig. 3. TGA results (10 K/min) for cable sheaths and FDS fit: (a) TGA; (b) Gradient of TGA. 
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Fig. 1. Principle of creating FDS model of electrical cables in the cone calorimeter. 

Model Parameters 

The reaction rate formula in Eq. 1 contains three free parameters: A, E, and Ns. In this work, they are called 
„kinetic parameters‟ as they define the reaction kinetics. The remaining free parameters are thermal 
conductivity ks, specific heat capacity cs and the heat of reaction Hr. Other important parameters are the 
heat of combustion (Hc) and surface emissivity (ε). The heat of combustion is defined as the energy 
released per unit mass of reacting material in the gas phase combustion. Material-dependent heat of 
combustion was used to ensure that the correct amount of heat is released. The emissivity was assumed to 
be equal to surface absorptivity. These parameters are called „thermal parameters‟.  

Three commonly used methods for determining the kinetic parameters from TGA data are the analytical 
and model-free methods and the estimation by optimization. When estimating the parameters by 
optimization, a model with free parameters is fitted to the experimental results. This method, utilizing e.g. 
genetic algorithm (GA) as an optimization method, has been used in many of the recent works [4–7].
Genetic algorithms are based on the idea of survival of the fittest. Originally a random set of parameters is 
tested against the experiment, and the best fitting sets survive to the next iteration round. The method is 
effective in non-linear problems with several unknown parameters. The algorithm works well with any kind 
of reaction paths or parameter ranges. The drawback may be a long estimation time, and the stochastic 
nature of the algorithm. The number of iterations needed cannot be predicted as all the operations depend 
on the random numbers and probability distributions. This method can be used also for the estimation of 
other parameters and using other experimental results, such as Cone calorimeter. The GA parameters in this 
work are the same as used in Ref. [6] except for the mutation rate that was set to 0.25. 

An analytical method for the determination of kinetic parameters was introduced by McGrattan et al. [11]. 
It assumes that all the material components undergo parallel one-step reactions with reaction order 1. This 
method has an advantage of being very fast; often just a couple of trials are needed. The parameters are 
calculated from a reference temperature (Tp), reference mass loss ratio (Yp) and the reference mass loss rate 
(rp). The reference temperature is the reaction peak temperature of TGA gradient, and the mass values are 
the corresponding mass and mass gradient values. According those values, the A and E can be calculated as
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bounds of the corresponding estimation ranges. This means that the optimization algorithm could not find a 
good agreement within the estimation range, and it might be possible to obtain a better fitting model with a 
wider estimation range. It is interesting that even though the reaction paths and kinetic parameters were 
identical for the two cables, the thermal parameters resulting from the estimation process turned out be 
quite different. The most significant difference can be found for Hc of the first component of the sheath. For 
Cable 1, at 35 % fuel yield it is 40 MJ/kg while for Cable 2 with the same fuel yield only 15 MJ/kg. 

(a) (b)

Fig. 7. Comparison of experimental and simulated Cone calorimeter results of sheath of Cable 2 at 
50 kW/m2: (a) heat release rate; (b) mass loss rate. 

Table 2. Thermal parameters of the cable models. „Sheath (N = 1)‟ of Cable 1 is related to the section 
Effect of the Kinetic Parameters. The emissivities for Components 1–3 are all 1.0.

Component 1 Component 2
ks

(W/m·K)
cs

(kJ/kg·K)
Hr

(kJ/kg)
Hc

(MJ/kg)
ks

(W/m·K)
cs

(kJ/kg·K)
Hr

(kJ/kg)
Hc

(MJ/kg)
Cable 1
Sheath (N free) 0.25 2.0 800 40 0.15 2.8 700 45
Sheath (N = 1) 0.14 3.5 1110 45 0.1a 0.8 1760 45b

Insulation 0.77 3.3 450 - 0.4 2.5 300 45b

Filler 0.65 2.5 800 30 0.45 0.81 300 40
Cable 2
Sheath 0.1a 1.5 1630 15 0.26 1.6 740 23.9

Component 3 Residue
ks

(W/m·K)
cs

(kJ/kg·K)
Hr

(kJ/kg)
Hc

(MJ/kg)
ks

(W/m·K)
cs

(kJ/kg·K)


Cable 1
Sheath (N free) 0.15 2.09 700 40b 0.9 2.0 1.0
Sheath (N = 1) 0.42 0.8 950 45b 0.8b 2.0 0.99
Insulation 0.79 0.8 300 40 0.67 1.3 1.0
Filler - - - - 0.25 1.3 1.0
Cable 2
Sheath 0.21 1.37 1860 27.8 0.79 2.0 0.98
a At lower bound of estimation range.  
b At upper bound of estimation range. 
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Fig. 4. Reaction path and kinetic parameters for the insulating material. A in s-1 and E in kJ/kmol. 

Fig. 5. Reaction path and kinetic parameters for the filler. A in s-1 and E in kJ/kmol. 

(a) (b)

Fig. 6. Comparison of experimental and simulated Cone calorimeter results of Cable 1 at 50 kW/m2: (a) 
heat release rate; (b) mass loss rate. 

The thermal parameters were estimated from the Cone calorimeter experiments. The emissivities of the 
initial material components were set to 1.0, but non-unity emissivities were allowed for the chars. This 
choice was made because earlier sensitivity studies had shown that the results are sensitive to the emissivity 
of char but not to the emissivity of the virgin material. Besides, the virgin emissivity only plays a role 
during the short time before the ignition. As the conductivities and the specific heats were treated as 
constants over temperature, the estimated values must be treated as averages over corresponding 
temperature ranges. The middle layer of Cable 1 is a mixture of 48.1 % insulator and 51.9 % filler. The 
layer thicknesses from first to last are 2.73 mm, 3.2 mm and 2.73 mm. A comparison of simulated and 
measured HRR and MLR is shown in Fig. 6. The model predicts very accurately both the ignition time and 
shapes of the two peaks in the curves. Including data for different radiation levels would probably reduce 
the model fitness into a single curve but improve the parameter generality. Inclusion of surface temperature 
measurement, as in [7], would add another dimension to the fitness assessment. However, performing such 
measurements for thermoplastic samples with complex structure may be challenging. 

For Cable 2, only the sheath layer (2.9 mm thick) was modelled. A comparison of the experimental and 
model HRR and MLR is shown in Fig. 7. Again, ignition time is accurately predicted and the overall 
shapes of the curves are satisfactory, although not as accurate as for Cable 1. The thermal parameters are 
listed in Table 2. Some of the conductivity and heat of combustion values are equal to the lower or upper 
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bounds of the corresponding estimation ranges. This means that the optimization algorithm could not find a 
good agreement within the estimation range, and it might be possible to obtain a better fitting model with a 
wider estimation range. It is interesting that even though the reaction paths and kinetic parameters were 
identical for the two cables, the thermal parameters resulting from the estimation process turned out be 
quite different. The most significant difference can be found for Hc of the first component of the sheath. For 
Cable 1, at 35 % fuel yield it is 40 MJ/kg while for Cable 2 with the same fuel yield only 15 MJ/kg. 

(a) (b)

Fig. 7. Comparison of experimental and simulated Cone calorimeter results of sheath of Cable 2 at 
50 kW/m2: (a) heat release rate; (b) mass loss rate. 

Table 2. Thermal parameters of the cable models. „Sheath (N = 1)‟ of Cable 1 is related to the section 
Effect of the Kinetic Parameters. The emissivities for Components 1–3 are all 1.0.

Component 1 Component 2
ks

(W/m·K)
cs

(kJ/kg·K)
Hr

(kJ/kg)
Hc

(MJ/kg)
ks

(W/m·K)
cs

(kJ/kg·K)
Hr

(kJ/kg)
Hc

(MJ/kg)
Cable 1
Sheath (N free) 0.25 2.0 800 40 0.15 2.8 700 45
Sheath (N = 1) 0.14 3.5 1110 45 0.1a 0.8 1760 45b

Insulation 0.77 3.3 450 - 0.4 2.5 300 45b

Filler 0.65 2.5 800 30 0.45 0.81 300 40
Cable 2
Sheath 0.1a 1.5 1630 15 0.26 1.6 740 23.9

Component 3 Residue
ks

(W/m·K)
cs

(kJ/kg·K)
Hr

(kJ/kg)
Hc

(MJ/kg)
ks

(W/m·K)
cs

(kJ/kg·K)


Cable 1
Sheath (N free) 0.15 2.09 700 40b 0.9 2.0 1.0
Sheath (N = 1) 0.42 0.8 950 45b 0.8b 2.0 0.99
Insulation 0.79 0.8 300 40 0.67 1.3 1.0
Filler - - - - 0.25 1.3 1.0
Cable 2
Sheath 0.21 1.37 1860 27.8 0.79 2.0 0.98
a At lower bound of estimation range.  
b At upper bound of estimation range. 
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(a) (b)

(c) (d)

(e) (f)

Fig. 9. Sensitivity of the cable pyrolysis for the reaction path in TGA (a and b) and cone calorimeter (c–f):
(c) HRR of Cable 1; (d) MLR of Cable 1; (e) HRR of Cable 2 sheath; (f) MLR of Cable 2 sheath.

925

Fig. 8. Consecutive model reaction path and kinetic parameters for the cable sheath; (a) at lower bound of 
the estimation range; (b) at upper bound of estimation range. 

Effect of the Reaction Scheme 

The parallel model the reaction path describing the sheath pyrolysis consists of three parallel reactions, 
which is the simplest possible model being able to reproduce the three distinct reactions observed in the 
TGA curve. In the absence of information about the true chemical formulations and reactions, which is 
often the case in fire modelling, the reaction path is modeller's choice. The only evidence for or against the 
chosen scheme comes from the fitting process. Alternative schemes, such as a consecutive reaction path, 
must be evaluated based on their fitting capability and the credibility of the best-fitting model parameters. 
A consecutive reaction path was therefore applied to the sheath reactions, yielding the kinetic parameters 
shown in Fig. 8. The estimated values for the pre-exponential factors of components 2 and 3 correspond to 
the upper and lower bounds of the estimation range, indicating that the algorithm could not find satisfactory 
fit in the range of these parameters. For better agreement with consecutive reactions, the range of these 
parameters should be extended. A comparison of the parallel and consecutive model predictions of TGA at 
10 K/min heating rate is shown in Figs. 9a–b. Both reaction paths can accurately predict the experimental 
results. The other model parameters were the same for both models, as listed in Table 2. The effect of the 
reaction path on the simulated cone calorimeter results is shown in Figs. 9c–f. Even though the TGA curves 
are quite close to each other, the cone calorimeter results differ significantly. In the consecutive reaction 
path, the third reaction is limited by the second one. Parallel reaction path does not have this limitation and 
this could explain the differences in the cone calorimeter results. For Cable 1, the consecutive reaction 
scheme yields lower heat release and mass loss rates and longer extinction times than the parallel scheme.
The differences are in the same direction but less significant for the sheath of Cable 2. 

In theory, the degradation of rigid PVC could be modelled as a two-stage process: the first releasing HCl 
and the second producing combustible fuel vapour and residue. Flexible PVC contains softeners, such as 
phthalates, with degradation products such as benzene, naphthalene and anthracene that may be 
combustible and must be considered in the pyrolysis modelling. In the presence of Oxygen and heat these 
compounds can burn, having a heat of combustion over 40 MJ/kg [13]. In the pyrolysis modelling, the 
release of combustible products is considered by specifying a non-zero fuel yield for the first reaction of 
PVC. In the most accurate model for the cable sheaths, the fuel yield of the first reaction was 35 %. The 
effect of this parameter for the HRR prediction is demonstrated in Fig. 10 showing the HRR results for both 
cables at three different fuel yields 0 %, 15 % and 35 % of the first reaction step. The smaller-than-optimal 
yield of fuel can, to some extent, be compensated by adjusting the heat of combustion of the corresponding 
material. The values should however be chosen from a reasonable range, i.e. smaller or equal to 50 MJ/kg.

In the parallel model, both solid components produce independently fuel and char. One could also choose 
the mass fractions so that only the second solid reaction produces char, and the other one fuel. The cone 
calorimeter results are not sensitive to this choice for any of the cable models.
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(a) (b)

(c) (d)

(e) (f)

Fig. 9. Sensitivity of the cable pyrolysis for the reaction path in TGA (a and b) and cone calorimeter (c–f):
(c) HRR of Cable 1; (d) MLR of Cable 1; (e) HRR of Cable 2 sheath; (f) MLR of Cable 2 sheath.
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(a) (b)

(c) (d)

Fig. 11. Sensitivity of the simulation results to different sets of parameters for Cable 1: (a) TGA at 
10 K/min; (b) gradient of TGA at 10 K/min; (c) HRR at 50 kW/m2; (d) MLR at 50 kW/m2. 

The reaction order affects the sharpness of the TGA curve. In Fig. 12, models with two different reaction 
orders are compared. For „N free‟, the kinetic parameters were those shown in Fig. 2 and for „N = 1‟, the 
parameters estimated by GA, shown in Table 3 were used. Thermal parameters were the same in both 
models (Table 2). TGA curves (Fig. 12a–b) are very close to each other, but the cone results (Fig. 12c–d) 
show more differences. Both heat release and mass loss rates are higher when Ns is freely chosen. The 
magnitude of the differences is somewhat surprising, considering the very close match in TGA. The „N = 1‟
model gives lower HRR than the version with free N, even though the heat of combustion and all the other 
thermal parameters are the same. The explanation can be found in the different sources of fuel in these two 
models, as indicated by Fig. 2 and Table 3. The total fuel yields are the same for the two models (otherwise 
TGA curves would be different) but the heats of combustion of the components 2 and 3 are different (45 
and 40 MJ/kg, respectively, Table 2).  
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(a) (b)

Fig. 10. Effect of first reaction fuel yield at 50 K/min: (a) Cable 1; (b) Cable 2 sheath. 

Effect of the Kinetic Parameters 

Due to the so-called „compensation effect‟, the values of A and E are usually not important just by 
themselves, but their ratio is significant [14]. Many different sets of kinetic parameters can thus produce 
equally accurate prediction for TGA results. Two different sets of kinetic parameters were estimated with 
constraint Ns = 1. One was estimated using the genetic algorithm (GA) and another one using the analytical 
method. The reaction paths were parallel and the differences were only allowed in the kinetic parameters 
and fuel allocation of the components. The results are shown in Fig. 11 and kinetic parameters listed in 
Table 3. The TGA predictions are quite similar with the two sets of parameters. Using the thermal 
parameters listed in Table 2, the cone calorimeter results do not show any significant difference either, 
indicating that there is no preference over one of the estimation methods. Due to the use of a non-optimized 
set of thermal parameters, neither of the results shown in Figs. 11c–d are close to the experimental result, 
though. Both estimation methods have their advantages. The GA takes a longer time than the analytical
method, but is more flexible for the changes in the reaction path and the reaction order. The analytical 
method provides fast results, but the model has to be limited to parallel reaction path with reaction order 1.

A comparison between Table 3 and Fig. 2 shows that the mass allocations between components 2 and 3 
have been exchanged. The integrated mass loss and heat release are still quite close to each other due to the 
different fuel yields. This peculiarity is caused by the nature of the parallel reaction scheme, for which the 
assignment of reactions between the reactions observed in TGA by the stochastic optimization cannot be 
pre-determined, if the parameter ranges are wide enough. This should be kept in mind when interpreting the 
results of the stochastic optimization methods. 

Table 3. Kinetic parameters with Ns = 1. 

A (s-1) E (kJ/kmol) Residue yield
Method: GA
Component 1 (56 %) 1.08 × 1015 1.85 × 105 0 %
Component 2 (11 %) 5.93 × 1011 1.99 × 105 6 %
Component 3 (33 %) 1.08 × 1012 2.73 × 105 83 %
Method: Analytical
Component 1 (56 %) 9.80 × 1018 2.24 × 105 0 %
Component 2 (10 %) 3.40 × 1036 5.40 × 105 0 %
Component 3 (34 %) 1.67 × 109 2.21 × 105 79 %
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(a) (b)

(c) (d)

Fig. 11. Sensitivity of the simulation results to different sets of parameters for Cable 1: (a) TGA at 
10 K/min; (b) gradient of TGA at 10 K/min; (c) HRR at 50 kW/m2; (d) MLR at 50 kW/m2. 

The reaction order affects the sharpness of the TGA curve. In Fig. 12, models with two different reaction 
orders are compared. For „N free‟, the kinetic parameters were those shown in Fig. 2 and for „N = 1‟, the 
parameters estimated by GA, shown in Table 3 were used. Thermal parameters were the same in both 
models (Table 2). TGA curves (Fig. 12a–b) are very close to each other, but the cone results (Fig. 12c–d) 
show more differences. Both heat release and mass loss rates are higher when Ns is freely chosen. The 
magnitude of the differences is somewhat surprising, considering the very close match in TGA. The „N = 1‟
model gives lower HRR than the version with free N, even though the heat of combustion and all the other 
thermal parameters are the same. The explanation can be found in the different sources of fuel in these two 
models, as indicated by Fig. 2 and Table 3. The total fuel yields are the same for the two models (otherwise 
TGA curves would be different) but the heats of combustion of the components 2 and 3 are different (45 
and 40 MJ/kg, respectively, Table 2).  
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Fig. 13. Cone calorimeter results at 50 kW/m2 with separately estimated thermal parameters for the two sets 
of kinetic parameters: (a) heat release rate; (b) mass loss rate. 

CONCLUSIONS 

The effects of the modelling decisions and methods on the pyrolysis modelling of two PVC cables were 
studied. The kinetic and thermal parameters were estimated from the TGA and cone calorimeter 
experiments. The TGA results of the cable sheaths were so close to each other that the same kinetic 
parameters were used for both cables. With three structural components describing the structure of the 
complete cable (sheath, insulation and filler) and two to three material components for each structural 
components, the estimation algorithm was able to find a set of parameters that accurately reproduced the 
mass loss and heat release rate curves at one radiation level. 

The effect of the reaction path was studied by comparing the results obtained with parallel and consecutive 
reaction schemes. The effect on the TGA results was shown to be very small. However, a substantial effect 
was observed in the cone calorimeter results, where the consecutive scheme produced significantly lower 
heat release and mass loss rates. The plasticizers that are used in the production of flexible PVC were found 
to have a strong effect on the early part of the HRR curves. These additives can make up 30–40 wt. % of 
the flexible PVC, and should therefore be taken into account in the pyrolysis model as a non-zero fuel yield 
for the first degradation reaction. The exact allocation of the fuel between the components was found to be 
unimportant, as long as the correct yields of fuel and residue were retained.

When first-order reactions were assumed and two sets of parameters estimated, no significant differences 
were found. Both estimation methods accurately reproduced the TGA curve. The different values of 
reaction order made more difference. The TGA predictions were almost equal, but the heat release and 
mass loss were greatly reduced when the reaction order was forced to one without estimating a separate set 
of thermal parameters. When the separate thermal parameters were estimated for the two different sets of 
kinetic parameters, equally good fits to the experimental data were again achieved, but the estimated values 
of the thermal parameters were very different. 

The reaction path, estimation method and the parameter sets can be chosen in many ways when estimating 
the pyrolysis model parameters from the cone calorimeter results. Thermal parameters can, to some extent, 
compensate the choices made for the kinetic model. Nothing implies that one way to make the choice 
would be better than another. This is a topic that requires more research and discussion. However, the 
results demonstrate that the thermal parameters estimated for one kinetic model should not be used for 
another, unless the difference between the kinetic models considers only fuel yields or different pairs of A
and E with same Ns. It is very important to check the model behaviour when changing the model details or 
the simulation code version. Also, the universality of the thermal parameters could be improved by 
considering a wider set of experimental data during the parameter estimation process, such as sample 
temperatures, different heat flux levels and different atmospheres. 
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(a) (b)

(c) (d)

Fig. 12. Comparison of results with different reaction orders for Cable 1: (a) TGA at 10 K/min; (b) gradient 
of TGA at 10 K/min; (c) heat release rate at 50 kW/m2; (d) mass loss rate at 50 kW/m2. 

The relatively strong effect that the kinetic parameters have on the cone calorimeter simulation can be 
„compensated‟ by adjusting other parameters. When the thermal parameters for sheath were estimated 
separately for the both kinetic schemes, „N free‟ and „N = 1‟, the HRR and MLR predictions (Fig. 13) come 
very close to each other and closer to the experimental curve. The parameter values, in turn, are 
significantly different. They are listed in Table 2 as „Cable 1 Sheath (N = 1)‟. The greatest differences are 
found in the specific heat capacities of the initially existing material components (i.e. not residue), the heat 
of reaction of the second component and the thermal conductivity of the third component.  

From a theoretical viewpoint, it may be discomforting to see that the thermal parameters can „compensate‟
for the choices concerning the reaction scheme or the values of the kinetic coefficients. This problem 
should be examined from the viewpoint of the experimental and model uncertainty: If one wants to test the 
capability of a model to explain observed experimental evidence, one must also take into account the 
uncertainty associated with the experimental data and conditions, and the model input parameters. If the 
model can or cannot be fit to the test data within the given uncertainty bounds of the thermal parameters, 
that is all we can say. Of course, if one can directly measure any of the parameters with a sufficient 
accuracy, the size of the parameter space would be reduced, and the weight of the given scenario increased 
as an evidence of the model validity. Direct measurements of the properties are therefore highly 
recommended whenever possible. 
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Fig. 13. Cone calorimeter results at 50 kW/m2 with separately estimated thermal parameters for the two sets 
of kinetic parameters: (a) heat release rate; (b) mass loss rate. 

CONCLUSIONS 

The effects of the modelling decisions and methods on the pyrolysis modelling of two PVC cables were 
studied. The kinetic and thermal parameters were estimated from the TGA and cone calorimeter 
experiments. The TGA results of the cable sheaths were so close to each other that the same kinetic 
parameters were used for both cables. With three structural components describing the structure of the 
complete cable (sheath, insulation and filler) and two to three material components for each structural 
components, the estimation algorithm was able to find a set of parameters that accurately reproduced the 
mass loss and heat release rate curves at one radiation level. 

The effect of the reaction path was studied by comparing the results obtained with parallel and consecutive 
reaction schemes. The effect on the TGA results was shown to be very small. However, a substantial effect 
was observed in the cone calorimeter results, where the consecutive scheme produced significantly lower 
heat release and mass loss rates. The plasticizers that are used in the production of flexible PVC were found 
to have a strong effect on the early part of the HRR curves. These additives can make up 30–40 wt. % of 
the flexible PVC, and should therefore be taken into account in the pyrolysis model as a non-zero fuel yield 
for the first degradation reaction. The exact allocation of the fuel between the components was found to be 
unimportant, as long as the correct yields of fuel and residue were retained.

When first-order reactions were assumed and two sets of parameters estimated, no significant differences 
were found. Both estimation methods accurately reproduced the TGA curve. The different values of 
reaction order made more difference. The TGA predictions were almost equal, but the heat release and 
mass loss were greatly reduced when the reaction order was forced to one without estimating a separate set 
of thermal parameters. When the separate thermal parameters were estimated for the two different sets of 
kinetic parameters, equally good fits to the experimental data were again achieved, but the estimated values 
of the thermal parameters were very different. 

The reaction path, estimation method and the parameter sets can be chosen in many ways when estimating 
the pyrolysis model parameters from the cone calorimeter results. Thermal parameters can, to some extent, 
compensate the choices made for the kinetic model. Nothing implies that one way to make the choice 
would be better than another. This is a topic that requires more research and discussion. However, the 
results demonstrate that the thermal parameters estimated for one kinetic model should not be used for 
another, unless the difference between the kinetic models considers only fuel yields or different pairs of A
and E with same Ns. It is very important to check the model behaviour when changing the model details or 
the simulation code version. Also, the universality of the thermal parameters could be improved by 
considering a wider set of experimental data during the parameter estimation process, such as sample 
temperatures, different heat flux levels and different atmospheres. 
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Abstract 

A challenge encountered by many practicing fire engineer carrying out fire modelling is that the 
combustible fuel is not completely well-known. Practical materials may, for instance, be identified 
as some well-known polymer, but this is usually not the whole truth from the viewpoint of the fire 
behaviour. Besides of the nominal polymer, the blend may include large quantities of different 
additives that affect the thermal degradation and combustion of the material. Until now, the effect 
of these additives has been taken into account in the modelling by adjusting the thermal parameters 
when fitting the model to the cone calorimeter results. Such a model captures the joint effect of all 
the components, but cannot distinguish between the combustible volatiles from additives and main 
polymer, which may lead to inaccurate prediction if the conditions, such as the heating rate, are 
significantly different. In this work we use Microscale Combustion Calorimetry for building a more 
accurate model of the polymer pyrolysis by combining the heat release rate measurements with the 
mass loss rate measured in Thermogravimetric Analysis. Two methods are developed and tested 
using a generic sample and a real PVC sheath of an electric cable. The results show that the 
methods are able to calculate the heat release rate correctly for the tested materials, and also 
estimating the sample composition to some extent. 

Symbols 

A Pre-exponential factor (s-1) Greek 
cp Specific heat capacity (kJ/kg/K) α Conversion 
E Activation energy (kJ/mol) β Heating rate (K/s) 
ΔH Heat of reaction (kJ/kg) ε Emissivity 
ΔHc Heat of combustion (kJ/kg) ρ Density (kg/m3) 
k Thermal conductivity (W/m/K)  
m Mass (kg) Subscripts  
m  Mass loss rate (kg/s) 0 Initial 
nc Number of components eff Effective value 
nO2 Reaction order of oxidation F Fuel gas 
np Number of (gaseous) products. i Reaction index 
nr Number of reactions I Inert gas 
N Reaction order j Component index 
Qc Heat release (kJ) Z Residue 

cQ  Heat release rate (kW)   
Q/m0 Total heat release in MCC (MJ/kg)   
Z Residue yield (of total mass)   
T Temperature (K)   
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METHODS 

Experimental methods 

TGA is the most common small scale experiment for determining the reaction kinetics of the 
pyrolysis reaction. In TGA, a small sample (5-10 mg) is placed into a furnace that has either air or 
nitrogen atmosphere. The furnace is heated linearly at relatively slow heating rate, typically at 1-30 
K/min. The small sample and slow heating rate ensure that the sample is in thermal equilibrium 
with the furnace. The mass of the sample is measured during the heating, and the experiment results 
the mass loss as a function of temperature. [6] 

MCC, also known as Pyrolysis-combustion flow calorimetry, was developed at FAA in the 
beginning of the millennium [4],[5]. A small sample (5-10 mg) is placed into a pyrolyzer that 
operates similarly to TGA under either inert of oxidative ambient. The heating rates are higher than 
typically in TGA experiment, usually 1 K/s. The pyrolysis gases are then led to a combustor that 
has high temperature (up to 1000 °C) and sufficient oxygen ambient. The gases are completely 
combusted in few seconds, and the result is the heat release rate (often scaled with the sample mass) 
as a function of temperature. 

Cone Calorimeter is the most commonly used bench scale experiment in fire research. A 10 x 10 
cm2 sample is placed under a cone heater that directs a heat flux of 35-75 kW/m2 to the sample 
surface. The sample is ignited using an electric spark. During the experiment, mass and heat release 
rates are measured. [7] 

Combining TGA and MCC results  

MCC measures the heat release rate scaled by the initial mass of the sample. For complete burning 
at heat of combustion ΔHc and fuel yield yi,F, the result can be expressed as 
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where mF corresponds to the mass loss that is responsible of the heat release (the production of the 
fuel gas). The total heat release of the reaction i (when temperature range of the reaction is Ti-1 - Ti) 
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The material is considered to be composed of j pseudo-components that each degrades in one or 
more reactions yielding potentially fuel gas (combustible), inert gas (e.g. water vapour) and residue. 
The yields of the products are denotes as yijF, yijI and yijZ, respectively. Naturally a component may 
yield several different fuel gases during one reaction, but in the accuracy of the model only the 
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where xi is the mass fraction of the component  j. The overall fuel yield of the reaction is therefore 

ΔT Temperature range   
XO2 Oxygen volume fraction   
y yield   
Y Mass fraction   

INTRODUCTION 

Polymeric materials often include large amount of additives besides of the nominal polymer. The 
electrical cables, for instance, contain significant mass fractions of plasticizers, stabilizers and 
fillers. These additives are not reported by the manufacturer, and their concentrations are business 
secrets. This is a challenge commonly encountered by practicing fire engineer carrying out fire 
modelling. The problem is most pronounced in situations where the composition of the 
combustibles is not known at all, such as the fire investigation. The same problem is also faced 
when modelling industrial fires where the fuel may be formally known. The actual contents of the 
commercial material may be a very complicated blend of polymers and additives, as illustrated 
above for the electrical cables. A full chemical analysis of the combustible fuels could be used to 
reveal the contents of the fuels, at least qualitatively, but carrying out such an analysis would be 
impractical for many reasons. Simple and robust methods are therefore needed to determine the 
relevant pieces of information to support the fire modelling. 

In this work, we use electrical cables as an example of material to be modelled. The additives of the 
cable components (e.g. phthalates, a plasticizer) are often combustible and may have other joint 
effects on the polymer degradation as well. In the pyrolysis modelling of the cable materials, these 
additives are usually taken into account simply by fitting the model to the experimental data [1]-[3]. 
The cone calorimeter has been until now the most commonly used experimental method that 
measures the heat release rate. The problem in cone calorimeter scale is that it only provides 
information about the effective heat of combustion, the joint effect of all the components degrading 
simultaneously. It does not provide information about the degradation temperatures or separate the 
heat release by reactions or components, which make the distinguishing between the components 
challenging. 

Microscale Combustion Calorimetry (MCC) is a relatively new, experimental small scale device 
that was developed at Federal Aviation Administration (FAA) [4],[5]. It provides information about 
the heat release as a function of temperature, similarly to Thermogravimetric Analysis (TGA). By 
combining the information about mass loss and the simultaneous heat release, the heat of 
combustions of each reaction can be determined. Moreover, this information can be used in 
estimation of the sample composition and mass fractions. 

In this work, the heat release rate measured by MCC is combined with mass loss measured by 
Thermogravimetric Analysis (TGA) at each reaction step. Two alternative methods are presented 
for building a reaction path using these results. The first one is a general model, which does not 
require any knowledge of the actual polymeric mixture. The second method is targeted for building 
a more complete and accurate model, and requires information about typical additives and their 
thermal degradation and heat of combustion. The results of both methods help to allocate the 
sample heat release to correct temperatures. Additionally, the second method can be used to 
estimate the mass fractions of main components in a polymer blend. These methods are applied to a 
generic sample in order to verify and validate the methods, and to a real PVC sheath of an electric 
cable. The results are compared in small and bench scale using experimental data and numerical 
simulations. The effect of surface oxidation is also taken into account in the cone calorimeter 
simulations. 
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METHODS 

Experimental methods 

TGA is the most common small scale experiment for determining the reaction kinetics of the 
pyrolysis reaction. In TGA, a small sample (5-10 mg) is placed into a furnace that has either air or 
nitrogen atmosphere. The furnace is heated linearly at relatively slow heating rate, typically at 1-30 
K/min. The small sample and slow heating rate ensure that the sample is in thermal equilibrium 
with the furnace. The mass of the sample is measured during the heating, and the experiment results 
the mass loss as a function of temperature. [6] 

MCC, also known as Pyrolysis-combustion flow calorimetry, was developed at FAA in the 
beginning of the millennium [4],[5]. A small sample (5-10 mg) is placed into a pyrolyzer that 
operates similarly to TGA under either inert of oxidative ambient. The heating rates are higher than 
typically in TGA experiment, usually 1 K/s. The pyrolysis gases are then led to a combustor that 
has high temperature (up to 1000 °C) and sufficient oxygen ambient. The gases are completely 
combusted in few seconds, and the result is the heat release rate (often scaled with the sample mass) 
as a function of temperature. 

Cone Calorimeter is the most commonly used bench scale experiment in fire research. A 10 x 10 
cm2 sample is placed under a cone heater that directs a heat flux of 35-75 kW/m2 to the sample 
surface. The sample is ignited using an electric spark. During the experiment, mass and heat release 
rates are measured. [7] 

Combining TGA and MCC results  

MCC measures the heat release rate scaled by the initial mass of the sample. For complete burning 
at heat of combustion ΔHc and fuel yield yi,F, the result can be expressed as 
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The material is considered to be composed of j pseudo-components that each degrades in one or 
more reactions yielding potentially fuel gas (combustible), inert gas (e.g. water vapour) and residue. 
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where xi is the mass fraction of the component  j. The overall fuel yield of the reaction is therefore 
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Method 2 (advanced approach) 

For method 2, an initial evaluation of the material composition has to be made. This method tries to 
follow the real reaction paths of the main components as accurately as possible while avoiding 
unnecessary complex model. The main components are those mainly responsible of the mass loss 
and heat release. Their typical reaction path and thermal degradation of the components can be 
studied from the literature. It assumed, that each component degrades in one or more reactions 
yielding several gases (both fuel and inert) and residue. The heat of combustion of inert gas is 0. 
Serial reaction paths are also possible, and several components may degrade simultaneously in the 
same reaction. A possible reaction path of the method 2 is shown in Figure 2.  

 
Figure 2. A possible reaction path in method 2. 

The total heat release in each reaction i is estimated as  
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These results can be used in several ways, depending on the provided background information 
about the sample material. Therefore two methods were developed: Method 1 is a general method 
for an unknown sample material. It does not require any information about the sample, just few 
assumptions by the user. Method 2 targets to a more complete model with accurate information 
about the sample components. It makes assumptions about the reaction paths of the thermal 
degradation of the components and, in the best case, it can be used for determining the composition 
of the material.  

Method 1 (blind approach) 

For method 1, we assume that each reaction represents one pseudo-component, which release at 
most one fuel and one inert gas (yi,F+yi,I = 1 when i<nr). Only the last reaction (i = nr) yields also 
char. The reactions are well separated in time and each component degrades independently from the 
others. The modeller has to decide only two factors: The fuel gas (or the heat of combustion) and 
the inert gas (or the molar mass). These gases are assumed to be the same for all components and 
reactions. The reaction path of the Method 1 is shown in Figure 1. 

 
Figure 1. The reaction path assumption in Method 1. 

The method is very straightforward: Since the mass loss of the reaction i (i<nr) is equal to the mass 
fraction of the pseudo-component (xi), eq. (4) can be used straight. For each reaction, an integral of 
the heat release rate, mass loss of the reaction and the constant heat of combustion are needed. For 
the last, residue yielding reaction the yields are calculated as 
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unnecessary complex model. The main components are those mainly responsible of the mass loss 
and heat release. Their typical reaction path and thermal degradation of the components can be 
studied from the literature. It assumed, that each component degrades in one or more reactions 
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Figure 2. A possible reaction path in method 2. 

The total heat release in each reaction i is estimated as  
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cHmq   . (10) 

The heat release rate could be measured also directly by allowing gas phase calculation. However, 
then the grid cell size would be important parameter for the accuracy of the results, and the 
calculation would become significantly slower. The domain should also be divided to inert and 
oxidative ambient, which would increase the domain size even further. Therefore, this simplistic 
method for MCC experiment is chosen. 

When the simulated TGA and MCC results are compared, it can be observed that in FDS the high 
heating rates move the reaction to higher temperatures. This behaviour can be observed in the 
experiments as well, but not nearly as much. The sample is in thermal equilibrium with the furnace, 
as can be observed in Figure 3 a. However, the increasing the heating rate of a simulation from 10 
K/min to 60 K/min moves the curve about 50 K to higher temperatures (Figure 3b). This can be 
explained with the kinetic parameters. Sometimes, the reaction is slow compared to the heating rate. 
Although the reaction rate of the thermal degradation reaction is independent on the reaction rate, 
the temperature of the sample increases faster than the reaction can occur. Therefore at high heating 
rates it seems like the reaction has moved to higher temperatures. 

  
a) b) 
Figure 3. Results of TGA/MCC simulation. a) Comparison of furnace and sample temperature at 60 K/min. b) TGA at 
10 and 60 K/min. 

In cone calorimeter experiments usually the cable is tested as whole, not divided into components as 
in the small scale experiments. The cables and all other complex structures are modelled as 
rectangular slabs. That works relatively well in coarse applications, but the solution is always 
limited by the grid size. Also the geometry is strongly simplified when the cylindrical object 
consisting of multiple components is treated as a laminate of separate, rectangular layers. This 
model has a domain of 0.3x0.3x0.4 m3 and grid size of 5 cm. The grid size is quite coarse but it 
should be similar to the one in the final application. The cone heater is modelled as an external heat 
flux (50 kW/m2) directed to the surface of the sample. The structure of the layers is symmetric.  

MATERIALS 

Generic materials 

Three generic materials are developed. These samples represent ideal samples, where all reaction 
steps are well-defined and known. They do not correspond to any real material, and the parameters 
are listed only for completeness. Generic sample 1 is used to verify the calculations and simulation 
methods in a very simple case. The Generic sample 2 is made for verification with a more complex 
case where the first reaction has a small mass loss with high heat of combustion, and the second 
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where Yi,j is the remaining mass fraction of the component j after reaction i. It is calculated from the 
initial mass fraction (Y0,j) as 
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The estimate for the conversion (or mass loss) is  
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The composition (initial mass fractions) can be solved by minimizing the error between the 
measured values and the calculated estimates as in 
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This optimization problem can be solved e.g. using Matlab (function fminsearch) or Excel (solver). 
The solutions of the software depend strongly on the initial values. Therefore a Matlab script was 
generated to test several random initial values from the pre-defined range. The solution with 
smallest error is then selected as the final solution. The script is very fast to run; the time to perform 
1000 iterations is few minutes. 

The original mass fractions can also have some constrains according to the typical concentrations in 
similar applications. Sometimes the components or their products may react together resulting 
different reaction paths than the components individually. Also the reaction rate and other 
experimental circumstances are known to affect on gas and residue yields.  

Numerical simulations 

For verification and validation purposes, the TGA, MCC and cone calorimeter experiments were 
modelled using Fire Dynamics Simulator (FDS). All the numerical simulations are performed using 
FDS version 6.0 (release candidate 4, svn 15111) [8]. 

If the thermal equilibrium is maintained in TGA, it can be simulated using a 0-dimensional model. 
In order to make a 0-dimensional model of the sample with FDS, which is basically a 2 or 3-
dimensional flow solver coupled with 1-dimensional pyrolysis model, the physical dimensions of 
the TGA were significantly altered to decouple the gas phase conditions from the sample response. 
In practice, the TGA sample modelled as a 0.1 mm thick slab with surface area of 2 m2. The 
dimensions of the simulation domain were 4 m x 1 m x 1 m. All the gas phase reactions were 
prevented (nitrogen ambient), thus removing the dependence of the simulation on the gas phase cell 
size. The surrounding walls were heated linearly according to a slow, pre-determined heating rate 
from 20°C to 820°C. The thickness of the sample was small enough to keep it in thermal 
equilibrium with the environment. This was verified by measuring the temperatures of both the 
sample and the walls. The mass of the sample was monitored during the heating. 

MCC experiment is identical to the TGA model in geometry, sample definition and omitting the gas 
phase calculation. The heat release rate is calculated as  
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The heat release rate could be measured also directly by allowing gas phase calculation. However, 
then the grid cell size would be important parameter for the accuracy of the results, and the 
calculation would become significantly slower. The domain should also be divided to inert and 
oxidative ambient, which would increase the domain size even further. Therefore, this simplistic 
method for MCC experiment is chosen. 

When the simulated TGA and MCC results are compared, it can be observed that in FDS the high 
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K/min to 60 K/min moves the curve about 50 K to higher temperatures (Figure 3b). This can be 
explained with the kinetic parameters. Sometimes, the reaction is slow compared to the heating rate. 
Although the reaction rate of the thermal degradation reaction is independent on the reaction rate, 
the temperature of the sample increases faster than the reaction can occur. Therefore at high heating 
rates it seems like the reaction has moved to higher temperatures. 
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Figure 3. Results of TGA/MCC simulation. a) Comparison of furnace and sample temperature at 60 K/min. b) TGA at 
10 and 60 K/min. 

In cone calorimeter experiments usually the cable is tested as whole, not divided into components as 
in the small scale experiments. The cables and all other complex structures are modelled as 
rectangular slabs. That works relatively well in coarse applications, but the solution is always 
limited by the grid size. Also the geometry is strongly simplified when the cylindrical object 
consisting of multiple components is treated as a laminate of separate, rectangular layers. This 
model has a domain of 0.3x0.3x0.4 m3 and grid size of 5 cm. The grid size is quite coarse but it 
should be similar to the one in the final application. The cone heater is modelled as an external heat 
flux (50 kW/m2) directed to the surface of the sample. The structure of the layers is symmetric.  

MATERIALS 

Generic materials 

Three generic materials are developed. These samples represent ideal samples, where all reaction 
steps are well-defined and known. They do not correspond to any real material, and the parameters 
are listed only for completeness. Generic sample 1 is used to verify the calculations and simulation 
methods in a very simple case. The Generic sample 2 is made for verification with a more complex 
case where the first reaction has a small mass loss with high heat of combustion, and the second 
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Q/m0 31.5 4.5 1.75 13.02 5.88 

PVC sheath 

Real plasticized PVC can be significantly more complex than the generic example presented above. 
Therefore the methods are applied to a real thermoplastic cable with PVC sheath and PE insulation. 
The cable is the number #701 in the Christifire campaign (GENERAL CABLE® BICC® BRAND 
SUBSTATION CONTROL CABLE 7/C #12AWG 600V 30 MAY 2006). It has 7 conductor and 
diameter of 14 mm. All the other details can be found from the ref. [9]. The experimental data set 
included TGA results at 10 K/min and three repeated MCC results at 60 K/min for sheath and 
insulation. The experimental small scale results are listed in Table 2. In addition, cone calorimeter 
results at 25 KW/m2, 50 KW/m2 and 75 KW/m2 were available. The experimental results for the 
PVC sheath are shown in Figure 5. An average of the three repetitions of the MCC experiment was 
used.  

Table 2. Experimental results for PVC sheath and PE insulation of cable #701.  

 Sheath Insulation 
 Reac 1 Reac 2 Reac 3 Reac 1 Reac 2 Reac 3 

Δα 0.600 0.137 0.040 0.570 0.120 0.052 
Q/m0 (MJ/kg) 9.195 4.905 0.000 8.233 4.770 0.000 

 
Figure 5. Experimental TGA (10 K/min) and MCC (60 K/min)  results for PVC sheath. The experimental results are 
slightly filtered. 

Understanding the basics of PVC blend degradation is important if more accurate reaction path is 
required. The theoretical background of the degradation of PVC and the most significant additives 
is therefore briefly presented here.  

The thermal degradation of pure and plasticized PVC has been studied widely in the literature, 
experimentally ([10]-[16]) and numerically ([15]-[21]). Overall, the thermal degradation of the PVC 
is a two stage process. The first reaction around 320 °C is often called dehydrochlorination reaction, 
because it is mainly responsible of release of HCl. The remaining polyene structure starts degrading 
immediately releasing small amounts of aromatic hydrocarbons, mainly benzene. The second major 
reaction occurs around 450 °C, and is the pyrolysis of the polyene residue. The main product of this 
reaction is toluene. [10],[12],[17] Studied in vacuum [16], the mass loss of the first reaction was 64 

reaction high mass loss with low heat of combustion. The accuracy of the reaction path for a PVC-
like material is assessed with Generic sample 3. Other than kinetic parameters are same for all the 
samples and components, including char (ε = 1.0, cp = 1.0 kJ/kg·K, k = 1.0 W/m·K, ρ0 = 100 kg/m3, 
ΔH = 0 kJ/kg). 

Generic 1 is the simplest test case with only one reaction step. It yields 0.9 of the mass fuel gas with 
heat of combustion 35 MJ/kg. The parameters are listed in Table 1 . 

The second test case, Generic 2, yields little mass and lots of energy at the first reaction step, and 
the second releases lots of mass and little energy. The reaction parameters are listed in Table 1 and 
visually shown in Figure 4a. 

For testing the method for more complex sample, a third generic material (Generic 3) is used. The 
kinetics or other parameters do not represent any specific material, and the kinetic parameters of 
components 1 and 3 are identical to those of Generic 2. The reaction path resembles the one of 
plasticized PVC. It has two initial components (Comp 1 and Comp 2) as the PVC polymer and the 
plasticizer. They start to thermally degrade in close to the same temperatures. The earlier reaction 
yields some fuel gas, inert gas (as Hydrocloric acid (HCl) in PVC) and residual polymer that 
degrades further in higher temperatures. The second initial component releases fuel gas and no 
residue during the first reaction step. All the parameters are listed in Table 1 and the simulated 
results are shown in Figure 4b. 

 
a) 

 
b) 

Figure 4. Generic samples. TGA results are shown on the left axes and MCC results on  the right. a) Generic 2 
sample. b) Generic 3 sample. 

Table 1. Reaction parameters and resulting mass loss and energy release of each reaction for the generic samples 1 , 
2 and 3.  

 Generic 1 Generic 2 Generic 3 
Comp 1 Comp 1 Comp 2 Comp 1 Comp 2 Comp 3 

Mass fraction in  
virgin material 1.0 0.5 0.5 0.7 0.3 0.0 
A (s-1) 1.0·1010 1.0·1015 1.0·1010 1.0·1015 1.0·1016 1.0·1010 
E (J/mol) 1.6·105 1.48·105 1.8·105 1.48·105 1.55·105 1.8·105 
gas yield 0.9 (fuel) 0.2 (fuel) 0.1 (fuel) 

0.8 (inert) 
0.02 (fuel) 
0.58 (inert) 1.0 (fuel) 0.6 (fuel) 

ΔHc (MJ/kg) 35 45 35 30 35 42 
Residue? Char Char Char Comp 3 No residue Char 
Peak Temperature  
(°C) at 10 K/min 420 180 500 180 180 500 

Δα 0.9 0.1 0.45 0.72 0.17 
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PVC sheath 
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is therefore briefly presented here.  

The thermal degradation of pure and plasticized PVC has been studied widely in the literature, 
experimentally ([10]-[16]) and numerically ([15]-[21]). Overall, the thermal degradation of the PVC 
is a two stage process. The first reaction around 320 °C is often called dehydrochlorination reaction, 
because it is mainly responsible of release of HCl. The remaining polyene structure starts degrading 
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Table 3. For both methods the reaction specific mass loss and heat release are calculated correctly 
with these parameters. Method 2 only slightly (3 %) overestimates the mass loss of the reaction 2 
(0.46), but the total heat release is exactly 1.75 MJ/kg. 

Table 3. Estimation results and estimation boundaries for method 2 of sample Generic 2.  

 yI11 yF11 yI22 yF22 ΔHc,11 (MJ/kg) ΔHc,22 (MJ/kg) 
Exact value 0.00 0.20 0.80 0.10 45.00 35.00 
Method 1 0.03 0.97 0.46 0.04 46.45 46.45 
Method 2 0.01 0.19 0.81 0.12 47.02 30.07 
Est. boundaries [0,1] [0,0.3] [0,1] [0,0.3] [30, 50] [30, 50] 
 

The Generic 3 sample undergoes three fuel yielding reactions. Two first reactions (Comp 1 and 
Comp 2) are overlapping and inseparable in time or temperature. The net energy release in the first 
reaction should be (according to Table 1) 13.02 MJ/kg and in the second 5.88 MJ/kg, making the 
total heat release of the sample 18.90 MJ/kg. The corresponding mass losses should be 0.72 and 
0.17. An integral over the peaks confirm these results.  

For Method 1, we assume that the heat of combustion of the fuel gas is 40 MJ/kg. For the first 
reaction, the parameters are Qc,1/m0 = 13.02 MJ/kg, Δα1 = 0.72 and ΔHc = 40 MJ/kg.  According to 
eq. (4), the fuel yield (y1F) is 0.45 (and the yield of the inert gas is therefore 0.55). For the second 
reaction, we have to take the char yield into account. The total char yield of the material (Z) is 0.11. 
The fraction of the fuel of all the gas released in the second reaction is by eq. (4) 0.865. The yields 
are then calculated as in eq. (5) 
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The results are summarized in Table 4.  

Table 4. The yields and mass fractions for generic sample 3 using Method 1. 

 yF yI yZ Y 
Reaction 1 0.45 0.55 0.0 0.72 
Reaction 2 0.53 0.08 0.39 0.28 
 

For method 2 we assume that the material is a PVC polymer with some plasticizer. We set the 
estimation boundaries as listed in Table 5. The estimation problem was solved using a Matlab 
function and a script that tried random initial values and chose the values that gave the smallest 
error. The iteration with random initial values was performed 5000 times, and the best solution gave 
an error of 5.8·10-8. The values for the final estimation results can be seen in Table 5. The results 
are relatively near the target values considering the width of the estimation boundaries. 

%, which is higher than the stoichiometric value 58.7 %. Therefore the amount of benzene release 
in the first reaction was 5.3%. The mass loss of the second reaction was 30.3 % leaving 5.7 % 
residue.  

Various additives have effect on the thermal degradation of PVC. The most important additive in 
many PVC applications (including cables) is the plasticizer.  The concentrations can be as high as 
100 phr (parts per hundred parts of resin). There are several commercial plasticizers available, and 
one of the most commonly studied of them is Di-2-ethylhexyl phthalate (DOP). Marcilla and 
Beltrán compared pure samples of DOP and PVC resin to mixtures at different concentrations and 
heating rates [15]. The plasticizer degrades around the same temperatures as the 
dehydrochlorination reaction, but carefully looking two peaks can be observed; DOP evaporates 
slightly before HCl. When the peak temperatures are compared, it can be seen that in mixture the 
reactions are closer to each other, almost overlapping: DOP evaporates slightly later, and HCl 
slightly earlier than separately. Low concentrations of DOP decrease this effect. Also, at higher 
heating rates the decrease in resin degradation temperature is not as significant as at the lower 
heating rates. One explanation for the decreasing HCl release temperature is that when the DOP 
evaporates, it leaves holes to the polymer blend structure. These holes are the initiation centres of 
the dehydrochlorination process and the reaction becomes faster. Another explanation is that the 
radicals formed around 300 °C at the DOP evaporation promote the reaction. DOP is also known to 
partially inhibit the release of the aromatics formation. [12],[13],[15] 

PVC blend also includes some amount of fillers. Calcium Carbonate (CaCO3) is the most 
commonly used with PVC. It is used to improve the impact resistance and thermal stability. Typical 
concentrations are 20-30 wt% in rigid and 30-40 wt% in flexible PVC. [22] It may react with HCl 
producing calcium chloride. It also degrades at high temperatures (above 840 °C) producing CO2 
and H2O. 

Other significant additives are stabilizers and metal oxides, although their concentrations are not 
very high. The stabilizers do not affect on the degradation temperatures, but they seem to inhibit the 
formation of the HCl. In higher concentrations (> 1 phr) they also seem to inhibit the formation of 
benzene and toluene [13]. Metal oxides suppress the amount of released aromatic hydrocarbons. 
Some oxides also lower the temperature of the dehydrochlorination reaction. Those metal oxides 
that suppress most benzene formation also promote char under nitrogen ambient. [10] The role of 
these additives is not investigated in this paper. 

The insulation layer is nominally a polyethylene (PE) blend. Pure PE degrades around 400-500 °C 
without leaving residue. The additives are assumed to be similar to those of PVC for simplicity. 
[23] 

RESULTS 

Generic samples 

The calculation and simulation methods were first verified by using the Generic 1 sample. The 
results show that the correct amount of heat can be allocated to each reaction using both methods. 
Additionally, it showed that the FDS model indeed calculates the mass and heat release as expected. 

The Generic 2 sample undergoes two reactions. Both of them yield fuel and residue, the second also 
inert gas. The experimental results and the target values were listed in Table 1. These results are 
confirmed by integrating over the reaction steps of the FDS results. The mass fractions of the 
components are assumed known (0.5 for both components), and the other parameters are listed in 
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Table 3. For both methods the reaction specific mass loss and heat release are calculated correctly 
with these parameters. Method 2 only slightly (3 %) overestimates the mass loss of the reaction 2 
(0.46), but the total heat release is exactly 1.75 MJ/kg. 

Table 3. Estimation results and estimation boundaries for method 2 of sample Generic 2.  

 yI11 yF11 yI22 yF22 ΔHc,11 (MJ/kg) ΔHc,22 (MJ/kg) 
Exact value 0.00 0.20 0.80 0.10 45.00 35.00 
Method 1 0.03 0.97 0.46 0.04 46.45 46.45 
Method 2 0.01 0.19 0.81 0.12 47.02 30.07 
Est. boundaries [0,1] [0,0.3] [0,1] [0,0.3] [30, 50] [30, 50] 
 

The Generic 3 sample undergoes three fuel yielding reactions. Two first reactions (Comp 1 and 
Comp 2) are overlapping and inseparable in time or temperature. The net energy release in the first 
reaction should be (according to Table 1) 13.02 MJ/kg and in the second 5.88 MJ/kg, making the 
total heat release of the sample 18.90 MJ/kg. The corresponding mass losses should be 0.72 and 
0.17. An integral over the peaks confirm these results.  

For Method 1, we assume that the heat of combustion of the fuel gas is 40 MJ/kg. For the first 
reaction, the parameters are Qc,1/m0 = 13.02 MJ/kg, Δα1 = 0.72 and ΔHc = 40 MJ/kg.  According to 
eq. (4), the fuel yield (y1F) is 0.45 (and the yield of the inert gas is therefore 0.55). For the second 
reaction, we have to take the char yield into account. The total char yield of the material (Z) is 0.11. 
The fraction of the fuel of all the gas released in the second reaction is by eq. (4) 0.865. The yields 
are then calculated as in eq. (5) 
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The results are summarized in Table 4.  

Table 4. The yields and mass fractions for generic sample 3 using Method 1. 

 yF yI yZ Y 
Reaction 1 0.45 0.55 0.0 0.72 
Reaction 2 0.53 0.08 0.39 0.28 
 

For method 2 we assume that the material is a PVC polymer with some plasticizer. We set the 
estimation boundaries as listed in Table 5. The estimation problem was solved using a Matlab 
function and a script that tried random initial values and chose the values that gave the smallest 
error. The iteration with random initial values was performed 5000 times, and the best solution gave 
an error of 5.8·10-8. The values for the final estimation results can be seen in Table 5. The results 
are relatively near the target values considering the width of the estimation boundaries. 
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Application to a real PVC sheath 

Small scale model 

As seen in Figure 5, the TGA results show three reaction peaks, MCC results only two. As listed in 
Table 2, the measured heat releases are 9.195 MJ/kg in the first reaction and 4.905 MJ/kg in the 
second. The mass losses are 0.6, 0.137 and 0.04, correspondingly. The kinetic parameters (A, E, N) 
were estimated using Genetic Algorithm (GA) ([2],[9]) for both methods (different reaction paths) 
separately. The kinetic parameters are known to compensate the other parameter values so that there 
may be several sets of equally fitting parameters. To minimize this effect, the parameters should be 
estimated at several heating rates. Unfortunately, the experimental data set only included on heating 
rate at 10 K/min. However, from the MCC results (at 60 K/min) it can be seen, that the reactions 
happen almost simultaneously as seen in Figure 5. Therefore the parameters are estimated at these 
two heating rates, using the same experimental results from 10 K/min. 

The reaction path parameters were estimated similarly for the insulating material that was known to 
be PE. It had similarly three mass loss peaks, the third one without heat release. The mass losses of 
the reactions were 0.57, 0.12 and 0.052. The heat releases of the two first reactions were 8.233 
MJ/kg and 4.77 MJ/kg. 

Method 1: The fuel in this model was assumed to be propane (46.45 MJ/kg) and the inert gas water 
vapour. The fuel yields are calculated according eq. (4) and eq. (5) and the results are listed in Table 
6. The reaction path and the kinetic parameters are shown in Figure 7. The comparison between 
experimental and simulated small scale results are seen in Figure 9.  

With similar assumptions of the fuel gas as for the sheath material, the fuel yields of the insulation 
material are 0.31 and 0.86 in two first reactions. The third reaction does not yield fuel gas, and 
residue yield is 0.83. The kinetic parameters are listed in Table 8. 

 
Figure 7. Reaction path and kinetic parameters for the PVC sheath using Method 1.  

 

Table 5. Estimation boundaries, initial values and the final results  for the Generic 3 sample. The first subscript 
denotes to reaction and second to component (PVC = 1, plasticizer = 2) . 

Variable Boundaries Initial value used Target value Estimation result Error 
Y1 (“PVC”) [0.5, 0.8] 0.59 0.70 0.70 0 % 
Y2 (“Plasticizer”) - 0.41 0.30 0.30 0 % 
yI11 [0.57, 0.61] 0.58 0.58 0.60 -3 % 
yF11 [0, 0.05] 0.00 0.02 0.00 100 % 
yF12 [0.5, 0.9] 0.67 0.60 0.61 -2 % 
ΔHc11 (MJ/kg) [20, 45] 30.27 30.0 27.60 8 % 
ΔHc12 (MJ/kg) [20, 45] 34.28 35.0 34.59 1 % 
ΔHc21 (MJ/kg) [20, 45] 36.05 42.0 43.04 -2 % 
 

The results with Method 1 and Method 2 were next tested by investigating if the resulting 
parameters can reproduce the mass loss and heat release characteristics of the generic data. This was 
done by calculating the TGA and MCC experiments using both reaction paths. The kinetic 
parameters are assumed to be known exactly (for Method 1, only those of the Comp 1 are used for 
the first reaction). The results confirm that although the reaction paths and assumptions are 
different, the essential information (mass loss and heat release) can be repeated correctly using both 
methods. The results are shown in Figure 6. 

In addition to the mass and energy calculation, the capability of method 2 was validated by 
comparing the estimated and target values. The errors between these two values are listed in Table 
5. In general, the estimated values are within 10 % to the real ones. However, the greatest error is 
with the fuel yield of the Comp 1 in reaction 1. As the amount of fuel from the PVC is very small, 
this error is irrelevant. 

 
a) 

 
b) 

Figure 6. Verification of the estimation results. a) Mass loss  (TGA at 10 K/min in N2). b) Energy release (MCC at 60 
K/min in air). 
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Application to a real PVC sheath 

Small scale model 

As seen in Figure 5, the TGA results show three reaction peaks, MCC results only two. As listed in 
Table 2, the measured heat releases are 9.195 MJ/kg in the first reaction and 4.905 MJ/kg in the 
second. The mass losses are 0.6, 0.137 and 0.04, correspondingly. The kinetic parameters (A, E, N) 
were estimated using Genetic Algorithm (GA) ([2],[9]) for both methods (different reaction paths) 
separately. The kinetic parameters are known to compensate the other parameter values so that there 
may be several sets of equally fitting parameters. To minimize this effect, the parameters should be 
estimated at several heating rates. Unfortunately, the experimental data set only included on heating 
rate at 10 K/min. However, from the MCC results (at 60 K/min) it can be seen, that the reactions 
happen almost simultaneously as seen in Figure 5. Therefore the parameters are estimated at these 
two heating rates, using the same experimental results from 10 K/min. 

The reaction path parameters were estimated similarly for the insulating material that was known to 
be PE. It had similarly three mass loss peaks, the third one without heat release. The mass losses of 
the reactions were 0.57, 0.12 and 0.052. The heat releases of the two first reactions were 8.233 
MJ/kg and 4.77 MJ/kg. 

Method 1: The fuel in this model was assumed to be propane (46.45 MJ/kg) and the inert gas water 
vapour. The fuel yields are calculated according eq. (4) and eq. (5) and the results are listed in Table 
6. The reaction path and the kinetic parameters are shown in Figure 7. The comparison between 
experimental and simulated small scale results are seen in Figure 9.  

With similar assumptions of the fuel gas as for the sheath material, the fuel yields of the insulation 
material are 0.31 and 0.86 in two first reactions. The third reaction does not yield fuel gas, and 
residue yield is 0.83. The kinetic parameters are listed in Table 8. 

 
Figure 7. Reaction path and kinetic parameters for the PVC sheath using Method 1.  
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Table 7. Estimation boundaries, initial values and the final estimated values of the PVC sheath using Method 2. 

 Estimation boundaries Initial values Estimation result 
Y1 [0.2, 0.7] 0.508 0.514 
Y2 [0.1, 0.5] 0.323 0.268 
Y3 - 0.169 0.218 
yI11 [0.57,0.61] 0.606 0.602 
yF11 [0, 0.07] 0.040 0.043 
yF12 [0.5, 0.9] 0.786 0.751 
yI13 [0.05, 0.3] 0.186 0.184 
ΔHc11 (MJ/kg) [25, 50] 48.9 49.1 
ΔHc12 (MJ/kg) [25, 50] 31.2 35.8 
ΔHc21 (MJ/kg) [25, 50] 32.1 30.2 
 

Table 8. The kinetic parameters for PVC sheath and insulation using Method 1 and Method 2. 

Material Method Component (i) 
Reaction (j) 

A (s-1) E (mol/kJ) N 

Sheath 
(PVC) 

Method 1 i = j= 1 3.6·1021 2.4·105 2.87 
i = j = 2 1.2·1029 3.8·105 4.10 
i = j = 3 5.1·1021 3.0·105 2.67 

Method 2 i = 1,2, j = 1 2.1·1026 2.8·105 3.69 
i = 1, j = 2 2.0·1025 3.2·105 4.91 
i = 3, j = 3 9.8·1024 2.9·105 0.96 

Insulation 
(PE) 

Both  
methods 

i = j = 1 1.26·1025 2.7·105 3.20 
i = j = 2 1.9·1027 3.6·105 3.7 
i = j =3 1.6·1012 2.1·105 4.41 

 

 
a)  

b) 
Figure 9. Comparison of the experimental and simulated results for r eal PVC sheath. a) TGA. b) MCC. 

Bench scale model 

The cone calorimeter experiments were performed at 25, 50 and 75 kW/m2 heat fluxes. The 
experimental results are listed at Table 9. The mass fractions of the components were 0.24 (sheath), 
0.18 (insulation) and 0.58 (conductor). Conductor is non-combustible. The total mass loss of the 
sheath is 77.7 % and of insulation 74.2 % and total heat release 14.1 MJ/kg and 13.0 MJ/kg, 

Table 6. Estimation results for PVC sheath and PE insulation using Method 1. 

 Reaction 
i 

Yi yFi yIi yRi 

Sheath 
(PVC) 

1 0.600 0.33 0.67 0.00 
2 0.137 0.77 0.23 0.00 
3 0.263 0.00 0.15 0.85 

Insulation 
(PE) 

1 0.57 0.31 0.69 0.00 
2 0.12 0.86 0.14 0.00 
3 0.31 0.00 0.17 0.83 

 

Method 2: The reaction path of the real PVC sheath was assumed similar to the Generic 2 sample, 
and the third additional reaction (with no measured heat release) was assumed to be due to CaCO3 
thermal degradation. The estimation boundaries are listed in Table 7. The optimization was 
performed using the Matlab script mentioned before. In 5000 iterations, the minimum was found 
with error (eq. (9)) of 2.4·10-7. The resulting values are listed in Table 7 and the reaction path and 
kinetic parameters are shown in Figure 8. The comparison between experimental and simulated 
small scale results are shown in Figure 9.  

The insulating material was known to be PE. Pure PE is thermoplastic and therefore does not yield 
residue. The first reaction corresponds to the temperature range of the plasticizer, and second to the 
degradation of the PE. The third reaction is again assumed to be due to CaCO3. As the two fuel 
yielding components do not yield any char (at least, not in their pure form), the mass losses of the 
reactions are used as the mass fractions of the components. The calculation of the heat of 
combustions is very straight-forward and they can be calculated using eq. (4). As result, the heats of 
combustions for two first reactions are 14.45 MJ/kg and 39.73 MJ/kg, respectively. The residue 
yield of the last reaction is 0.83. 

 
Figure 8. Reaction path and kinetic parameters for a PVC sheath  using Method 2. 
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Table 7. Estimation boundaries, initial values and the final estimated values of the PVC sheath using Method 2. 

 Estimation boundaries Initial values Estimation result 
Y1 [0.2, 0.7] 0.508 0.514 
Y2 [0.1, 0.5] 0.323 0.268 
Y3 - 0.169 0.218 
yI11 [0.57,0.61] 0.606 0.602 
yF11 [0, 0.07] 0.040 0.043 
yF12 [0.5, 0.9] 0.786 0.751 
yI13 [0.05, 0.3] 0.186 0.184 
ΔHc11 (MJ/kg) [25, 50] 48.9 49.1 
ΔHc12 (MJ/kg) [25, 50] 31.2 35.8 
ΔHc21 (MJ/kg) [25, 50] 32.1 30.2 
 

Table 8. The kinetic parameters for PVC sheath and insulation using Method 1 and Method 2. 

Material Method Component (i) 
Reaction (j) 

A (s-1) E (mol/kJ) N 

Sheath 
(PVC) 

Method 1 i = j= 1 3.6·1021 2.4·105 2.87 
i = j = 2 1.2·1029 3.8·105 4.10 
i = j = 3 5.1·1021 3.0·105 2.67 

Method 2 i = 1,2, j = 1 2.1·1026 2.8·105 3.69 
i = 1, j = 2 2.0·1025 3.2·105 4.91 
i = 3, j = 3 9.8·1024 2.9·105 0.96 

Insulation 
(PE) 

Both  
methods 

i = j = 1 1.26·1025 2.7·105 3.20 
i = j = 2 1.9·1027 3.6·105 3.7 
i = j =3 1.6·1012 2.1·105 4.41 

 

 
a)  

b) 
Figure 9. Comparison of the experimental and simulated results for r eal PVC sheath. a) TGA. b) MCC. 

Bench scale model 

The cone calorimeter experiments were performed at 25, 50 and 75 kW/m2 heat fluxes. The 
experimental results are listed at Table 9. The mass fractions of the components were 0.24 (sheath), 
0.18 (insulation) and 0.58 (conductor). Conductor is non-combustible. The total mass loss of the 
sheath is 77.7 % and of insulation 74.2 % and total heat release 14.1 MJ/kg and 13.0 MJ/kg, 
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Table 10. Thermal parameters of cable 701. 

  Method 1 Method 2 
Polymer Plasticizer CaCO3 

S
he

at
h 

Reaction 1 

k (W/(mK)) 0.147 0.146 0.185 0.48 
cp (kJ/(kgK)) 3.22 3.4 2.8 3.5 
ΔH (kJ/kg) 1607 206 1112 1669 
ε 0.7 1.0 1.0 1.0 

Reaction 2 

k (W/(mK)) 0.175 0.2 - - 
cp (kJ/(kgK)) 3.45 2.26 - - 
ΔH (kJ/kg) 1425 1783 - - 
ε 1.0 1.0 - - 

Reaction 3 

k (W/(mK)) 0.103 - - - 
cp (kJ/(kgK)) 3.5 - - - 
ΔH (kJ/kg) 43 - - - 
ε 1.0 - - - 

Residue 

ρ (kg/m3) 344 70  274 
k (W/(mK)) 0.122 0.188 - 0.188 
cp (kJ/(kgK)) 3.5 2.0 - 2.0 
ε 0.85 1.0 - 1.0 

In
su

la
tio

n 

Reaction 1 

k (W/(mK)) 0.783 0.246 - - 
cp (kJ/(kgK)) 3.36 1.9 - - 
ΔH (kJ/kg) 1408 1760 - - 
ε 1.0 1.0 - - 

Reaction 2 

k (W/(mK)) 1.0 - 0.59 - 
cp (kJ/(kgK)) 3.4 - 3.0 - 
ΔH (kJ/kg) 1516 - 691 - 
ε 1.0 - 1.0 - 

Reaction 3 

k (W/(mK)) 0.087 - - 0.285 
cp (kJ/(kgK)) 2.74 - - 2.9 
ΔH (kJ/kg) 445 - - 353 
ε 1.0 - - 1.0 

Residue 

 297 - - 297 
k (W/(mK)) 0.01 - - 0.338 
cp (kJ/(kgK)) 1.29 - - 1.29 
ε 1.0 - - 1.0 

 

respectively. Multiplying by mass fractions and the initial mass 270 g, the mass loss is 84.8 g (32 
%) and the total heat release 1.52 MJ. The effective heat of combustion (total heat release scaled by 
the mass loss) is then 17.9 MJ/kg. This is less than in cone calorimeter experiments at 25 and 50 
kW/m2. The extra heat released is related to the oxidation of char. This phenomenon is addressed in 
the next section.  

Table 9. Experimental cone calorimeter results . 

 25 kW/m2 50 kW/m2 75 kW/m2 
m0 (g) 263.9 269.0 262.2 
Δm (g) 71.0 91.2 89.0 
Δm/m0 (g/g) 0.27 0.34 0.34 
Qtot (MJ) 1.92 1.71 1.59 
ΔHc, eff (MJ/kg) 27 18.75 17.9 
 

The cone calorimeter models were developed based on the small scale results and mass fractions. 
The results are listed in Table 10 and graphically presented in Figure 10. The cone calorimeter 
models where calculated using FDS 6 with 5 cm grid resolution. The parameters were fitted at 50 
kW/m2 heat flux, and validated using results of 25 and 75 kW/m2 heat fluxes. 

50 kW/m2 25 kW/m2 and 75 kW/m2 

 
a) 

 
b) 

 
c) 

 
d) 

Figure 10. Cone calorimeter results for Method 1 and Method 2. a) Heat release rate at 50 kW/m 2. b) Heat release 
rate at other heat fluxes. c) Mass loss rate at 50 kW/m2. d) Mass loss rate at other heat fluxes.  
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Table 10. Thermal parameters of cable 701. 

  Method 1 Method 2 
Polymer Plasticizer CaCO3 

S
he

at
h 

Reaction 1 

k (W/(mK)) 0.147 0.146 0.185 0.48 
cp (kJ/(kgK)) 3.22 3.4 2.8 3.5 
ΔH (kJ/kg) 1607 206 1112 1669 
ε 0.7 1.0 1.0 1.0 

Reaction 2 

k (W/(mK)) 0.175 0.2 - - 
cp (kJ/(kgK)) 3.45 2.26 - - 
ΔH (kJ/kg) 1425 1783 - - 
ε 1.0 1.0 - - 

Reaction 3 

k (W/(mK)) 0.103 - - - 
cp (kJ/(kgK)) 3.5 - - - 
ΔH (kJ/kg) 43 - - - 
ε 1.0 - - - 

Residue 

ρ (kg/m3) 344 70  274 
k (W/(mK)) 0.122 0.188 - 0.188 
cp (kJ/(kgK)) 3.5 2.0 - 2.0 
ε 0.85 1.0 - 1.0 

In
su

la
tio

n 

Reaction 1 

k (W/(mK)) 0.783 0.246 - - 
cp (kJ/(kgK)) 3.36 1.9 - - 
ΔH (kJ/kg) 1408 1760 - - 
ε 1.0 1.0 - - 

Reaction 2 

k (W/(mK)) 1.0 - 0.59 - 
cp (kJ/(kgK)) 3.4 - 3.0 - 
ΔH (kJ/kg) 1516 - 691 - 
ε 1.0 - 1.0 - 

Reaction 3 

k (W/(mK)) 0.087 - - 0.285 
cp (kJ/(kgK)) 2.74 - - 2.9 
ΔH (kJ/kg) 445 - - 353 
ε 1.0 - - 1.0 

Residue 

 297 - - 297 
k (W/(mK)) 0.01 - - 0.338 
cp (kJ/(kgK)) 1.29 - - 1.29 
ε 1.0 - - 1.0 
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a) 

 

b) 
  
Figure 12. Cone calorimeter results with oxidation at 50 kW/m2. a) Heat release rate. b) Mass loss rate.  

Table 11. Parameters for surface oxidation of cable shea th. 

 Method 1 Method 2 
22.9 % of initial mass 

A (s-1) 6.0·1012 2.5·1010 
E (kJ/kmol) 2.5·105 2.3·105 
N 1.4 1.0 
nO2 1.5 1.5 
yF 0.34 0.34 
k (W/m·K) 1.0 0.2 
cp (kJ/kg·K) 1.0 2.5 
ΔH (kJ/kg) 0 1500 

ash 
k (W/m·K) 0.122 0.6 
cp (kJ/kg·K) 3.5 3.0 
ε 0.85 1.0 

CONCLUSIONS 

Unknown composition of the sample material is often a challenge in the pyrolysis and fire 
modelling. Since it is not practical to perform a complete chemical analysis of each material, 
alternative methods have been searched. An experimental tool, MCC, has been exploited for 
measuring the heat of combustion of each reaction and estimation of the sample composition. 

Two new methods for combining MCC and TGA results were developed. First one is a simple and 
practical engineering solution that just measures the net heat release of each reaction. This approach 
is usually enough in order to make an accurate pyrolysis model. The second one has more ambitious 
goal to understanding better the sample material. It requires some knowledge about the chemical 
components and the degradation path of the material. This method may be more useful in the 
academic research projects than in engineering applications. Both methods were applied to two 
generic materials with known reaction paths and parameters, and to one real PVC mixture of an 
electric cable. 

Surface oxidation 

It was noticed that the heat release and mass loss in cone calorimeter was higher than according to 
small scale results should be. This was speculated to be due to surface oxidation, and this can be 
confirmed by comparing TGA results in air and nitrogen. In air the mass loss of the sheath is 7.7% 
higher than in nitrogen. This corresponds to 1.7 % (4.6 g) mass loss in the whole cable. The heat 
released in cone calorimeter is about 0.17 MJ more than that of the models. Dividing the heat by the 
mass loss gives heat of oxidation about 37 MJ/kg.  

The newest version of FDS 6 is currently able to model the oxidation as function of available 
oxygen [8]. The reaction rate defined by Arrhenius parameters is multiplied by a function of oxygen 
volume fraction of the first gas cell 
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20
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 . (11) 

In normal pyrolysis reaction order of oxidation is 0. Deeper under the surface the oxygen 
concentration depends on the diffusion depth, also defined by user. The parameters are found by 
comparing the model with the last reaction of TGA experiment in air. For method 1, the oxidation 
reaction is one parallel reaction more. For method 2, the char yielded by PVC and CaCO3 is 
converted into ash. The parameters of this reaction are listed in Table 10 and visually shown in 
Figure 11. The pyrolysis reactions do not fit exactly to the experimental data. Part of the reason may 
be the ignition model of FDS. In FDS, whenever oxygen is present, the fuel gas ignites. In real 
TGA this hardly happens, since the temperatures of most degradation steps are below the 
autoignition temperature. However, also in the experiment the fuel reacts with oxygen in some 
level, releasing heat. For these reasons, the only significant part of the curve is in the end, 
corresponding to the surface oxidation. 

The cone calorimeter results are shown in Figure 12. It seems that the oxidation alone does not 
explain the different mass loss and heat release results in the cone calorimeter. 

 
a) 

 
b) 

Figure 11. Implementing the oxidation reaction. a) TGA in air. b) Zoomed i n to the end of the experiment.  
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a) 

 

b) 
  
Figure 12. Cone calorimeter results with oxidation at 50 kW/m2. a) Heat release rate. b) Mass loss rate.  

Table 11. Parameters for surface oxidation of cable shea th. 

 Method 1 Method 2 
22.9 % of initial mass 

A (s-1) 6.0·1012 2.5·1010 
E (kJ/kmol) 2.5·105 2.3·105 
N 1.4 1.0 
nO2 1.5 1.5 
yF 0.34 0.34 
k (W/m·K) 1.0 0.2 
cp (kJ/kg·K) 1.0 2.5 
ΔH (kJ/kg) 0 1500 

ash 
k (W/m·K) 0.122 0.6 
cp (kJ/kg·K) 3.5 3.0 
ε 0.85 1.0 

CONCLUSIONS 

Unknown composition of the sample material is often a challenge in the pyrolysis and fire 
modelling. Since it is not practical to perform a complete chemical analysis of each material, 
alternative methods have been searched. An experimental tool, MCC, has been exploited for 
measuring the heat of combustion of each reaction and estimation of the sample composition. 

Two new methods for combining MCC and TGA results were developed. First one is a simple and 
practical engineering solution that just measures the net heat release of each reaction. This approach 
is usually enough in order to make an accurate pyrolysis model. The second one has more ambitious 
goal to understanding better the sample material. It requires some knowledge about the chemical 
components and the degradation path of the material. This method may be more useful in the 
academic research projects than in engineering applications. Both methods were applied to two 
generic materials with known reaction paths and parameters, and to one real PVC mixture of an 
electric cable. 
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11. Mountado, G., Puglisi, C. Evolution of Aromatics in the Thermal Degradation of Poly(vinyl 
chloride): A Mechanistic Study. Polymer Degradation and Stability 33 (1991) 229-262 

12. Marcilla, A., Beltrán, M. PVC-plasticizer interactions during the thermal decomposition of 
PVC plastisols. Influence of the type of plastizicer and resin. Polymer Degradation and 
Stability 53 (1996) 261-268. 

13. Jiménez, A., López, J., Vilaplana, J., Dussel, H.-J. Thermal degradation of plastisols. Effect 
of some additives on the evolution of gaseous products. Journal of Analytical and Applied 
Pyrolysis 40-41 (1997) 201-215.  

14. Elakesh, E.O., Hull, T.R., Price, D., Milnes, G.J. Carty, P. Effect of Plasticizers on the 
Thermal Decomposition of Chlorinated Polyvinylchloride. Journal of Vinyl & Additive 
Technology (2005).  

15. Marcilla, A., Beltrán, M. Effect of the plasticizer concentration and heating rate on the 
thermal decomposition behavior of PVC plastisols. Kinetic analysis. Polymer degradation 
and Stability 60 (1998) 1-10.  

16. Miranda, R., Yang, J., Roy, C., Vasile, C. Vacuum pyrolysis of PVC I. Kinetic study. 
Polymer Degradation and Stability 64 (1999) 127-144. 

17. Marcilla, A., Beltrán, M. Thermogravimetric kinetic study of poly(vinyl chloride) pyrolysis. 
Polymer Degradation and Stability 48 (1995) 219-229. 

18. Marcilla, A., Beltrán, M. Kinetic models for the thermal decomposition of commercial PVC 
resins and plasticizers studied by thermogravimetric analysis. Polymer Degradation and 
Stability 53 (1996) 251-260. 

19. Beltrán, M., Marcilla, A. Kinetic models for the thermal decomposition of PVC plastisols. 
Polymer Degradation and Stability 55 (1997) 73-87. 

20. Kim, S. Pyrolysis kinetics of waste PVC pipe. Waste Management 21 (2001) 609-616. 

21. Matala, A., Hostikka, S. Pyrolysis Modelling of PVC Cable Materials. Fire Safety Science 
10 (2011). 

22. Wypych, G. PVC Formulary. ChemTec Publishing. (2009) pp. 379. 

23. Marcilla, A., Ruiz-Femenia, R., Hernández, J., García-Quesada, J.C. Thermal and catalytic 
pyrolysis of crosslinked polyethylene. Journal of Analytical Applied Pyrolysis 76 (2006) 
254-259. doi:10.1016/j.jaap.2005.12.004 

Both methods were verified to calculate the heat release of each reaction correctly. The method 2 
was also validated by comparing the estimated and target values of the mass fractions, fuel yields 
and the heat of combustions of the reactions. The differences were very small considering that the 
parameters are known to compensate each other.  

The methods 1 and 2 were finally used in the pyrolysis modelling of a real PVC cable. The results 
are realistic and predicting the small scale experiments accurately. The models were applied also in 
the bench scale using cone calorimeter results. The surface oxidation of char was also modelled. 
Surface oxidation is a significant phenomenon in the end of the cone calorimeter experiment and 
can be observed visually by the glowing surface. However, in the model this did not seem to make 
great difference because of the definition of the reaction paths. 
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a b s t r a c t

Nuclear power plants contain a significant amount of fire load in form of electrical cables. The perfor-
mance of the cables is interesting both from the fire development and system failure viewpoints. In this
work, cable tunnel fires are studied using numerical simulations, focusing on the fire spreading along
power cables and the efficiency of the water suppression in preventing the cable failures. Probabilis-
tic simulations are performed using Monte Carlo technique and the Fire Dynamics Simulator (FDS) as
the deterministic fire model. The primary fire load, i.e. the power cables are modelled using the one-
dimensional pyrolysis model, for which the material parameters are estimated from the experimental
data. Two different water suppression systems are studied. The simulation results indicate that using
either suppression system decreased the heat release rate in the tunnel to less than 10% of the non-
suppressed case. Without water suppression, the cables of the second sub-system were damaged in
almost all fires, but when either of the studied water suppression systems was used, the probability
of the cable failures was decreased to less than 1%. This result indicates that in current scenario, the
probability of losing both sub-systems is determined directly by the suppression system unavailability.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

The safety of nuclear power plants relies heavily on concepts
such as defence-in-depth and redundancy. For fire safety, the
defence-in-depth means that attempts are made both to prevent
the ignition of fires and to prepare for their consequences. Fire may
also challenge the redundancy if it can penetrate through the bar-
riers between the redundant parts. Sometimes the components of
two subsystems can be located in the same room. This can chal-
lenge the safety of the plant especially when dealing with cables
placed in the cable spreading rooms and cable tunnels. If the cables
belonging to the other subsystem catch fire, they can be assumed to
have already failed electrically. From the viewpoint of Probabilistic
Risk Assessment (PRA), the probability of the failure in the other
subsystem is extremely interesting (Paté-Cronell and Dillon, 2006)
and several different methods have been used for the computation
of the failure probability. One of the methods is based on the use of

Abbreviations: CFD, Computational Fluid Dynamics; DSC, Differential Scan-
ning Calorimetry; FDS, Fire Dynamics Simulator; GA, Genetic Algorithm; HCl,
hydrochloric acid; HRR, heat release rate; IC, information and control (cable); LHC,
Latin Hypercube (sampling); MC, Monte Carlo (simulation); MLR, mass loss rate;
NPP, nuclear power plant; PFS, Probabilistic Fire Simulator; PMMA, polymethyl
methacrylate; PRA, Probabilistic Risk Assessment; PVC, polyvinyl chloride; RTI,
response time index; TGA, Thermogravimetric Analysis.

∗ Corresponding author. Tel.: +358 405152535.
E-mail address: anna.matala@vtt.fi (A. Matala).

a severity factor which is the likelihood of those heat release rates
for a given fire source that can cause a failure of a given target. As
mentioned in the guidance document by the U.S. Nuclear Regula-
tory Commission (NRC, 2005), the application of severity factors
has been a point of debate in past PRA approaches because fire
severity-likelihood relationships are heavily influenced by expert
judgment. Additional difficulty comes from the fact that neither the
fire sources nor the targets may be explicitly specified in spaces
such as cable tunnels because both of them can exist anywhere in
the space.

The risk of losing both subsystems can be reduced by several
means, such as physical separation between the subsystems, choice
of cable materials and the use of fire suppression systems. The
requirement for the physical separation is typically 6.2 m (20 ft),
as suggested by the U.S. NRC in 10 CFR 50.48 (Appendix A and R).
If the minimum distance cannot be fulfilled, some barriers should
be placed between the cable trays. In some installations, informa-
tion and control (IC) cables are placed inside metal cable conduits,
which act also as thermal barriers. The sufficiency of the 6.2 m sep-
aration distance between the polyvinyl chloride (PVC) cable trays
was studied by Shen (2006) using Fire Dynamic Simulator (FDS)
simulations. In this work, the separation distance is fixed accord-
ing to the actual case from a Finnish nuclear power plant (NPP), and
the focus is in the simulation of fire spreading and fire suppression.

The cable materials are a versatile group of different kinds
of plastics. Although modern, flame-retardant and non-corrosive
cable sheath materials are on the market, the cables of the existing

0029-5493/$ – see front matter © 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.nucengdes.2011.09.014
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components. Each of the components can undergo several reac-
tions yielding solid residue or gaseous products, such as fuel for
the gas phase combustion. The reaction rates are calculated using
Arrhenius equation

∂

∂t

�
�i(x, t)

�0

�
= A

�
�i(x, t)

�0

�N

exp
�

− E

RTs(x, t)

�
, (2)

where A is the pre-exponential factor, E is the activation energy, N
is the reaction order and R is the universal gas constant. �i is the
mass concentration of the ith solid phase species and �0 is the initial
density of the layer.

The coefficients in Eqs. (1) and (2) are not well known con-
stants that would be listed in handbooks. Instead, they must be
estimated from experimental data. In this work, the experimental
methods used were Thermogravimetric Analysis (TGA) along with
Differential Scanning Calorimetry (DSC) and cone calorimeter. In
the beginning of the estimation process, the reaction paths were
determined from qualitative analysis of TGA and DSC results. The
kinetic parameters A, E and N were then estimated from the TGA
data. The remaining unknown parameters were estimated from
the cone calorimeter data, which was obtained both for each of
the major cable components separately and for the complete cable.
This stage involves modelling of the cone calorimeter experiment
and making the most important pyrolysis model approximations
concerning the representation of real cables as one-dimensional
objects.

Each degradation reaction requires the total of eight unknown
parameters (A, E, N, y, ks, cs, �H, �Hc). As there are several compo-
nents in each cable and each component may degrade with multiple
degradation steps, the number of estimates and therefore the com-
plexity of the estimation task increase rapidly. Furthermore, the
target equations are strongly non-linear with local minima which
make the traditional, gradient-based optimization methods inef-
ficient in finding the best combination of model parameters. For
these reasons, the parameter estimation was mainly done using
Genetic Algorithm (GA) (Matala et al., 2008), which has proved to
be an effective tool for the parameter estimation for fire engineer-
ing needs. GA is based on the idea of evolution or the survival of
the fittest. A group of randomly chosen candidate solution con-
verges towards a local optimum during the iteration steps. The
operations are stochastic and the probabilities are based on the
fitness of the model. In this work, the number of individuals
of each four subpopulation was 20 making altogether 80 can-
didate solutions. The iterations were manually interrupted after
necessary convergence was achieved, typically after 100–200 gen-
erations. The other parameter values used for GA in this work are
more profoundly listed in paper of Matala et al. (2008). Thermal
parameters can be also estimated manually using predetermined
information concerning the effects of the various parameters on the
cone calorimeter result. For example, high thermal conductivity is
known to produce longer ignition times. This method can be used
instead of the numerically expensive GA or to supplement it.

When estimating parameters from the experimental data, it is
important to understand the approximations and limitations of the
model. The cone calorimeter model used here approximates the
cable geometry as a rectangular slab with homogenous layers. The
assessment of the pyrolysis model validity should be based on the
accuracy of predicted time to ignition and time evolution of three
quantities: heat release rate, mass loss rate and effective heat of
combustion.

Automatic sprinklers are activated when the temperature of the
sensing element of the device Tl exceeds the predetermined acti-
vation temperature. The heat conducted away from the element by

the mount is not taken into account. The temperature is estimated
from the differential equation

dT1

dt
=

√|u|
RTI

(Tg − Tl) − C2

RTI
ˇ|u|, (3)

where Tg is the gas temperature, u is the stream velocity and ˇ is the
volume fraction of liquid water in the gas stream. Response time
index (RTI) defines the sensitivity of the detector and C2 is constant
6 × 106 K/(m/s)1/2.

The transport of liquid water is computed using a Lagrangian
method, where the water spray consists of a sampled set of spheri-
cal droplets. For each type of sprinkler head/nozzle, the user defines
the median droplet diameter dm, droplet speed and angular direc-
tion where the droplets are inserted. The droplet size distribution
consists of a combination of Rosin–Rammler and log-normal dis-
tributions, and is expressed with Cumulative Volume Fraction

F(d) =
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−0.693
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d

dm

��
�

, dm < d

, (4)

where empirical constants are � = 0.6 and � = 2.4. The variation in
pipe pressure P due to the opened sprinkler heads/nozzles affects
the droplet boundary conditions: flow rate and droplet speed are
proportional to P1/2, and the median diameter to P−1/3.

2.2. Probabilistic Fire Simulator

The MC simulations were carried out using PFS – tool that
has been developed at VTT. In addition to the actual Monte Carlo
simulations, PFS can be used as an interface for several fire mod-
els, including FDS (Hostikka and Keski-Rahkonen, 2003; Hostikka,
2008). PFS can handle all three phases in the MC simulations: sam-
pling, simulation and results post-processing. The user interface is
an excel spreadsheet that uses macros. In the interface, there is an
individual sheet dedicated for each operation, and user can easily
apply it to match the requirements of each task. In this work the
sampling is done using Latin Hypercube (LHC), which reduces the
necessary sample size compared to traditional Monte Carlo sam-
pling (McKay et al., 1979; Stein, 1987). PFS creates the necessary
input for FDS simulations using the previously created random val-
ues and user-defined template. After that, PFS performs the FDS
simulations for all the input files separately. For more efficiency and
parallel processing, this part can also be done separately from the
earlier phase. In the post-processing phase the program reads the
outputs from all simulations and performs the statistical analysis
comparing the input variables and output values.

3. Fire scenario and modelling

3.1. Cable tunnel

The dimensions of the simulated tunnel are 95 m × 2.8 m × 5.5 m
(height). The room has IC and power cables from two indepen-
dent subsystems physically separated by a 1.3 m wide corridor. The
cables are placed along the long sides of the tunnel, one subsystem
at each side. The subsystems have 10 trays of IC cables in the bot-
tom and 5 trays of power cables on the top, as illustrated in Fig. 1.
The tunnel walls are made of 30 cm concrete. The properties of con-
crete (thermal conductivity, specific heat capacity and density) are
treated as random variables to consider the uncertainty associated
with their numeric values.

For the computations the tunnel was divided into three CFD
meshes. The first mesh is the most important one and contains the
cable trays and sprinkler heads. It is 15 m long and discretized with
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Nomenclature

A pre-exponential factor (s−1)
cp specific heat capacity (kJ/(kg K))
C C-factor of sprinkler
E activation energy (kJ/mol)
d thickness (m)
�H heat of reaction (kJ/kg)
�Hc heat of combustion (MJ/kg)
k thermal heat conductivity (W/(m K))
L length characteristic of the smoke detector geome-

try
N reaction order
q��� source term in heat conductive equations
Qmax maximum heat release rate of the initial burner

(kW)
R universal gas constant, 8.314510 J/(mol K)
RTI RTI value of the sprinkler detector ((ms)1/2)
Ta activation temperature of the sprinkler detector (◦C)
tpeak time of the maximum heat release rate of the burner

(s)
u the free stream velocity (in sprinkler and smoke

detector)
x co-ordinate along the tunnel (m)
y horizontal co-ordinate across the tunnel. Residue

yield (kg/kg)
Yc mass fraction of smoke in the sensing chamber of

the detector
Ye Mass fraction in the external free stream (of smoke

detector)
z vertical co-ordinate (m)
xb, zb horizontal and vertical co-ordinates of the initial

burner

Greek letters
ˇ volume fraction of water in the gas stream
� density (kg/m3)
� Stefan–Boltzmann constant,

5.67051 × 10−8 W/(m2K4)

power plants are often made of conventional plastics, such as
PVC. Loss of the hydrochloride acid (HCl) gas from heated PVC
acts as “in-built” flame-retardant, thus reducing the burning rate
as compared to many other non-flame retardant polymers. How-
ever, burning PVC produces lots of smoke and toxic gases. Quite
recently, Ferng and Liu (2011) used the FDS code to investigate the
burning characteristics of the electrical cables in cone calorimeter
experiments. In their article, they compared several gas phase mea-
surements of cable and polymethyl methacrylate (PMMA) samples,
but did not report how the cables were described in the simu-
lations. In this work, the thermal decomposition of PVC cables is
modelled using the pyrolysis model of the FDS code. The model
parameters are estimated from small scale experiments (Matala
et al., 2008). The occurrence of electrical failures in the target sub-
system is predicted using temperature criteria, as demonstrated
by Andersson and Van Hees (2005). This method was recently val-
idated in Dreisbach and McGrattan (2008) and Dreisbach et al.
(2010).

The suppression systems may be designed either to suppress
the fire or to protect the subsystems from each other, or both. In
fire-PRA, it is important to consider that the reliability of the active
systems is not perfect. The sprinkler system, for instance, may suffer
from system or component failures. The water suppression sys-
tem of the room may fail to activate or problems may appear in

individual nozzles or valves. The efficiency of the system also
depends on the details of the design, such as nozzle placement,
nozzle characteristics, sensitivity of the activating components or
water flow rate. Chien et al. (2006) used FDS to study the effects of
shielding and sprinkler spacing and pressure on the fire develop-
ment in a NPP cable room.

In this work, we propose a probabilistic method of numerical
simulation that gives the conditional probability of second sub-
system failure, in case of any ignition in the cables of the tunnel.
Monte Carlo (MC) simulations are performed using Probabilistic
Fire Simulator – PFS (Hostikka and Keski-Rahkonen, 2003) for the
statistical operations and FDS (McGrattan et al., 2007, 2010) as the
deterministic fire model. The most important boundary conditions
of the fire simulations are treated as random variables and the
deterministic simulations are repeated many times with different
input parameters. The statistical distributions of the random vari-
ables are based on the geometrical properties of the cable tunnel
under consideration or expert opinions. The work demonstrates
how the state-of-the-art deterministic fire simulation can be used
in the probabilistic framework. The goals of the work are

1. to evaluate the effectiveness of two different water based sup-
pression systems in the protection of the second subsystem in
case of power cable fire,

2. to find out the probabilities of cable failures in cases when the
suppression system does or does not operate, and

3. to evaluate the conditions affecting the operation of fire fighters.

The numerical tools used in this work are shortly described in
Section 2. The details of the cable tunnel under consideration and its
features, including the fire source, suppression system and the fire
detection are described in Section 3. This section also describes how
these aspects are implemented as boundary conditions for numer-
ical simulations. The selection of random variables is described in
Section 4 and the results of the probabilistic simulations in Section
5. The conclusions are presented in Section 6.

2. Overview of the numerical methods

2.1. Fire Dynamics Simulator (FDS)

FDS is developed as a co-operation between NIST (National Insti-
tute of Standards and Technology) and VTT Technical Research
Centre of Finland. It models fire-driven flows by solving numeri-
cally a low-Mach number form of the Navier–Stokes equations. The
time dependent field of thermal radiation is solved using Finite Vol-
ume Method for radiation accompanied by the gray gas model for
the gas phase emission, absorption and scattering. The governing
equations are explained in detail in the Technical Reference Guide
of FDS (McGrattan et al., 2007). Here we only provide a brief sum-
mary of the models used for computing the specific features of the
simulation.

In the current simulations, the fire development is predicted by
the code itself – not prescribed by the user. In terms of Computa-
tional Fluid Dynamics (CFD) boundary conditions, this means that
the inflow rate of fuel gas at cable surfaces is computed using a
pyrolysis model. The heat conduction inside the solid materials is
solved using the one-dimensional heat conduction equation

�scs
∂Ts

∂t
= ∂

∂x
ks

∂Ts

∂x
+ q���

s , (1)

where x is the internal distance from the material surface, Ts(x, t) is
the solid phase temperature and �s, cs and ks are material proper-
ties. Source term qm

s consists of heats of reaction due to the thermal
decomposition reactions. Each solid surface can consist of multi-
ple layers, and each can consist of a mixture of multiple material
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components. Each of the components can undergo several reac-
tions yielding solid residue or gaseous products, such as fuel for
the gas phase combustion. The reaction rates are calculated using
Arrhenius equation

∂
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− E
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where A is the pre-exponential factor, E is the activation energy, N
is the reaction order and R is the universal gas constant. �i is the
mass concentration of the ith solid phase species and �0 is the initial
density of the layer.

The coefficients in Eqs. (1) and (2) are not well known con-
stants that would be listed in handbooks. Instead, they must be
estimated from experimental data. In this work, the experimental
methods used were Thermogravimetric Analysis (TGA) along with
Differential Scanning Calorimetry (DSC) and cone calorimeter. In
the beginning of the estimation process, the reaction paths were
determined from qualitative analysis of TGA and DSC results. The
kinetic parameters A, E and N were then estimated from the TGA
data. The remaining unknown parameters were estimated from
the cone calorimeter data, which was obtained both for each of
the major cable components separately and for the complete cable.
This stage involves modelling of the cone calorimeter experiment
and making the most important pyrolysis model approximations
concerning the representation of real cables as one-dimensional
objects.

Each degradation reaction requires the total of eight unknown
parameters (A, E, N, y, ks, cs, �H, �Hc). As there are several compo-
nents in each cable and each component may degrade with multiple
degradation steps, the number of estimates and therefore the com-
plexity of the estimation task increase rapidly. Furthermore, the
target equations are strongly non-linear with local minima which
make the traditional, gradient-based optimization methods inef-
ficient in finding the best combination of model parameters. For
these reasons, the parameter estimation was mainly done using
Genetic Algorithm (GA) (Matala et al., 2008), which has proved to
be an effective tool for the parameter estimation for fire engineer-
ing needs. GA is based on the idea of evolution or the survival of
the fittest. A group of randomly chosen candidate solution con-
verges towards a local optimum during the iteration steps. The
operations are stochastic and the probabilities are based on the
fitness of the model. In this work, the number of individuals
of each four subpopulation was 20 making altogether 80 can-
didate solutions. The iterations were manually interrupted after
necessary convergence was achieved, typically after 100–200 gen-
erations. The other parameter values used for GA in this work are
more profoundly listed in paper of Matala et al. (2008). Thermal
parameters can be also estimated manually using predetermined
information concerning the effects of the various parameters on the
cone calorimeter result. For example, high thermal conductivity is
known to produce longer ignition times. This method can be used
instead of the numerically expensive GA or to supplement it.

When estimating parameters from the experimental data, it is
important to understand the approximations and limitations of the
model. The cone calorimeter model used here approximates the
cable geometry as a rectangular slab with homogenous layers. The
assessment of the pyrolysis model validity should be based on the
accuracy of predicted time to ignition and time evolution of three
quantities: heat release rate, mass loss rate and effective heat of
combustion.

Automatic sprinklers are activated when the temperature of the
sensing element of the device Tl exceeds the predetermined acti-
vation temperature. The heat conducted away from the element by

the mount is not taken into account. The temperature is estimated
from the differential equation

dT1

dt
=

√|u|
RTI

(Tg − Tl) − C2

RTI
ˇ|u|, (3)

where Tg is the gas temperature, u is the stream velocity and ˇ is the
volume fraction of liquid water in the gas stream. Response time
index (RTI) defines the sensitivity of the detector and C2 is constant
6 × 106 K/(m/s)1/2.

The transport of liquid water is computed using a Lagrangian
method, where the water spray consists of a sampled set of spheri-
cal droplets. For each type of sprinkler head/nozzle, the user defines
the median droplet diameter dm, droplet speed and angular direc-
tion where the droplets are inserted. The droplet size distribution
consists of a combination of Rosin–Rammler and log-normal dis-
tributions, and is expressed with Cumulative Volume Fraction

F(d) =
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where empirical constants are � = 0.6 and � = 2.4. The variation in
pipe pressure P due to the opened sprinkler heads/nozzles affects
the droplet boundary conditions: flow rate and droplet speed are
proportional to P1/2, and the median diameter to P−1/3.

2.2. Probabilistic Fire Simulator

The MC simulations were carried out using PFS – tool that
has been developed at VTT. In addition to the actual Monte Carlo
simulations, PFS can be used as an interface for several fire mod-
els, including FDS (Hostikka and Keski-Rahkonen, 2003; Hostikka,
2008). PFS can handle all three phases in the MC simulations: sam-
pling, simulation and results post-processing. The user interface is
an excel spreadsheet that uses macros. In the interface, there is an
individual sheet dedicated for each operation, and user can easily
apply it to match the requirements of each task. In this work the
sampling is done using Latin Hypercube (LHC), which reduces the
necessary sample size compared to traditional Monte Carlo sam-
pling (McKay et al., 1979; Stein, 1987). PFS creates the necessary
input for FDS simulations using the previously created random val-
ues and user-defined template. After that, PFS performs the FDS
simulations for all the input files separately. For more efficiency and
parallel processing, this part can also be done separately from the
earlier phase. In the post-processing phase the program reads the
outputs from all simulations and performs the statistical analysis
comparing the input variables and output values.

3. Fire scenario and modelling

3.1. Cable tunnel

The dimensions of the simulated tunnel are 95 m × 2.8 m × 5.5 m
(height). The room has IC and power cables from two indepen-
dent subsystems physically separated by a 1.3 m wide corridor. The
cables are placed along the long sides of the tunnel, one subsystem
at each side. The subsystems have 10 trays of IC cables in the bot-
tom and 5 trays of power cables on the top, as illustrated in Fig. 1.
The tunnel walls are made of 30 cm concrete. The properties of con-
crete (thermal conductivity, specific heat capacity and density) are
treated as random variables to consider the uncertainty associated
with their numeric values.

For the computations the tunnel was divided into three CFD
meshes. The first mesh is the most important one and contains the
cable trays and sprinkler heads. It is 15 m long and discretized with
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Fig. 3. Cross-section of the NOKIA AHXCMK 10 kV 3 × 95/70 mm2 power cable.

2. insulation and filler 12 mm,
3. sheath 5.0 mm,
4. metal 8.234 mm.

When the model created in cone calorimeter was applied to the
cable tunnel simulations, the 1D pyrolysis model was associated
with both top and bottom surfaces of the obstacles representing
the cable trays. As the same material point was allowed to burn
from two sides of the obstacles, the layer thicknesses were divided
by two to ensure the conservation of combustible mass.

The gas phase combustion reaction is specified as

C2H3Cl + 2.75O2 → 2CO2 + 1.5H2O + Cl + 5% soot

+ 40 MJ/kg heat (6)

where the product chlorine acts as a simple non-reacting species,
while in reality, the chlorine appears as HCl.

3.2.2. IC cables
IC cables are a versatile group of electrical cables. They are

located inside of a cable conduit in the 10 lowest cable trays at
both sides of the corridor. The conduits are made of steel sheets,
1 mm thick at the bottom and 2 mm on the sides and top. Because
of the cable conduit, the IC cables do not contribute to the fire. How-
ever, the heating of the cables inside the conduit is computed for
the prediction of cable failures. The IC cables are simulated with
a 1D heat transfer solver as a layer of non-reacting PVC covered
by a layer of steel. The thermal properties for non-reacting PVC
were ks = 0.16 W/(m K), cs = 1.05 kJ/(kg K) and �s = 1400 kg/m3. The
cable failures are assumed to take place when the temperature
at the depth corresponding to electrical insulation layer reaches
a pre-defined critical temperature. The method is essentially the
same as proposed by Andersson and Van Hees (2005) and further
developed by U.S. NRC in Dreisbach and McGrattan (2008), but
makes use of the thermal properties of the specific cables in the

current scenario. In the works of Andersson and Van Hees and U.S.
NRC, the thermoplastic cables, such as PVC cables, were found to
have a critical temperature around 200 ◦C. In this work, two dif-
ferent failure criteria, 180 ◦C and 220 ◦C, were used in order to
study the sensitivity of the failure probability. The cable tempera-
tures were monitored in all locations of the tunnel, and the highest
observed temperature was compared against the chosen failure
criteria.

3.3. Suppression systems

Two different water suppression systems were studied. Both
systems consist of a control valve and open nozzles. The control
valves are located in the middle of the corridor, 10 cm below the
ceiling and 3.5 m from each other in x-direction, as illustrated in
Fig. 1. The control valve detects the temperature under the ceiling
and discharges the water to the open nozzles below. In the model,
the suppression system was only included to the first mesh. To
the length of the first mesh it means four independently operating
units.

The spray nozzles were characterized for the model using simple
experiments. The flow rates at known pressure were first mea-
sured to determine the nozzle K-factors. The water distributions
of the nozzles were then measured by covering the floor by empty
pans and spraying the water through the nozzle at known water
pressure. After pre-determined time, the amount of the water in
the pans was measured and the water distribution as a function
of horizontal distance from the nozzle was determined. The model
parameters (spray angle, droplet velocity, droplet insertion offset
and droplet median diameter) were estimated from the experimen-
tal results where the nozzle was in pendent position. The model was
then validated using the results of a horizontally positioned nozzle.
The RTI value and sprinkler activation temperature are variables in
the MC simulations.

Table 2
Model parameters for the NOKIA AHXCMK 10 kV 3 × 95/70 mm2 cable.

Material Layer � A E n y ks cs �H �Hc

Sheath 1 (56%) 1, 3 1501 1.78 × 109 127 1 0 0.1 2.5 200 –
Sheath 2 (11%) 1, 3 1501 8.64 × 1012 290 1 0.474 0.05 1.0 300 20
Sheath 3 (33%) 1, 3 1501 6.61 × 108 159 1 0.618 0.05 1.0 1700 50
Insulation 2 1039 6.53 × 1012 218 0.308 0 0.2 3.5 2500 35
Filler 2 950 6.27 × 1012 220 0.135 0 0.15 3.0 2000 35
Metal 4 3042 – – – – 10.0 8.5 – –
Char 1, 3 385 – – – – 0.4 1.5 – –
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Fig. 1. Cross-section of the cable tunnel and the sprinkler nozzles of System 1 (a)
and System 2 (b).

10 cm grid cells. It is assumed to be large enough to reveal all the rel-
evant dynamics of the fire, cable failures and suppression system.
The spatial resolution is coarse when considering the geometrical
length scales of the flames between the cable trays, but sufficiently
fine to capture the main characteristics of the fire spreading, pro-
vided the igniting fire source is large enough. The two remaining
meshes are necessary just for the correct amount of available air.
They have coarser grid size and no cable trays or sprinklers to speed
up the simulations. The lengths of these meshes are 5 m and 75 m,
and computational resolutions 0.30 m and 0.60 m, respectively.

3.2. Electrical cables

3.2.1. Power cables
Numerical simulation of fire spreading on cable trays is the most

challenging part of the fire simulations and practically unvalidated
class of FDS applications. Due to the involvement of a wide range
of different physical scales, it is extremely difficult to numerically
predict the development of the fire from small ignition. Our phi-
losophy of modelling the spreading cable fire was to prescribe the
initial fire up to the size where the fire can be resolved by the CFD
mesh used for the tunnel scale simulation and realistic predictions
of the thermal environment can be expected. Beyond that point, the
development of the fire is predicted by the cable pyrolysis model.

The initial source of the fire in these simulations is a local fire
on one of the power cable trays. The fire starts from a small local
ignition and develops to a scale that corresponds to a roughly 2-m
long section of 3 trays of PVC cables. It is prescribed as a burner
with heat release rate curve following roughly an experimental
result from a horizontal cable fire test (Mangs and Keski-Rahkonen,
1997). The approximation of the experimental curve is shown in
Fig. 2. To account for the geometrical and material related variations
between the experiment and the target tunnel, and the uncertainty
concerning the actual ignition mechanism, some randomness is
added by setting the peak heat release rate and the time of the
peak as triangularly distributed random variables. The details and
exact values are discussed in Section 4. Other times and the shape of
the curve are kept similar to the experimental curve. The fire starts
always from the same subsystem. The burner size is 0.75 × 0.75 m2

and its x- and z-location are random variables.
It is important to notice that the initial fire source is not cou-

pled with the activation of the suppression systems. The model is
therefore likely to underestimate the efficiency of the sprinklers.

Each of the power cable trays is assumed to contain one layer
of power cables. In reality the cable tunnels contain many different
types of cables but in the simulations they are approximated using

Fig. 2. Approximation of the experimental power cable heat release rate.

a numerical model of NOKIA AHXCMK 10 kV 3 × 95/70 mm2 power
cable (Fig. 3). The cable components and their properties in the
original cable are listed in Table 1.

The reaction paths and kinetic parameters of the degradable
components (sheath, insulation and filler) were estimated from
separate TGA results. The reaction paths used for the components
are shown below

Sheath =
{

volatile component (56%)
solid 1 (11%) → char + fuel gas
solid 2 (33%) → char + fuel gas

Insulation = solid → char + fuel gas
Filler = solid → char + fuel gas

. (5)

A comparison between the experimental and simulated TGA
results in Fig. 4a shows that the model can predict the TGA curves
very accurately. The simplification of replacing hundreds of chemi-
cal reactions just by few is very strong but necessary considering the
complexity of the whole simulation problem. It is desirable to have
a model that tries to reproduce the main characteristic behaviour of
the degrading cable in a computationally affordable way, requiring
as few parameters as possible.

The thermal parameters were estimated from the cone
calorimeter experiments that were performed separately for each
of the components (sheath, filler rods and insulation with con-
ductor), considering three different quantities: heat release rate,
mass loss rate and effective heat of combustion. A comparison
of the measured and predicted heat release rates for the compo-
nents are shown in Fig. 4b. Thermal and kinetic model parameters
are listed in Table 2. Finally, the geometrical parameters of the
1D-approximation were estimated using the data of the complete
cable, shown in Fig. 4c. The 1D model of the cable consists of four
layers:

1. sheath 2.5 mm,

Table 1
Components and mass fractions of the NOKIA AHXCMK 10 kV 3 × 95/70 mm2 cable.

Component Mass fraction
(kg/kg)

Linear
mass (g/m)

Thickness (mm)

Sheath (PVC) 0.228 600 2.5
Copper binding 0.15 400 –
Filler rods 0.08 210 10
Insulator (PEX) 0.25 650 3
Conductor 0.27 710 15
Plastics and crepe paper 0.022 58 –
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Fig. 3. Cross-section of the NOKIA AHXCMK 10 kV 3 × 95/70 mm2 power cable.

2. insulation and filler 12 mm,
3. sheath 5.0 mm,
4. metal 8.234 mm.

When the model created in cone calorimeter was applied to the
cable tunnel simulations, the 1D pyrolysis model was associated
with both top and bottom surfaces of the obstacles representing
the cable trays. As the same material point was allowed to burn
from two sides of the obstacles, the layer thicknesses were divided
by two to ensure the conservation of combustible mass.

The gas phase combustion reaction is specified as

C2H3Cl + 2.75O2 → 2CO2 + 1.5H2O + Cl + 5% soot

+ 40 MJ/kg heat (6)

where the product chlorine acts as a simple non-reacting species,
while in reality, the chlorine appears as HCl.

3.2.2. IC cables
IC cables are a versatile group of electrical cables. They are

located inside of a cable conduit in the 10 lowest cable trays at
both sides of the corridor. The conduits are made of steel sheets,
1 mm thick at the bottom and 2 mm on the sides and top. Because
of the cable conduit, the IC cables do not contribute to the fire. How-
ever, the heating of the cables inside the conduit is computed for
the prediction of cable failures. The IC cables are simulated with
a 1D heat transfer solver as a layer of non-reacting PVC covered
by a layer of steel. The thermal properties for non-reacting PVC
were ks = 0.16 W/(m K), cs = 1.05 kJ/(kg K) and �s = 1400 kg/m3. The
cable failures are assumed to take place when the temperature
at the depth corresponding to electrical insulation layer reaches
a pre-defined critical temperature. The method is essentially the
same as proposed by Andersson and Van Hees (2005) and further
developed by U.S. NRC in Dreisbach and McGrattan (2008), but
makes use of the thermal properties of the specific cables in the

current scenario. In the works of Andersson and Van Hees and U.S.
NRC, the thermoplastic cables, such as PVC cables, were found to
have a critical temperature around 200 ◦C. In this work, two dif-
ferent failure criteria, 180 ◦C and 220 ◦C, were used in order to
study the sensitivity of the failure probability. The cable tempera-
tures were monitored in all locations of the tunnel, and the highest
observed temperature was compared against the chosen failure
criteria.

3.3. Suppression systems

Two different water suppression systems were studied. Both
systems consist of a control valve and open nozzles. The control
valves are located in the middle of the corridor, 10 cm below the
ceiling and 3.5 m from each other in x-direction, as illustrated in
Fig. 1. The control valve detects the temperature under the ceiling
and discharges the water to the open nozzles below. In the model,
the suppression system was only included to the first mesh. To
the length of the first mesh it means four independently operating
units.

The spray nozzles were characterized for the model using simple
experiments. The flow rates at known pressure were first mea-
sured to determine the nozzle K-factors. The water distributions
of the nozzles were then measured by covering the floor by empty
pans and spraying the water through the nozzle at known water
pressure. After pre-determined time, the amount of the water in
the pans was measured and the water distribution as a function
of horizontal distance from the nozzle was determined. The model
parameters (spray angle, droplet velocity, droplet insertion offset
and droplet median diameter) were estimated from the experimen-
tal results where the nozzle was in pendent position. The model was
then validated using the results of a horizontally positioned nozzle.
The RTI value and sprinkler activation temperature are variables in
the MC simulations.

Table 2
Model parameters for the NOKIA AHXCMK 10 kV 3 × 95/70 mm2 cable.

Material Layer � A E n y ks cs �H �Hc

Sheath 1 (56%) 1, 3 1501 1.78 × 109 127 1 0 0.1 2.5 200 –
Sheath 2 (11%) 1, 3 1501 8.64 × 1012 290 1 0.474 0.05 1.0 300 20
Sheath 3 (33%) 1, 3 1501 6.61 × 108 159 1 0.618 0.05 1.0 1700 50
Insulation 2 1039 6.53 × 1012 218 0.308 0 0.2 3.5 2500 35
Filler 2 950 6.27 × 1012 220 0.135 0 0.15 3.0 2000 35
Metal 4 3042 – – – – 10.0 8.5 – –
Char 1, 3 385 – – – – 0.4 1.5 – –
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Table 3
Model parameters of the nozzles in the suppression systems.

Spray angle (◦) Droplet velocity (m/s) Flow rate at 5 bar Droplet median diameter (�m) Offset

Nozzle (System 1) 20% 40–50
80% 50–75

40 56 700 0.1

Control valve (System 1) 60–80 14 56 700 0.1
Nozzle (System 2) 1% 0–9

36% 9–60
63% 60–90

23 160 500 0.1

Fig. 6. Flow rate as a function of horizontal distance from the nozzle of the Suppres-
sion System 2.

3.4. Fire detection

In addition to the suppression system, the tunnel is also
equipped with OMNI-type fire detectors having three activation
criteria: ion, optical and temperature. When any of the criteria
is fulfilled, the detector alarms. In the simulations, three separate
detectors are placed under the ceiling, to the middle of the length
of the first computational mesh. The ion detector is called smoke
detector in FDS. The FDS implementation is an idealization of a spot-
type smoke detector. The change in the mass fraction of smoke in
the sensing chamber can be found by solving

dYc

dt
= Ye(t) − Yc(t)

L/u
, (7)

where Yc is the mass fraction of smoke in the sensing chamber, Ye

is the mass fraction in the external free stream, L is length charac-
teristic of the detector geometry and u is the free stream velocity.
The detector activates when Yc rises above the threshold value. The
optical smoke detector is called beam. The user has to specify the
emitter and receiver positions and the total obscuration at which
the detector will alarm. FDS integrates the obscuration over the
path length using the predicted soot concentration in each grid cell
along the path. The temperature in the heat detector follows the
equation

dTl

dt
=

√|u|
RTI

(Tg − Tl), (8)

Table 4
Effective pressure as a function of operating nozzles and sprinklers.

Number of operating nozzles Pressure (bar)

1 10
4 8
7 6

where subscript l denotes to link and g to gas. As no information
was available of the original detector parameters, the values were
estimated by expert judgment and listed in Table 5.

3.5. Tenability criteria for human actions

The conditions of the fire environment were monitored inside
the tunnel to allow the estimation of the probability of successful
fire extinction by fire fighters. Three physical conditions were con-
sidered: gas temperature, incident thermal radiation and visibility.
The physical conditions were monitored at 7.5–9.25 m horizontal
distance from the middle point of the fire source, depending on the
location of the source. The conditions at three vertical heights from
the floor were monitored: 0.5 m, 1.0 m and 1.5 m.

Since there are no generally accepted values for the tenability
limits, rather crude values were here used to give a rough estima-
tion of the time when the possibilities of the fire fighters to find and
extinguish the fire are seriously decreased. The tolerable conditions
were defined to be (at 0.5–1.5 m from the floor)

• temperature ≤ 100 ◦C,
• visibility ≥ 1 m,
• radiative heat flux ≤ 10 kW/m2.

4. Probabilistic simulations

The Monte Carlo simulations were performed with two sup-
pression systems and without any. Monte Carlo technique was
implemented using Probabilistic Fire Simulator version 4. The ran-
dom variables and the associated distributions are listed in Table 6.
A FDS model was created and input template was added to the user
interface of PFS. During the simulation, the FDS input parameters
depending on some of the random variables were linked to the
realized values of the random variables. The sample size was set
in each simulation to 100 LHC samples, and corresponding amount
of FDS input files was created by PFS. The simulations were car-
ried out using FDS versions 5.2.4–5.4.3, using parallel processing.
After all the simulations were completed, the results were read and
post-processed using PFS.

The model had 14 random variables (listed with their distribu-
tions in Table 6). The distributions are mostly uniform or triangular
as more accurate information was not available. For concrete wall
properties several different literature values were available and
some of them are listed in Table 7. The parameter ranges were
chosen to cover most of the literature values. The thicknesses of
the power cable layers vary ±50% of the thicknesses of the NOKIA
AHXCMK 10 kV 3 × 95/70 mm2 power cable model. The sprinkler
properties RTI and Ta, and the horizontal distance x are not vari-

Table 5
Parameters used for the OMNI-detector.

Quantity Threshold value Parameters

Smoke Chamber obscuration 3.28%/m Length = 1.8 m
Beam Path obscuration 33% –
Heat Link temperature 68 ◦C RTI = 150 (ms)1/2
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Fig. 4. Comparison of the experimental and simulated results. (a) TGA in nitrogen at
heating rate 10 K/min. (b) Heat release rate of the components from cone calorimeter
at 50 kW/m2 heat flux. (c) Mass loss rate of the whole cable from cone calorimeter
at 50 kW/m2 heat flux.

Fig. 5. Flow rate as a function of horizontal distance from the nozzle of the Suppres-
sion System 1.

3.3.1. Suppression System 1
The water suppression System 1 consists of control valves and

two open nozzles for each. The control valve sprays water down-
wards. The two nozzles are located in the middle of the corridor,
at height of 2.3 m from the floor spraying towards the cable trays.
The control valve is slow (RTI around 150 (ms)1/2) and the nominal
activation temperature is 68 ◦C. The nozzles are type Walther LU 25
NW 15 with K-value 25 l/min/bar1/2.

In the experiment, the nozzle was installed to pendent position
at 134 cm height from the floor. The nozzle was spraying water
during 7 min in about 5 bar pressure. Result of this experiment is
shown in Fig. 5. The total water flow at the same pressure was
measured during 30 s to be 27.77 kg which corresponds to flow rate
56 l/min. The spray of this nozzle is not homogeneous and the spray
of the model has been also divided into two parts so that the water
flow near the nozzle is smaller than farther away. The best fitting
model is shown in Fig. 5 and the model parameters are listed in
Table 3.

3.3.2. Suppression System 2
The suppression System 2 consists of control valves under the

ceiling and four open nozzles controlled by one control valve. This
control valve does not spray water. The nozzles are fastened to the
trays pointing to the trays at the opposite side, at two different
heights. The lower pair of nozzles is at height 1.8 m and the upper
at 3.5 m from the floor. The pair of nozzles is not exactly towards
each other, but they have some 1.7–1.8 m distances in x-direction.
The control valve is fast (RTI not over 50 (ms)1/2) and the nominal
activation temperature is 68 ◦C. The open nozzles are type Tyco D-3
Protectospray 180◦ No. 32 with K-value 80.6 l/min/bar1/2.

In the experiment, this nozzle was installed at 1.765 m from the
floor. The nozzle was on during 3:05 min with pressure 3.7 bar. The
flow rate was measured with the barrel. During 52 s the water accu-
mulation was 152.8 kg which corresponds to flow rate 159 l/min.
The flow area of this nozzle is much wider than that of the nozzle
in System 1. The best fitting model is shown in Fig. 6 and the model
parameters of this nozzle are listed in Table 3.

The effective pressure in the pipes depends on how many sprin-
klers or nozzles are operating at the moment. The pressure when
no sprinklers are operating is 10 bar. The pressure as a function of
operating sprinklers is shown in Table 4.
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Table 3
Model parameters of the nozzles in the suppression systems.

Spray angle (◦) Droplet velocity (m/s) Flow rate at 5 bar Droplet median diameter (�m) Offset

Nozzle (System 1) 20% 40–50
80% 50–75

40 56 700 0.1

Control valve (System 1) 60–80 14 56 700 0.1
Nozzle (System 2) 1% 0–9

36% 9–60
63% 60–90

23 160 500 0.1

Fig. 6. Flow rate as a function of horizontal distance from the nozzle of the Suppres-
sion System 2.

3.4. Fire detection

In addition to the suppression system, the tunnel is also
equipped with OMNI-type fire detectors having three activation
criteria: ion, optical and temperature. When any of the criteria
is fulfilled, the detector alarms. In the simulations, three separate
detectors are placed under the ceiling, to the middle of the length
of the first computational mesh. The ion detector is called smoke
detector in FDS. The FDS implementation is an idealization of a spot-
type smoke detector. The change in the mass fraction of smoke in
the sensing chamber can be found by solving

dYc

dt
= Ye(t) − Yc(t)

L/u
, (7)

where Yc is the mass fraction of smoke in the sensing chamber, Ye

is the mass fraction in the external free stream, L is length charac-
teristic of the detector geometry and u is the free stream velocity.
The detector activates when Yc rises above the threshold value. The
optical smoke detector is called beam. The user has to specify the
emitter and receiver positions and the total obscuration at which
the detector will alarm. FDS integrates the obscuration over the
path length using the predicted soot concentration in each grid cell
along the path. The temperature in the heat detector follows the
equation

dTl

dt
=

√|u|
RTI

(Tg − Tl), (8)

Table 4
Effective pressure as a function of operating nozzles and sprinklers.

Number of operating nozzles Pressure (bar)

1 10
4 8
7 6

where subscript l denotes to link and g to gas. As no information
was available of the original detector parameters, the values were
estimated by expert judgment and listed in Table 5.

3.5. Tenability criteria for human actions

The conditions of the fire environment were monitored inside
the tunnel to allow the estimation of the probability of successful
fire extinction by fire fighters. Three physical conditions were con-
sidered: gas temperature, incident thermal radiation and visibility.
The physical conditions were monitored at 7.5–9.25 m horizontal
distance from the middle point of the fire source, depending on the
location of the source. The conditions at three vertical heights from
the floor were monitored: 0.5 m, 1.0 m and 1.5 m.

Since there are no generally accepted values for the tenability
limits, rather crude values were here used to give a rough estima-
tion of the time when the possibilities of the fire fighters to find and
extinguish the fire are seriously decreased. The tolerable conditions
were defined to be (at 0.5–1.5 m from the floor)

• temperature ≤ 100 ◦C,
• visibility ≥ 1 m,
• radiative heat flux ≤ 10 kW/m2.

4. Probabilistic simulations

The Monte Carlo simulations were performed with two sup-
pression systems and without any. Monte Carlo technique was
implemented using Probabilistic Fire Simulator version 4. The ran-
dom variables and the associated distributions are listed in Table 6.
A FDS model was created and input template was added to the user
interface of PFS. During the simulation, the FDS input parameters
depending on some of the random variables were linked to the
realized values of the random variables. The sample size was set
in each simulation to 100 LHC samples, and corresponding amount
of FDS input files was created by PFS. The simulations were car-
ried out using FDS versions 5.2.4–5.4.3, using parallel processing.
After all the simulations were completed, the results were read and
post-processed using PFS.

The model had 14 random variables (listed with their distribu-
tions in Table 6). The distributions are mostly uniform or triangular
as more accurate information was not available. For concrete wall
properties several different literature values were available and
some of them are listed in Table 7. The parameter ranges were
chosen to cover most of the literature values. The thicknesses of
the power cable layers vary ±50% of the thicknesses of the NOKIA
AHXCMK 10 kV 3 × 95/70 mm2 power cable model. The sprinkler
properties RTI and Ta, and the horizontal distance x are not vari-

Table 5
Parameters used for the OMNI-detector.

Quantity Threshold value Parameters

Smoke Chamber obscuration 3.28%/m Length = 1.8 m
Beam Path obscuration 33% –
Heat Link temperature 68 ◦C RTI = 150 (ms)1/2
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Table 9
Significant correlations with the maximum temperature of the cables with confidence level ≥0.95.

IC cable Power cable

Parameter No suppression System 1 System 2 System 1 System 2
zb −0.93 −0.97 −0.66 −0.91 0.65
cp (concrete) −0.22 0.24 – – –
Qmax 0.21 – – – –
d (sheath 1) – – – −0.40 –
d (insulation and filler) – – 0.30 – –

sheath layer. In the light of the correlation coefficients, the peak
temperatures behave in a similar manner as the peak HRR: high
ignition point causes smaller temperatures, except for System 2,
where the fires became more severe and the power temperatures
higher. Interestingly, the high ignition point does not cause higher
temperatures for the IC cables protected by System 2.

In most of the cases all four sprinkler units activated. The cumu-
lative probability distributions of both suppression systems are
shown in Fig. 9. With System 2, the probability of only one or two
activated units is a bit higher than with the System 1. The signifi-
cant correlations are listed in Table 10. Both systems are sensitive
to the ignition point z-coordinate. System 1 is also negatively cor-
related with the x-coordinate of the ignition point and the concrete
specific heat capacity. System 2 is correlated with RTI of the control
valve and the peak HRR of the initial burner.

In the simulations without sprinklers, only the temperature cri-
teria were met (2–49% probability depending on the altitude). On

Fig. 8. The cumulative probability distributions of the peak internal cable temper-
atures. (a) IC cables. (b) Power cables.

Fig. 9. Cumulative probability distributions for number of activated suppression
units (control unit and nozzles).

Table 10
Significant correlations between the number of activated sprinklers and random
variables with confidence ≥0.95 of not being zero.

System 1 System 2

zb −0.74 –
xb −0.24 –
cp (concrete) −0.21 –
Qmax – 0.19

the other hand, in the simulations with any suppression system, the
only condition to exceed the limits was the visibility, which was
lost in all cases. The cumulative distributions for the time when
the tenability criteria were met are shown in Fig. 10. The visibil-
ity is lost fastest (between 12 and 25 min from the beginning) in
the simulations with System 2. With System 1 the visibility is lost
a bit later, between 16 and 30 min from the beginning. Without
suppression systems, the temperature exceeds 100 ◦C in less than
50% of the simulations. If it happens, it happens after 20 min from
the beginning. These times are in the same range with the cable
failure times, meaning that if the fire brigade can reach the fire
compartment before the failures, they also have good possibilities
to actually reach actual fire location. The poor visibility in case of
activated sprinklers will make finding the fire source very difficult.

The cable failures may be prevented if the fire is detected early
and the fire brigade has time to operate. The details about the
OMNI detector used for detecting the fire is described in Section
3.4. The detector activates when any of the three criteria (heat, ion
or optical) exceeds the critical value. The activation times of the
fire detectors are shown in Fig. 11. The ion and optical detectors
were always the first ones to go off – the heat detector was much
slower and did not always reach the critical value when sprinklers
were used. For the case without water suppression, the ion detec-
tor was always slightly faster than the optical detector, with mean
difference of 13 s. The ion detector was faster than optical in 64%
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Table 6
Random variables and their distributions in the Monte Carlo simulations. Parame-
ters are listed in form of min, max for uniform and peak, min, max for triangular
distribution.

Distribution Parameters

Burner
xb Uniform 0, 1.75
zb Discrete
Qmax Triangular 500, 300, 700
tpeak Triangular 1200, 900, 1500
Sprinkler
RTI – slow Triangular 150, 120, 180
RTI – fast Triangular 37.5, 25, 50
Ta Triangular 68, 61, 75
Concrete wall
k Uniform 1.4, 1.8
cp Uniform 0.6, 1.0
� Uniform 2100, 2500
Power cable
k (sheath) Triangular 0.05, 0.01, 0.3
d (sheath 1) Uniform 0.625, 1.875
d (insulation) Uniform 3.0, 9.0
d (sheath 2) Uniform 1.25, 3.75

ables in the simulations without sprinklers. The slow RTI value is
used in the simulations with suppression System 1 and the fast with
suppression System 2.

The calculation of the droplets is the most computationally
expensive part of the simulations. To reduce the calculation time, a
stopping condition was created to turn the nozzles off after the fire
has certainly died. The stopping condition consists of three criteria,
and each of them has to be fulfilled before the condition is taking
effect. The criteria are:

• Time is greater than the burner flame-out time.
• The fire heat release rate is less than 1 kW.
• The temperature in the ceiling is less than 25 ◦C.

The stopping condition was only used in the simulation of sup-
pression System 2.

5. Results and discussion

5.1. Simulation results

When either of the suppression systems was used, the peak heat
release rates (HRRs) during the simulations were reduced to about
10% of the non-sprinklered values. The cumulative probability dis-
tributions of the peak HRR are shown in Fig. 7. The highest peak HRR
without sprinklers was more than 60 MW while with suppression
System 1 it was around 5 MW and with suppression System 2 less
than 4 MW.

The most significant correlation coefficients between the peak
HRR and the random variables are listed in Table 8. The most
significant variable to peak HRR was in all the simulations the
z-coordinate of the ignition point. It deserves consideration that
without a suppression system and with System 1, the correlation
was negative, meaning that higher ignition point leads to smaller
fire. This is probably due to the reduced amount of combustible
cables above the burner that could be easily heated up and ignited.

Table 7
Some literature values for concrete properties.

Harmathy (1995) Iwankiw et al. (2004)

� (kg/m3) 2150–2450 2323
k (W/m K) 1.37, 1.4–2.5 1.64
cp (W/m K) 0.88, 0.6–0.85 0.84

Fig. 7. Comparison of the cumulative probability distributions of the peak heat
release rate.

With System 2, the correlation was positive. The reason lies in the
placement of the upper open nozzles: System 2 does not have any
nozzle just below the ceiling as System 1, but there is an extra pair
of nozzles at the height 3.5 m protecting the lower power cable
trays from igniting. However, they cannot protect the cable trays
close to the ceiling from igniting. The peak HRR with System 2 is not
sensitive to other variables, but in the other simulations the spe-
cific heat capacity of concrete wall and the peak HRR of the initial
burner are also significant. The simulations with System 1 are also
sensitive to the thickness of the first sheath layer and the density
of concrete wall.

Without sprinklers, all the power cables and 60% of the IC cables
passed both failure limits (180 ◦C and 220 ◦C). The power cable fail-
ures occurred in the time frame 700–1500 s and IC cable failures
in the time frame 1000–1800 s. With suppression systems, no fail-
ures occurred. The peak power cable temperatures were 120 ◦C in
case of System 1 and 170 ◦C in case of System 2. IC cables remained
far below the failure temperatures with both suppression systems,
the maximum being 50–60 ◦C. The cumulative probability distri-
butions of the peak cable temperatures at the insulation layer are
shown in Fig. 8. The high temperatures in the case with no suppres-
sion system correspond to conditions where the cables would be
burning, and the temperature is controlled by the local flame heat
transfer, not global conditions affected by the random boundary
conditions. System 2 protects the IC cables slightly better than Sys-
tem 1. However, the power cables are much better protected with
System 1. This confirms that the upper nozzles at this position are
not necessarily enough for protecting the ceiling.

The significant correlations for the cable temperatures are listed
in Table 9. The power cable correlations in the non-sprinkled
case are not given, due to the above mentioned reason. The most
significant parameters are the z-coordinate of the ignition point,
concrete wall’s specific heat capacity and the thickness of the first

Table 8
Significant correlations between the peak HRR and random variables. Confidence
level ≥0.95 to be unequal to zero.

No suppression System 1 System 2

zb −0.86 −0.85 0.30
cp (concrete) −0.21 0.20 –
Qmax 0.24 0.24 –
� (concrete) – −0.21 –
d (sheath 1) – −0.29 −0.20
x – – −0.29
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Table 9
Significant correlations with the maximum temperature of the cables with confidence level ≥0.95.

IC cable Power cable

Parameter No suppression System 1 System 2 System 1 System 2
zb −0.93 −0.97 −0.66 −0.91 0.65
cp (concrete) −0.22 0.24 – – –
Qmax 0.21 – – – –
d (sheath 1) – – – −0.40 –
d (insulation and filler) – – 0.30 – –

sheath layer. In the light of the correlation coefficients, the peak
temperatures behave in a similar manner as the peak HRR: high
ignition point causes smaller temperatures, except for System 2,
where the fires became more severe and the power temperatures
higher. Interestingly, the high ignition point does not cause higher
temperatures for the IC cables protected by System 2.

In most of the cases all four sprinkler units activated. The cumu-
lative probability distributions of both suppression systems are
shown in Fig. 9. With System 2, the probability of only one or two
activated units is a bit higher than with the System 1. The signifi-
cant correlations are listed in Table 10. Both systems are sensitive
to the ignition point z-coordinate. System 1 is also negatively cor-
related with the x-coordinate of the ignition point and the concrete
specific heat capacity. System 2 is correlated with RTI of the control
valve and the peak HRR of the initial burner.

In the simulations without sprinklers, only the temperature cri-
teria were met (2–49% probability depending on the altitude). On

Fig. 8. The cumulative probability distributions of the peak internal cable temper-
atures. (a) IC cables. (b) Power cables.

Fig. 9. Cumulative probability distributions for number of activated suppression
units (control unit and nozzles).

Table 10
Significant correlations between the number of activated sprinklers and random
variables with confidence ≥0.95 of not being zero.

System 1 System 2

zb −0.74 –
xb −0.24 –
cp (concrete) −0.21 –
Qmax – 0.19

the other hand, in the simulations with any suppression system, the
only condition to exceed the limits was the visibility, which was
lost in all cases. The cumulative distributions for the time when
the tenability criteria were met are shown in Fig. 10. The visibil-
ity is lost fastest (between 12 and 25 min from the beginning) in
the simulations with System 2. With System 1 the visibility is lost
a bit later, between 16 and 30 min from the beginning. Without
suppression systems, the temperature exceeds 100 ◦C in less than
50% of the simulations. If it happens, it happens after 20 min from
the beginning. These times are in the same range with the cable
failure times, meaning that if the fire brigade can reach the fire
compartment before the failures, they also have good possibilities
to actually reach actual fire location. The poor visibility in case of
activated sprinklers will make finding the fire source very difficult.

The cable failures may be prevented if the fire is detected early
and the fire brigade has time to operate. The details about the
OMNI detector used for detecting the fire is described in Section
3.4. The detector activates when any of the three criteria (heat, ion
or optical) exceeds the critical value. The activation times of the
fire detectors are shown in Fig. 11. The ion and optical detectors
were always the first ones to go off – the heat detector was much
slower and did not always reach the critical value when sprinklers
were used. For the case without water suppression, the ion detec-
tor was always slightly faster than the optical detector, with mean
difference of 13 s. The ion detector was faster than optical in 64%
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Fig. 14. The maximum temperature of the power cables with different upper nozzle
distances from the ceiling. The legend indicates the distances from ceiling.

6. Conclusions

Cable fires inside a cable tunnel of a nuclear power plant were
simulated using Monte Carlo technique and FDS code as a determin-
istic tool. The fire development on the power cables was predicted
using a pyrolysis model, and the performance of the water based
suppression systems was simulated using physical modelling of the
sprinkler activation and two-phase flows. Three separate MC simu-
lations were performed with 100 LHC samples for each, to find out
the differences between two water suppression systems and the
case without any suppression system. Some of the model param-
eters associated with the placement of the ignition point, tunnel
properties and cable properties, were treated as random variables
with probability distributions. The results included the probability
distributions of the peak heat release rate in the room, cable failure
times, alarm times and the conditions for a fire fighter entering the
room.

In the case without fire suppression, the predicted peak heat
release rates varied between 2 and 60 MW. When suppression was
used, the peak HRRs were generally less than 10% of the ones with-
out suppression. The suppression effect on the cable failures was
clear as well. Without suppression, almost all power cables and 60%
of the IC cables of the second sub-system failed due to the thermal
damage, but failures did not occur when either of the two sup-
pression system was used. From the viewpoint of the plant PRA,
this is an extremely interesting result because it means that that
the probability of losing both sub-systems is determined by the
unavailability of the suppression system.

The temperature of the cables in the second sub-system was
mostly dependent on the height of the ignition point, but the
direction of the effect was dependent on the suppression system.
The internal temperatures of the power cables were higher with
suppression System 2. According to the current results, the perfor-
mance of a suppression system similar to System 2 may be very
sensitive to the actual distance of the upper nozzles from the ceil-
ing. As the system has no ceiling nozzle, it cannot prevent fire
spread and failures in the highest cable trays if the upper nozzles
are designed to be placed too low.

In most simulations, the conditions would remain tolerable for
a fire fighter reaching the fire before cable failures. In the sim-
ulations without suppression system, the temperature exceeded
100 ◦C with a 50% probability. In the simulations with suppression
system, the heat was not a problem but the visibility was lost in all

the cases. The smoke alarms were activated quite early in all fires,
between 20 and 80 s from the ignition.

Overall, the current results concerning the efficiency of the
sprinkler systems should be considered conservative because the
power of the ignition source is not affected by the sprinkler activa-
tion. In reality, the ignition source already could be suppressed by
the sprinklers. This finding indicates that the accurate simulation
of fire development from its early phases is extremely important
for the completeness and accuracy of the probabilistic, simulation
based fire risk assessment. Despite the many advances in our capa-
bility to simulate fire spreading and fire dynamics, the focus of the
fire research should remain in this topic, as it is still far from solved.

Another topic where more research and, in particular, full scale
validation of the models is needed, is the simulation of water
suppression. Both the physical and numerical simulation prob-
lems observed during this work indicate that the models of the
two-phase flows and suppression effects are far from mature. The
importance of the water suppression system was evident because
the PVC cables burn easily and impose a high fire risk. They are
still widely used in the nuclear installations around the world, but
in the new or renovated installations, the fire performance of the
electrical cables may be significantly better due to the use of flame
retardant materials. The safety importance of the suppression sys-
tem may be much smaller in such cases, but the risks in these
situations have not been generally evaluated.
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Fig. 10. Cumulative probability distributions for the time that the conditions for
human get intolerable 7.5 m away from the ignition point. T, temperature criterion;
V, visibility criterion.

Fig. 11. Cumulative probability distributions of smoke alarm activation times.

of the cases when suppression System 1 was used, and in only 8%
with suppression System 2. The mean delays were the same order
of magnitude as for the non-suppressed case. These results are in
line with the results of Fig. 10, where the visibility is lost much
faster with suppression System 2 than with System 1. Soot yield is
assumed to be 5% in the simulations. At the time of the OMNI detec-
tor activations, none of the sprinklers has been activated and all the
systems are similar in this sense. The only difference comes from
the x-location of the burner which is constant in the simulations
without sprinklers. The small differences in the cumulative distri-
butions are caused by the different random variables. The alarm
activates between 20 and 80 s from the ignition of the fire. The heat
release rates at the time of the alarms are less than 10 kW.

5.2. Sensitivity study

The random variables of the Monte Carlo simulation covered the
uncertainty associated with the unknown location and properties
of the initial fire, properties of the sprinkler heads and surrounding
walls and the variability in the power cables. The simulations were
performed using the existing (System 1) or proposed (System 2)
design values of the sprinkler system. Additional simulations were
performed to study the sensitivity of the simulation outcome on

Fig. 12. The maximum power cable temperatures at different flow rates of the
nozzles.

the two of the sprinkler system design values: water flow rate and
installation height.

The flow rate of the nozzles depends strongly on the pressure
in the pipes. If the pressure drops due to some fault or because
too many nozzles are operating at the same time, the suppression
system may not be able to protect the room as designed. The same
simulation of the suppression System 2 was repeated with flow
rates varying between 0 and 160 l/min. As long as the flow rate was
at least 50 l/min, it was found to have no significant effect on the
heat release rate or the peak temperature of the IC cables, but the
difference between 50 l/min and 0 l/min is remarkable. The effect of
the flow rates is seen best from the peak temperature of the power
cables (Fig. 12). The nozzles with flow rate of 50 l/min or less are
not able to protect the power cables from exceeding the failure
temperature in this case.

Above, it was suspected that the efficiency of the suppression
System 2 may be sensitive to the height of the upper nozzles. The
same simulation was repeated varying the height of the upper
nozzles. The results are shown in Figs. 13 and 14. However, the dif-
ferences were not significant and the temperatures remained well
below the failure limit in all cases.

Fig. 13. Heat release rate in the simulation with different upper nozzle heights. The
legend indicates the distances from ceiling.
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Fig. 14. The maximum temperature of the power cables with different upper nozzle
distances from the ceiling. The legend indicates the distances from ceiling.

6. Conclusions

Cable fires inside a cable tunnel of a nuclear power plant were
simulated using Monte Carlo technique and FDS code as a determin-
istic tool. The fire development on the power cables was predicted
using a pyrolysis model, and the performance of the water based
suppression systems was simulated using physical modelling of the
sprinkler activation and two-phase flows. Three separate MC simu-
lations were performed with 100 LHC samples for each, to find out
the differences between two water suppression systems and the
case without any suppression system. Some of the model param-
eters associated with the placement of the ignition point, tunnel
properties and cable properties, were treated as random variables
with probability distributions. The results included the probability
distributions of the peak heat release rate in the room, cable failure
times, alarm times and the conditions for a fire fighter entering the
room.

In the case without fire suppression, the predicted peak heat
release rates varied between 2 and 60 MW. When suppression was
used, the peak HRRs were generally less than 10% of the ones with-
out suppression. The suppression effect on the cable failures was
clear as well. Without suppression, almost all power cables and 60%
of the IC cables of the second sub-system failed due to the thermal
damage, but failures did not occur when either of the two sup-
pression system was used. From the viewpoint of the plant PRA,
this is an extremely interesting result because it means that that
the probability of losing both sub-systems is determined by the
unavailability of the suppression system.

The temperature of the cables in the second sub-system was
mostly dependent on the height of the ignition point, but the
direction of the effect was dependent on the suppression system.
The internal temperatures of the power cables were higher with
suppression System 2. According to the current results, the perfor-
mance of a suppression system similar to System 2 may be very
sensitive to the actual distance of the upper nozzles from the ceil-
ing. As the system has no ceiling nozzle, it cannot prevent fire
spread and failures in the highest cable trays if the upper nozzles
are designed to be placed too low.

In most simulations, the conditions would remain tolerable for
a fire fighter reaching the fire before cable failures. In the sim-
ulations without suppression system, the temperature exceeded
100 ◦C with a 50% probability. In the simulations with suppression
system, the heat was not a problem but the visibility was lost in all

the cases. The smoke alarms were activated quite early in all fires,
between 20 and 80 s from the ignition.

Overall, the current results concerning the efficiency of the
sprinkler systems should be considered conservative because the
power of the ignition source is not affected by the sprinkler activa-
tion. In reality, the ignition source already could be suppressed by
the sprinklers. This finding indicates that the accurate simulation
of fire development from its early phases is extremely important
for the completeness and accuracy of the probabilistic, simulation
based fire risk assessment. Despite the many advances in our capa-
bility to simulate fire spreading and fire dynamics, the focus of the
fire research should remain in this topic, as it is still far from solved.

Another topic where more research and, in particular, full scale
validation of the models is needed, is the simulation of water
suppression. Both the physical and numerical simulation prob-
lems observed during this work indicate that the models of the
two-phase flows and suppression effects are far from mature. The
importance of the water suppression system was evident because
the PVC cables burn easily and impose a high fire risk. They are
still widely used in the nuclear installations around the world, but
in the new or renovated installations, the fire performance of the
electrical cables may be significantly better due to the use of flame
retardant materials. The safety importance of the suppression sys-
tem may be much smaller in such cases, but the risks in these
situations have not been generally evaluated.
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