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In light water reactors the nuclear fuel is in the form of  uranium 
dioxide pellets stacked inside a thin-walled tube made from 
Zirconium alloy. The fuel rods provide the first barriers to the 
release of radioactivity as the isotopes are contained within the fuel 
matrix and the cladding tubes. Fuel behaviour analysis investigates 
the state of the fuel at given boundary conditions and irradiation 
history. 
  
The scope of this thesis consists of two themes: The uncertainty 
and sensitivity in fuel behaviour modelling and the analysis and 
modelling of cladding response to transient stresses. 
  
A nuclear reactor is a strongly coupled system and the complex 
interactions in the fuel rods make them especially challenging to 
analyze. In this thesis the uncertainty and sensitivity of fuel 
behaviour codes is investigated and the development of a fuel 
module suitable for propagation of the uncertainties is detailed. 
  
The creep response of a cladding tube to changing conditions is 
conventionally modelled using the strain hardening rule. While 
simple to utilize, the original experiments which are used to justify 
its use show that it applies only to a restricted set of conditions. In 
this thesis a simple methodology for predicting fuel cladding 
macroscopic response to stresses and imposed strains is 
developed by taking anelastic behaviour into account. The model 
is shown to perform well in describing both creep and stress 
relaxation experiments. 
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1. Introduction

Nuclear power plants produce energy by the means of a sustained nuclear chain
reaction. Thermalized neutrons cause fissions in fissionable nuclei – 235U or 239Pu –
creating two daughter nuclei and several neutrons per fission. These neutrons first
slow down with collisions with light atoms such as hydrogen, eventually thermalizing
and then potentially causing new fissions that sustain the chain reaction. By-products
of these fission events are heat, which is eventually used in the turbines to produce
electricity, and daughter nuclei, which are contained within the nuclear fuel rods.

Globally, the two most common types of nuclear reactors in electricity generation
are pressurized water reactors (PWR) and boiling water reactors (BWR), collectively
known as light water reactors. In light water reactors the nuclear fuel is in the form of
near-cylindrical UO2 pellets with a length and diameter of the order of 1 cm. These
pellets are stacked inside a thin-walled tube made from Zirconium alloy that is several
metres in height and internally pressurized with helium. The fuel rods are organized
into fuel assemblies that together with the cooling water form a critical configura-
tion capable of sustaining the nuclear chain reaction. The fuel rods also provide
the first barriers to the spread of radionuclides, as the radioactive isotopes are con-
tained within the UO2 fuel matrix and within the cladding tubes. However, if the fuel
rods break, the radioactive isotopes will spread to the coolant primary circuit, and,
should the other barriers fail, to the environment. Hence, knowing the state and the
behaviour of the nuclear fuel is of utmost importance to the safety.

Both the cladding and the fuel pellets are affected by the conditions in the nu-
clear reactor. The pellets first shrink as the fabricated porosity is sintered in the
elevated temperatures. The temperature gradient across the pellet radius induces
high enough stresses to crack the pellets. The fission products accumulate into the
pellets, causing them swell. At a high enough temperature or burnup the gaseous
fission products release to the gas gap. These released gases affect the heat con-
ductance across the gas gap, affecting the fuel temperature. Eventually a part of the
pellet grain structure reforms into high burnup structure.

During its reactor life, the cladding tube is under pressure differential at elevated
temperatures and under irradiation. These conditions cause the cladding to creep,
first inwards as the reactor system pressure exceeds the fuel internal pressure, and
then outwards as the expanding pellet pushes the cladding. The reactor operation
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causes additional alternating stresses, to which the cladding must conform. At high
burnup, the rod internal overpressure may even push the cladding to creep outwards
faster than the fuel pellet swells, potentially creating a self-reinforcing cladding lift-off
effect [1], which may lead to fuel failure. Accidents introduce high temperatures and
energetic changes to the fuel [2, 3], and the integrity of the fuel must be ensured in
all postulated scenarios.

1.1 Role of fuel behaviour in reactor safety

Traditionally, the main focus in the fuel behaviour analysis is the integrity of the fuel
rod. The calculated power and thermal hydraulic conditions are taken as inputs and
the state of the fuel is obtained as a result without feedback. Yet the nuclear reactor
is a strongly coupled system, where the neutronics depend on the fuel and coolant
temperature, the fuel temperature from the neutronics and coolant properties and
coolant thermal hydraulics on the amount of heat transferred from the fuel. With the
increasing calculational capabilities the combining of the formerly separate analysis
has become feasible.

In a steady state situation the amount of heat produced in and conducted from
the fuel are equal. In these cases the thermohydraulic analysis of the coolant can
ignore the internal state of the fuel. However, the heat conduction across the fuel
pellet, the gas gap and the cladding determines the fuel temperature, which in turn
directly affects the neutronics and the power produced. In transient situations, both
the heat stored in the fuel and the rate at which it is conducted to the cladding–coolant
interface are essential in dictating the severity of the event [4].

Propagation of uncertainties across different analysis tools of nuclear reactor cal-
culation chain is a current topic [5]. This is investigated in OECD Benchmark for
Uncertainty Analysis in Best-Estimate Modeling for Design, Operation and Safety
Analysis of LWRs (UAM-LWR) [6], which has previously been successful in determin-
ing and propagating the uncertainties in neutronic calculations. The second phase
focuses on fuel behaviour, thermal hydraulics and time-dependent neutronics. On
the fuel behaviour side, there are several methodological challenges to be overcome.

It is common for codes of other reactor safety disciplines to use simple fuel mod-
els. In the fuel the thermal and mechanical behaviour is coupled, and the fuel prop-
erties are influenced by the previous power history. Various models are used to
describe and explain the observed fuel behaviour, and utilizing simplified models ef-
fectively results in a loss of information. While the uncertainties and sensitivities can
be meaningfully propagated across the fuel behaviour code, the effort is wasted if
there is no accurate fuel description based on similar assumptions in the application
using the propagated values. For instance, there might be a chance of gas gap clos-
ing at high power, increasing the heat transfer coefficient considerably. Uncertainty
propagation would be very hard to model if accurate thermomechanical behaviour
is not taken into account or if the gap conductance is modelled based on different
assumptions in different codes. The fuel model using the propagated values should
be able to both describe the thermomechanical response and the effect of previous
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power history consistently across the codes, otherwise a bias is introduced.
Using models that correctly represent the underlying physics is naturally impor-

tant. However, there are various phenomena in nuclear fuel behaviour that are not
completely understood, for instance cladding transient creep. This governs how the
cladding conforms to changing conditions, and affects the fuel behaviour in phe-
nomena such as pellet cladding interaction [7] and lift-off [1]. Creep is defined as
a time-dependent strain occurring under stress which is lower than the yield point.
The creep processes require elevated temperatures, as often the substantial creep
deformation occurs above temperatures of half the absolute melting point of the ma-
terial. However, this depends on the material, and slow creep is observed in lower
temperatures (p. 1 of [8]). Cladding creep behaviour is a complex material depen-
dent problem and the various engineering level correlations are usually fitted to a
limited set of data.

The creep response of a cladding tube to changing conditions is conventionally
modelled using a strain hardening rule. The rule assumes accumulated strain to be
invariant during changes in conditions, and is relatively simple to utilize. However
the original experiments [9] which are used to justify the use of the strain hardening
rule show that it applies only to a restricted set of conditions. Later on, in-pile creep
experiments with on-line instrumentation performed at Halden experimental reactor
further challenged the use of the strain hardening rule [10–14]. Yet the use of the
strain hardening is widespread in fuel behaviour codes. This is probably due to its
ease of use, as fuel behaviour codes require models that are both computationally
efficient and easily understandable. In order for a new methodology to replace the
strain hardening rule, it needs to be as easy to adopt. The understanding of the
cladding stress state and mechanical response to changing conditions affects both
performance and safety analysis of nuclear fuel, but a model too complex to be
implemented in engineering level application will not be widely adopted.

1.2 Scope of the thesis

The scope of this thesis consists of two main themes. The first is the determination of
uncertainty and sensitivity of fuel behaviour modelling and its propagation to the rest
of the nuclear reactor calculation chain. The use of correlation coefficient analysis is
widespread in the analysis of uncertainty and sensitivity of nuclear systems, but is it
sufficient given the complexity of the fuel behaviour? And are the fuel models cur-
rently in use in reactor physics or dynamics analysis sufficient in order to accurately
propagate the information? This, together with the development of the fuel module
FINIX initiated to replace the too simple fuel models in codes of other fields, is the
focus of Chapter 2 and Publications [I, II]. The second is the analysis and modelling
of cladding response to transient stresses. Is it possible to create a methodology for
cladding transient response capable of describing observed behaviour? Is there a
physical explanation? Can the methodology constructed for describing in-pile creep
be extended to laboratory experiments, as well as to stress relaxation? These issues
are addressed in Chapter 3 and Publications [III, IV,V].
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The use of too simplified, or non-physical, models introduces bias to the analysis
and reduces the accuracy of the results. In safety analysis this is compensated by
the use of conservative assumptions and a wide uncertainty range. By introducing
more physically accurate models it is possible to both reduce conservatism of the
analysis and improve the confidence in the validity of the results.
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2. Nuclear fuel behaviour

Many of the engineering level, also called integral, codes describe the fuel rod in
cylindrical coordinates, assuming an axisymmetrical, i.e., concentric pellet, gas gap
and cladding, geometry. The fuel pellet stack is represented by a continuous mate-
rial, smearing the small details such as cracks and pellet ends. Both the fuel and the
cladding are divided into axial and radial volumes, with tight nodalization in the ra-
dial direction. The full thermomechanical interaction of fuel is modelled in the radial
direction, but often only free volume gas pressure is communicated in the axial direc-
tion. This method is referred to as the 1.5-dimensional approach, and it provides the
engineering compromise between the modelling accuracy, the information required
and the run time of the models. Dedicated models and correlations are used to ob-
tain a correct description of statistical microscopic phenomena in this deterministic
macroscopic nodalization. The power produced is obtained from reactor physics
calculations, while the heat conduction to the coolant relies on thermal hydraulic
analysis. These form the boundary conditions for the thermomechanical analysis.

Many of the phenomena in the fuel rod are driven by thermal processes. How-
ever, the temperature of the fuel is determined not only by the heat from the nuclear
reactions but by its conduction across the fuel matrix, gas gap, cladding and the
cladding-coolant interface. Gas gap conductance for instance is governed by the
gap width and gas composition, which are both influenced by present and past fuel
temperatures and irradiation. Conductivities of materials such as ceramic UO2 are
also temperature dependent. As it is, the task of solving the thermomechanical state
of the fuel usually requires iterative solution that takes the previous power history
into account.

The slow buildup of burnup and its effects work on a very different range of time,
temperature and pressure scales when compared to fast and energetic accident sit-
uations. Both of these require models of their own, and often there is a separate
development of two different lines of codes for steady state and transient phenom-
ena. As much of the fuel rod’s performance during transients depends on its state
at the beginning of the transient, the steady state codes are often used to initial-
ize the transient model, as is the case of FRAPCON [15] and FRAPTRAN [16, 17]
codes. Other possibilities include the use of a database of the state of the spent fuel
at a given burnup, as is the default option in SCANAIR [18,19], or extension of one
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code to cover both steady state and transient phenomena as has been done in e.g.
TRANSURANUS [20].

2.1 Fuel models in multiphysics analysis

Existing codes can be and have been combined for multiphysics studies. For in-
stance at VTT there have been several coupling schemes involving fuel behaviour
such as FRAPTRAN-GENFLO [21] and Serpent-ENIGMA [22]. Internationally ex-
ternal couplings of existing codes have been done, for example, for ENIGMA [23]
and TRANSURANUS and DYN3D [24]. There are large platforms enabling code
couplings such as the French SALOME platform [25] and MOOSE [26] developed at
Idaho National Laboratories. Improved fuel models have also been implemented in
host codes [27,28].

The issues with coupling pre-existing codes often stem from the fact that the codes
have been designed as stand-alone tools. The coding conventions, especially in
legacy codes, potentially make the coupling difficult. The information between appli-
cations is transferred through external tables or functions, which is demanding in the
cases of large simulation cases, and in some occasions can result in loss of data.
The successful use of the combined system also requires a working knowledge of all
the individual pieces. While using dedicated multiphysics platforms alleviates some
of these issues, the code compatibility and requirements for both computing power
and information remain. The time required for the calculation can also be an issue,
as for instance the modelling of all the fuel rods in the reactor in a full-core multi-
physics simulation. Also the use of tools developed by separate actors potentially
brings issues with intellectual property rights as the licenses may not allow for e.g.
the modification or the redistribution of the original code.

Despite the challenges, coupled multiphysics analysis has its benefits. The im-
proved desciption of different phenomena will assist in quantifying the effect of vari-
ous interactions. Figure 2.1 shows an example from an earlier work on code coupling
done at VTT [22]. The reactor physics code Serpent was coupled with VTT’s version
of the fuel behaviour code ENIGMA, and a simple PWR base irradiation case from
IAEA Coordinated Research Programme FUMEX-III benchmark was calculated. The
figure shows the calculated centreline temperature and changes in dimensions of the
fuel rod as calculated by ENIGMA. The effect of fuel behaviour on the homogenized
cross-sections are shown, as well as that of geometry only. While most of the change
to the cross-sections stems from the different temperature used, there is also an ob-
servable geometry effect stemming from the increased water subchannel size. This
is important since the changes in geometry are rarely taken into account in reactor
physics analysis.

2.1.1 FINIX development

Development of the FINIX fuel behaviour module was initiated to address the issue of
realistic fuel description in reactor safety codes and propagation of uncertainties over
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Figure 2.1. (Up, left) The given linear power and the calculated centreline temper-
atures of the FUMEX PWR. (Up, right) The corresponding changes in the dimen-
sions of the fuel rod. (Down) Homogenized cross-sections of the fully (geometry
and temperature) coupled simulation are presented in the left plot and the effect of
the changing geometry (temperature constant) is shown on the right. Figure from
Ref. [22].

the calculation chain. The aim in the development has been to produce a module with
standardized inputs and outputs that can be implemented in a variety of codes. The
module itself can be maintained and updated, and the updated version subsequently
easily implemented in the host codes. FINIX is to provide a simple but sufficient fuel
rod model so that the essential thermomechanical behaviour is reproduced, but with
minimal required fuel specific information from the user.

FINIX solves the thermomechanical behaviour of the fuel rod in cylindrical and
axisymmetric geometry for several axial nodes. The heat transfer and geometry
changes are fully coupled in the radial direction, and the axial nodes are connected
via free volume gas pressure, in line with the common 1.5-dimensional approach.
The iterative solution scheme of FINIX alternates between solving the heat transfer
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Figure 2.2. Schematic illustration of the FINIX module and its role in a multiphysics
simulation. The iteration of the thermal and mechanical solutions is indicated by the
flowchart. The convergence checks are assumed to automatically fail on the first
iteration.
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and mechanical models until a convergence is reached. The scheme is illustrated in
Figure 2.2. The flowchart demonstrates the coupled solution to the fuel thermome-
chanical state.

The initial FINIX development has focused on the thermomechanical behaviour
during moderate power transients. The host codes are primarily interested in the
thermal feedback in moderate events, and therefore the initial scope of the code
development has excluded the high energy phenomena such as cladding ballooning
during LOCA and grain boundary fracturing in RIA scenarios. Also, the effects of
long-term irradiation such as cladding creep and oxidation, fuel swelling and fission
gas release are not modelled yet. The initialization to high burnup can be done with
FRAPCON fuel behaviour code.

FINIX uses publicly available correlations to describe the dependence of various
material properties on quantities such as temperature, burn-up, chemical composi-
tion, etc. The detailed descriptions are available in the FINIX code description [29].
FINIX results have been compared against FRAPTRAN-1.4 fuel behaviour code and
experimental data from Halden IFA-429 and IFA-432 test series [I, 30]. The code
comparison for reactivity transient simulations show that most of the differences in
the results can be attributed either to the differences in the case initialization or the
lack of the cladding mechanical models in FINIX. The experimental results are fairly
well predicted, with most of the data predicted within ±200 K. Among the used data
set, FINIX has a small bias towards underpredicting the temperatures. These differ-
ences most probably stem from the lack of dedicated steady state models.

The simulation results can be improved in various ways. Ref. [I] describes the
FINIX performance at the state where most of the development had been focused in
obtaining a stable transient heat transfer solution. For the transient cases the major
improvements can be obtained by the implementation of the mechanical deforma-
tion models. For the long term irradiation, various steady state models need to be
implemented such as fuel densification and swelling, cladding creep and fission gas
models.

It has been assumed that the host code is the expert system providing bound-
ary conditions, such as radial power profile and heat flux from cladding surface to
coolant. If the host code does not provide this information, several simple correla-
tions are used by FINIX. Such a case would for instance be reactor physics code
which usually does not have a dedicated thermal hydraulics module.

FINIX has been implemented in several VTT in-house codes. These are the
Monte Carlo reactor physics code Serpent 2 [31] and the reactor dynamics codes
TRAB-1D [32], TRAB3D [33] and HEXTRAN [34]. In the Serpent 2 reactor physics
code the integration of FINIX has enabled accurate temperature feedback. This
is important in the analysis of reactivity insertion events, where without tempera-
ture feedback the reactor power keeps increasing. With increasing temperature the
doppler-broadening of capture cross sections inhibits the fission chain reaction, low-
ering the power. In TRAB-1/3D codes the gap conductance has been modelled with
simple correlations or single values, and FINIX provides improved fuel description.
The comparison between FINIX and the benchmark fuel rod model of TMI MSLB
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Figure 2.3. Gap conductance with different fuel rod models in the TMI MSLB bench-
mark.

benchmark can be seen in Figure 2.3, showing both the gap conductance evolution
in the FINIX as well as the example of often static gap models utilized in benchmarks.
In this particular case the main difference in the simulation results was from the initial
fuel temperature [II].

Development of the FINIX module is an on-going work. Future work follows two
parallel paths, with the first focusing on improving the fuel modelling capabilities in
LOCAs and in steady state, and the second concentrating on developing methods for
uncertainty propagation and system initialization with incomplete information. The
aim of both is in keeping with FINIX’s general goal of enhancing accessibility and
reliability of fuel behaviour modelling in multiphysics simulations.

One of the missing models relevant for reactivity insertion events is the model for
cladding permanent deformation [30]. It affects the stress relaxation process during
the contact between the pellet and the cladding, and influences the fuel behaviour
after the pellet cools as the gas gap may re-open. The on-going development of
cladding mechanical model is discussed in Chapter 3.

2.2 Uncertainty and sensitivity in nuclear fuel modelling

There are several applications of uncertainty and sensitivity analysis in nuclear fuel
modelling. For instance, in Finnish regulatory guides the baseline for safety analy-
sis methodology is to use conservative analysis supplemented with sensitivity stud-
ies [35]. The alternative method is the best estimate method supplemented with
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uncertainty analysis. The uncertainty and sensitivity analysis can also be used to
obtain information on the relationships between input and output variables, thus aid-
ing in focusing the effort in e.g. model development. Uncertainty analysis of fuel
performance modelling has been performed by various authors, e.g. Refs. [36–42].

In uncertainty and sensitivity analysis a complex model such as a fuel behaviour
code can be represented in a black box fashion as Y = f (X), where Y is the output
and X = [X1, X2, ... , Xk−1, Xk ] is the vector of k input variables. Each input Xi is a
statistical variable with a given mean µi and variance V (Xi ). Uncertainty of Y and
its sensitivity to the uncertainties of individual Xis can be investigated with various
tools.

The most common statistical tool in the nuclear field is Spearman’s rank correla-
tion, which is used by, for instance, most of the OECD/NEA CSNI BEMUSE (Best Es-
timate Methods Uncertainty and Sensitivity Evaluation) programme participants [43].
Spearman’s rank correlation coefficient is a measure of how well the relationship
between variables can be described using a monotonic function. The correlation
coefficient ρi is calculated [44]

ρi = cov(xi , y)√
V (xi)

√
V (y)

, (2.1)

where xi and y are the realizations of the variables Xi and Y arranged in ascending
order with ranked values 1 − N and cov(xi , y) the covariance of these ranks. The
correlation coefficient ρi can be used to obtain the sensitivity of Y to Xi , with ρ2

i esti-
mating the contribution of the ith variable. This method performs well on linear and
nonlinear monotonic additive systems. Fuel behaviour codes, with complex models
that may change correlations at various points of simulation runs, are not necessar-
ily such systems. Therefore, it was considered necessary also to investigate more
advanced methods [I].

In variance decomposition [45] the variance V (Y ) is expressed as

V (Y ) =
k∑
i

Vi +
k∑
i

k∑
j>i

Vij + · · · + V12...k . (2.2)

Here, Vi is the first order effect on the variance V (Y ) due to the variable Xi , Vij the
second order effect due to the interaction of Xi and Xj , and so on, up to V12...k , which
is the kth order effect due to the interaction of all k input variables. Dividing both
sides of Eq. (2.2) by V (Y ) gives

k∑
i

Si +
k∑
i

k∑
j>i

Sij + · · · + S12...k = 1, (2.3)

where Si ≡ Vi/V (Y ) is the first order sensitivity index, Sij ≡ Vij/V (Y ) is the second
order sensitivity index, and so on. The sum of all sensitivity indices up to the kth
order is one.
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Total effect index Ti takes into account all the first-order and interaction effects of
one variable Xi . The total effect index for variable Xi is defined as

Ti =
k∑
l

δilSl +
k∑
l

k∑
m>l

(δil + δim)Slm + · · · + S12...k , (2.4)

where δij is the Kronecker delta. For example, for a three-variable model (k = 3),
the total effect of variable X1 is T1 = S1 + S12 + S13 + S123. By investigating the total
effects index Ti and the first order sensitivity index Si it is possible to estimate the
contribution of interaction effects on the resulting uncertainty of output Y .

2.2.1 Case study with FRAPCON-3.4

Uncertainty and sensitivity analysis study was performed [I] with FRAPCON-3.4 fuel
behaviour code [15]. The case investigated was a hypothetical irradiation at TMI-1
PWR which is the PWR reference case for the OECD Benchmark for Uncertainty
Analysis in Best-Estimate Modeling for Design, Operation and Safety Analysis of
LWRs (UAM-LWR) [6]. For the variation in the fuel rod fabrication parameters, the
values from the benchmark were used as a guideline, and for the material corre-
lations and computational models the values provided by the FRAPCON develop-
ers [15,46] were used.

The full results of the analysis can be found in the original paper [I], and only
the findings relevant to this thesis are discussed here. The input parameters were
ranked by their importance to the variance of gap conductivity, internal pressure,
fuel maximum and cladding average temperatures, cladding outer diameter, cladding
hoop stress and fission gas release fraction. The five most important were, in order:

1. Initial cladding outer diameter,
2. fission gas release model (investigated in this study by varying the diffusion

coefficient),
3. cladding thickness,
4. fuel thermal expansion, and
5. cladding creep.

Four of these directly affect the width of the gas gap: Cladding outer diameter and
thickness define the initial dimensions, fuel thermal expansion defines the immediate
reduction of the width of the gas gap at power and cladding creep coefficient affects
the time evolution of the gas gap. The fission gas diffusion coefficient contributes to
the eventual fission gas release and the gas composition in the free volume. The
results depend on the choice of varied inputs (e.g. whether the initial gas gap width is
varied directly or as a function of cladding diameter and thickness and pellet diameter,
the only varied parameter in fission gas release model was the diffusion coefficient),
as well as the choice of the models (for instance the fission gas model used is very
simple and more mechanistic models could change the outcome) but the results
obtained can be used as a general guideline.
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Figure 2.4. The average gap conductance (solid line) and its 95 % confidence limits
(dashed lines) as a function of burnup.

Table 2.1. The proportion of variance explained by additive contributions to the gap
conductance, as given by

∑k
i ρ

2
i for different burnups (in MWd/kgU).

Burnup
∑k

i ρ
2
i

0.01 0.96
5.5 0.95
22 0.65
38 0.68
49 0.76

Figure 2.4 displays the average gap conductance and its 95 % confidence limits
at the central axial node as a function of burnup. This is the value of interest to
the users of system codes, as it affects the amount of energy deposited in the fuel
as well as the rate at which it is conducted to the cladding surface. Unfortunately,
the commonly used Spearman rank correlation coefficients do not perform well in
explaining the variance in gap conductance at medium to high burnup, as shown in
Table 2.1. While at low burnup the Spearman correlation coefficients account for
virtually all variance, the 65–76 % ratio of explained variance might not be enough
to fully demonstrate the root cause to the observed uncertainty.

The Sobol’ sensitivity indices for the gap conductance at the central axial node as
a function of burnup are shown in Figure 2.5 for the input variables with the highest
contribution. Both the first order effects and the total effect indices are displayed. The
variables affecting gap width dominate to 20 MWd/kgU of burnup, and then inputs
affecting fission gas release begin to contribute an increasing fraction to the vari-
ance in gap conductance. The reason for this is illustrated in Figures 2.6 and 2.7,
displaying the averages and 95 % confidence limits of gas gap width and fission gas
release fraction. The variance in the gap width is reduced after reaching approxi-
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Figure 2.5. Sobol’ sensitivity indices for the gap conductance as a function of bur-
nup. Open symbols correspond to the first order effects and the closed symbols
correspond to the total effect indices. Error bars indicate 95 % confidence limits. For
clarity, only a subset of input variables are plotted in the Figure.
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Figure 2.6. Main plot: the average gap width (solid line) and its 95 % confidence
limits (dashed lines) as a function of burnup. Inset: the relative uncertainty of the
gap width in proportion to the mean gap width.

mately 20 MWd/kgU as the gap closes, whereas the fission gasses are retained in
the fuel pellet at low burnup. This demonstrates the need to take previous power
history into account when investigating the uncertainties in fuel performance. For
accurate uncertainty propagation for low burnup, the factors affecting the gap width
are the most important ones. Manufacturing parameters affect both the dimensions
and the composition of the cladding and the pellet. And while there are correlations
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Figure 2.7. The average amount of released fission gas (solid line) and its 95 %
confidence limits (dashed lines) as a function of burnup.

fitted to describe the creep of various cladding types, the handling of transient con-
ditions has long been problematic.

While no far-reaching conclusions can be made based on the investigation of a
single case, the results suggests that first order sensitivity analysis methods should
be used with caution in fuel performance modelling. With the possible exception of
fuel centerline (also corroborated by [41]) and cladding temperatures, the analysis
should be complemented with higher order methods that take into account input
interactions. The specific values for the effects of the inputs will depend on the case
investigated as well as the models used to describe the fuel behaviour.

The interactions of the inputs and the necessity for higher order methods stem
from the complexity of the system. For the same reason, identifying a single dom-
inant source of uncertainty is not possible. The relative importance of the inputs
depends not only on the considered output, but also on burnup. For instance, out of
the 21 considered inputs, 15 have a contribution larger than 10 % to the uncertainty
of some output at some point in the scenario. In addition to complicating the analysis,
this fact also makes it difficult to rule out inputs as a source of output uncertainty.

Last but not least complication is the availability of the uncertainty ranges and dis-
tributions, as well as possible correlation between these values, for all the variables
to be considered. For instance while there is a wealth of data for thermal conduc-
tance of the unirradiated UO2, same cannot be said for the case of the irradiated
UO2 [41]. The manufacturing parameters, such as the inner radius and thickness of
the cladding, may also be correlated due to the manufacturing processes involved.
Such information is not readily available. As it is, when performing uncertainty and
sensitivity studies, many assumptions must be made a priori.
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3. Cladding mechanical response

3.1 Background

Zirconium, having a low neutron cross-section, is especially suited to be a structural
material in a nuclear reactor. Various alloys have been developed as Zirconium is too
soft and prone to corrosion to be used as a cladding in itself. Variants of Zircaloy-2
are still used in BWRs, whereas in PWRs the previously common Zircaloy-4 is being
phased out by advanced materials such as M5, M-MDA and Optimized ZIRLO that
endure extended irradiations better [47]. For Russian VVER fuel the cladding has
traditionally been E110, which has a 1 % Niobium content.

Zirconium alloys feature hexagonal close packed (HCP) structure, illustrated in
Fig. 3.1, leading to anisotropic material properties. During the manufacturing of the
cladding this anisotrophy is accentuated as the basal poles are mainly oriented ra-
dially.

Figure 3.1. Illustration of single chrystal hexagonal close packed structure. Pris-
matic (dark gray) and basal (light gray) planes and corresponding poles are shown.
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3.1.1 Deformation of materials

Materials respond to imposed stresses by deforming. This response depends on
both materials and conditions, for instance rubber is more ductile than metals and
materials tend to become more ductile as the temperature increases. Depending
on the stress and the prevailing conditions, the deformation may be recoverable or
permanent, and it may evolve with time. On a macroscopic scale, the deformation
properties of materials can be investigated with, for instance, creep experiments,
where a load is imposed and the deformation is measured, and stress relaxation ex-
periments, where the sample is forcibly strained and the resulting stress is measured.
While the engineering applications are mainly interested in macroscopic response
this stems from the microscopic structure of the material in question.

On the macroscopic scale, the material response to stresses has several compo-
nents, and various authors use same names to represent different material behaviour
or its components1. In the following the terms elastic, anelastic, plastic and creep
are used to denote the recoverable immediate, recoverable time-dependent, non-
recoverable immediate and non-recoverable time-dependent components of strain,
as is common in the literature referring to nuclear fuel cladding. In addition to this, as
a cladding mechanical model is constructed, it is defined as viscoelastic to represent
the fact that, unlike in most models in use, the anelastic response of the material is
explicitly taken into account.

For metals the responses usually considered are elastic, plastic and, at elevated
temperature, creep responses. In the usual applications anelastic response oper-
ates in parallel with primary creep [8], and thus its effect is in part included in the
primary creep formulations. Also, the prevailing conditions such as elevated tem-
peratures and the presence of radiation influence the magnitude of the anelastic
contribution [54].

1According to Nowick (p. 3 of [48]) material behaviour may be
elastic which is time-independent instantaneous recoverable deformation,
plastic which is time-independent permanent deformation,
anelastic which is time-dependent recoverable deformation, and usually also has an immediate component

and
viscoelastic which is time-dependent permanent deformation, which may have also immediate and recov-

erable components.
On the other hand, Was (p. 711 of [49]) defines the strain components as

elastic which is time-independent and instantaneous recoverable deformation,
anelastic which is recoverable deformation depending on strain rate,
plastic which is permanent deformation and
creep as the time-dependent component of plastic strain.

Several authors working on fuel cladding behaviour [50–52] also use terms
elastic for time-independent and instantaneous recoverable deformation,
plastic for time-independent and instantaneous permanent deformation,
creep for the time-dependent permanent strain and
viscoplastic for the combination of plastic and creep strains.
Time-dependent recoverable deformation is either ignored [50–52] or considered as an additional anelastic
component [53,54].
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Creep behaviour defines the long-term behaviour of fuel cladding, and it has been
widely investigated (e.g. Refs. [50–65]). There are various mechanisms behind
creep deformation (Chapter 14 of [49]):

Thermal creep refers to the creep processes occurring in the absence of radiation.
These are driven by stress and thermal activation.

Dislocation creep is a form of thermal creep where dislocations glide along
slip planes. The creep rate is controlled by obstacles in the planes, which
the dislocation must pass by climbing to a plane not intersecting the ob-
stacle.

Diffusional creep is a high temperature, low stress regime creep where the
thermal diffusion of vacancies controls the creep rate. Diffusional creep
due to volume or lattice diffusion by way of vacancies is termed Nabarro-
Herring creep. Grain boundary dominated diffusion dominates at lower
temperatures and is called Coble creep.

Irradiation creep refers to the creep processes influenced by irradiation, increas-
ing the total creep rate especially in the reactor operation regime. Irradiation
increases the number of interstitials and vacancies.

Stress-induced preferential nucleation of loops (SIPN) is a process
where stress influences the formation of interstitial loops preferentially to
planes in perpendicular to stress, and inhibits vacancy loop formation to
those planes. This causes the solid to increase in length in the direction
of the applied tensile stress.

Stress-induced preferential absorption (SIPA) is a process where the
atoms are transferred from planes parallel to the applied stress to per-
pendicular to it.

Climb and glide under irradiation is the same process as the dislocation
creep in thermal creep, but assisted by the irradiation defect formation.

Twinning is commonly only a high stress phenomenon, but the HCP structure
makes Zirconium alloys susceptible to it (p. 747 of [49], Ref. [47]). It creates a
strength differential in tensile and compressive directions [66].

These mechanisms operate at different rates depending on prevailing conditions.
The irradiation also causes localized effects thanks to e.g. collision cascades. In
reactor conditions for Zirconium alloys most likely mechanism to set the rate for the
low stress creep is the SIPA (p. 756 of [49]).

In addition to creep, due to the HCP structure, Zirconium alloys experience ir-
radiation growth. The growth is volume conserving distortion occurring without an
applied stress. It expands the lattice crystal in the direction normal to the basal pole
and contracts in the direction of the basal pole, in a sense flattening the crystal.
Macroscopically this typically results in an increase in the length and decrease in the
diameter of the cladding tube due to its manufactured texture.
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Anelastic deformation originates from several sources. According to Blanter et
al. [67] these are:
Point defects such a interstitial atoms which move or rotate in response to stresses

to new positions.

Dislocations or line defects that move to accomodate the external stresses. These
are common in materials that have undergone plastic deformation.

Interfaces of the larger scale structures. Examples of such interfaces are grain
boundaries, and the relaxation may originate from a grain boundary sliding or
movement in normal direction (grain growth).

Thermoelastic relaxation in which spatially heterogenous thermoelastic stresses
produce temperature gradients that relax by heat flow.

The sources for anelastic deformation and creep are largely the same, and the differ-
ence is in the permanency of the microstructural changes. While some definitions of
the term creep include the slow recoverable deformation, and mechanistic deforma-
tion models can also exhibit the recoverable component, this in practice has led to
ignoring the anelastic component in engineering models. In this work it is assumed
that the creep deformation and the anelastic deformation can be separated. In fact, it
will be shown that there is no need to assume permanent deformation due to primary
creep to explain the results of the instrumented in-pile experiments.

3.1.2 Creep models in fuel behaviour codes

While many of the microstructural phenomena are understood on the mechanical
level, most of the engineering scale tools rely on the empirical models. The general
form of the correlations stems from either observed or theoretical relationships, and
the coefficients are fitted to the experimental data. Often the basic relationships are
determined from the laboratory experiments, and the in-pile data is used to adjust
the correlation to match the in-pile observations. An example of such an evolution is
the thermal creep correlation developed by Matsuo [50] which was later on altered
for reactor conditions by Limbäck and Andersson [51] and further developed for the
use of the FRAPCON-3.4 fuel behaviour code [15].

Many of the models used by integral codes assume material deformation is a sum
of elastic and viscoplastic (creep and plastic deformation) components [50–52, 59].
The creep is assumed to have three phases: primary creep where the strain rate
is relatively high but decreasing, secondary or steady state creep featuring a near-
constant deformation rate and the tertiary creep phase with quickly increasing strain
leading to the breaking of the material. In normal operation the creep rupture and
tertiary creep are not of concern as the fuel is in the reactor for only a limited period
of time. Thus a common assumption in the creep models utilized in the integral fuel
behaviour codes is that the creep strain ϵcr can be divided into two parts, primary ϵp

and secondary ϵs (also known as steady state creep):

ϵcr = ϵp + ϵs. (3.1)
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Table 3.1. Model coefficients of FRAPCON-3.4 creep model for stress relief an-
nealed (SRA) and recrystallized (RXA) cladding.

Coefficient SRA RXA
A 1.08 × 109 5.47 × 108

n 2.0 3.5
C0 4.0985 × 10−24 1.87473 × 10−24

C1 0.85 0.85
C2 1.0 1.0
f (T ), T < 570 K 0.7283 0.7994
f (T ), 570 < T < 625 K −7.0237 + 0.0136T −3.18562 + 0.00699132T
f (T ), T > 625 K 1.4763 1.1840

The secondary steady state part usually consists of thermal and irradiation creep
contributions (ϵs = ϵth + ϵirr ) [15, 51]. Often the primary creep is a function of the
secondary creep rate [50,51]:

ϵp = ϵS
p (1 − ef (ϵ̇s ,t)), and (3.2)

ϵS
p = B · ϵ̇b

s , (3.3)

where saturated primary creep ϵS
p is related to secondary creep rate with constants

B and b, and also the time for primary creep to saturate is a function f (ϵ̇s, t) of the
secondary creep rate.

In this work two creep correlations from the literature are used. The thermal creep
correlation by Matsuo [50] and FRAPCON-3.4’s correlation [15,68,69]. The Matsuo
model is

ϵtot = ϵS
p

(
1 − e−52(ϵ̇s t)0.5)

+ ϵ̇st, (3.4)

ϵS
p = 2.16 × 10−2(ϵ̇s)0.109 and (3.5)

ϵ̇s = 1.57 × 1013 E
T (sinh 1.13 × 103σh

E )2.1e− 2.72×105
RT , (3.6)

where T is the temperature in K, t is the time in hours, σh is the hoop stress, R =
83144621 J/molK is the universal gas constant and the elastic modulus E = 1.148×
105 − 59.9T MPa.

FRAPCON-3.4’s correlation [15,68,69] is effectively the model developed by Lim-
bäck and Andersson [51] modified to use effective stress σeff instead of hoop stress.
The steady state creep correlation components yield relative strain per hour:

ϵ̇th = AE
T (sinh aiσeff

E )ne− Qc
RT , (3.7)

ϵ̇irr = C0 · ϕC1 · σC2
eff · f (T ) and (3.8)

ai = 650
(

1 − 0.56
(

1 − e−1.4×1027Φ1.3))
, (3.9)

where variables E, T and R are the same as in Matsuo’s model, Φ is the fast neu-
tron fluence in neutrons/cm2, Qc = 201 kJ/mol the activation energy of the creep,
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ϕ the fast neutron flux (n/m2s−1) and variables A, n, Ci and the function f (T ) have
different values depending on the cladding type and the environment as described
in Table 3.1 [69]. The use of σeff

σeff =
√

0.5((σa − σh)2 + (σh − σr )2 + (σr − σa)2) (3.10)

is justified by an improved modelling of creep in tensile and compressive direc-
tions [69]. Here σa,h,r denote stresses in axial, hoop and radial directions and isotropic
behaviour is assumed for simplicity.

3.1.3 Creep response to transient stresses

According to the investigations by Lucas and Pelloux [9], the thermal creep defor-
mation at temperatures below 375 ◦C can be described by a strain hardening rule
when the stress is increased. In strain hardening, it is assumed that the creep re-
sponse follows a curve as seen in single stress level experiments, and the changing
stress state is taken into account by moving to the new stress/strain curve at the
point where accumulated strain is retained, thus keeping the strain invariant during
change. This is illustrated in Figure 3.2. Lucas and Pelloux do note that the strain
hardening rule fails in situations where the load is reduced or reversed. Yet their
work is used as a justification for the use of the strain hardening rule in most of the
models since [51,59,70].

Murty and Yoon investigated strain transients following stress changes [53] in lab-
oratory conditions, and proposed a creep model which assumes an anelastic strain
component in addition to the traditional elastic and plastic contributions. This anelas-
tic component is used to successfully explain the observed accumulation of reverse
strain at load drop, while the traditional plastic contribution from creep is assumed
to follow the strain hardening rule. Also, Matsuo investigated the creep behaviour
of Zircaloy-4 under variable conditions [70], and formulated a set of rules for stress
reversal situations based on reversible creep hardening surfaces.

Several experiments investigating cladding creep response to stress transients
have been performed at the Halden Boiling Water Reactor, the most successful to
date being IFA-585 [11,13,71] and IFA-699 [14]. Halden reactor features the ability
for the on-line measurements of in-pile experiments, and these provide a valuable
asset for model development and validation. It was observed in both the IFA-585
and IFA-699 experiments that the total saturated primary creep is proportional to the
change in the applied stress. This observation challenges both the use of strain
hardening rule as well as the models proposed by Murty and Yoon and by Matsuo,
as the initial primary creep is similar to the consequent re-initiated primary creep
without evidence of subsequent hardening behaviour.

Modelling stress relaxation using creep correlations has been challenging with
models using strain hardening rule. In a stress relaxation experiment, a forced strain
is applied to a segment and the stress is measured as a function of time. Stress
relaxation refers to the observation that the stress imposed by forced strain gradu-
ally relaxes. In a stress relaxation experiment the highest stresses are encountered
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Figure 3.2. Transient creep (left) and stress relaxation (right) behaviour according
to strain hardening rule (arbitrary units). Coloured lines indicate creep curves under
different conditions, thin gray lines the transition between conditions and black lines
the resulting strain curves. In the creep experiment the total actual strain after the first
stress step is illustrated with the thick red line. It is assumed in the creep example that
the transitions are always to conditions resulting in higher creep rates. In a stress
relaxation plot the stress is lowered in each time step, and the strain rate rapidly
approaches the steady state rate. In realistic stress relaxation case the stress is
constantly diminishing; however, the figure shows a stepwise reduction of stress for
illustrative purposes.

when the deformation is applied, and then the stresses reduce as the elastic strain
turns into plastic strain. If the strain hardening rule is applied to the constantly dimin-
ishing stress case, all the changes advance the apparent time towards the steady
state creep region. Effectively, in a stress relaxation experiment, nearly all of the de-
formation would be accounted for by the steady state creep, as the initial high stress
provides enough strain for lower stress primary creep to saturate, as illustrated in
Figure 3.2.

Results obtained from stress relaxation experiments have been used to obtain in-
formation on cladding creep properties in the region where creep stress dependency
is linear, claimed to be the region of less than 150 MPa of stress by the authors of
the studies [54, 72]. These stresses are encountered after the initial fast relaxation,
and it is implicitly assumed that all the transient behaviour similar to primary creep
has already happened during the loading of the sample and the initial fast relaxation.
Recent studies [73,74] claim that by increasing the stress exponent in the creep cor-
relations originally derived from creep experiments by Matsuo [50], the loading and
initial relaxation can be also described. However, in these studies it is assumed that
all the cladding behaviour can be described with equations originally describing only
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the steady state behaviour, which is curious considering the transient nature of the
stress relaxation experiments. There are also other interpretations to the stress re-
laxation results, such as dividing the stresses into transient and remnant [75], but
these interpretations do not have direct correspondence to the creep experiments.

Formulations of increasing complexity for describing the exact state of cladding
do exist, e.g. [52, 76]. Of interest here is the work of Delobelle et al. [52] where a
complex model with kinematic variables is created. They concentrate on describing
the anisotropy of the material and intentionally leave out the description of anelastic
properties from the model. However, they note that its inclusion would be warranted
to describe the cladding response to changing temperature. The model created is
still considered too computationally intensive for use in fuel behaviour codes [77] so
there is still demand for the simplifying approach.

3.1.4 Cladding mechanical model development

The observations of IFA-585 [11,13,71] and IFA-699 [14] experiments prompted the
development of an initial purely phenomenological model for re-initializing primary
creep [III]. It was assumed that if the saturated primary creep is proportional to
the change in stress, this relationship should extend to the whole duration of the
primary creep. An internal variable σint was postulated that would represent the state
cladding is conditioned to, and it would change towards the current stress state at a
rate relative to the difference between the σint and the applied stress. The change in
σint would be realized as macroscopic strain. As such, it was possible to formulate a
set of equations to describe the primary creep strain ϵp(t):

ϵp(t + ∆t) = ϵp(t) + C(σext − σint(t))(1 − e−∆t
τ ), (3.11)

σint(t + ∆t) = (σint(t) − σext)e−∆t
τ + σext , (3.12)

where the notation σext has been used for the externally applied stress, t for time
and C and τ are coefficients fitted to the experiments. Equations (3.11) and (3.12),
together with the initial conditions σint(t0) = σ0 and ϵp(t0) = 0, constituted the phe-
nomenological primary creep model. This was also initially noted [III] and then
confirmed [IV] to correspond to the Standard Linear Solid used in the analysis of
viscoelasticity. This prompted the continued investigation on the anelastic and vis-
coelastic properties of the cladding materials [IV, V]. As the work performed in ref-
erences [III, IV, V] represents a continuity, the intermediate development of the vis-
coelastic model formulation is not fully detailed in this summary. The model evolution
was:

Phenomenological creep model based on assumed internal variable σint that was
able to replicate the observed transient stress response of IFA-585 experi-
ment [III]. Laboratory creep experiments by Matsuo [70] were also investi-
gated, and it was shown that the model performed well if traditional primary
creep was assumed.
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Standard Linear Solid (SLS) derived model based on Maxwell formulation repro-
duced observations of IFA-699 Zircaloy-4 well [IV]. It was shown that the SLS
solution is identical to the phenomenological model of the earlier work.

General Kelvin model based model was required for simulation of stress relax-
ation [V]. The internal variable approach was adopted to obtain a numerical
solution to the model.

As all the earlier results can also be gained using the more appropriate general Kelvin
model based model, the description and formulation of the earlier models is omitted
in this work. Those can be found from the references [III, IV].

The goal for the methodology and model development has been the replacement
of the widely used strain hardening rule. Since one of the reasons for the wide
adoption of strain hardening rule is its simplicity, the replacement model also needs
to be simple, easily understandable and computationally light-weight. In this work
the focus has been in the stress and strain response of the cladding, and both the
temperature and the irradiation effects have been implicitly taken into account by the
variable C at this stage.

3.2 Viscoelastic model formulation

In studies of the viscoelastic properties of solids, a common method of describing
models is via so-called mechanical analogues. These combine springs representing
the elastic component of the material to dashpots representing the viscous compo-
nents. The springs’ displacement is ϵspring = σ/κi , where κi is the elastic modulus of
spring i and σ is the external stress affecting the given component, while the dash-
pots’ rate of displacement is of ϵ̇dashpot = σ/ηi , where ηi is the viscosity of the dashpot
i.

An analogue with a spring and a dashpot in parallel is called Kelvin, Voigt-Kelvin
or Voigt model in the literature. For clarity this two–component construct is called
Kelvin unit in this work. A general Kelvin model is a serial arrangement of n Kelvin
units and a spring, as depicted in Fig. 3.3. The individual Kelvin units model various
relaxation processes that take place at different time scales. The strain response to
N step stress increases ∆σj at times tj is [IV]

ϵ(t) = σ(t)
κ0

+
N∑

j=1

∆σj

n∑
i=1

1
κi

(
1 − e−

t−tj
τi

)
Θ (t − tj ) , (3.13)

where κ0 is the elastic modulus of the lone spring, κi is the elastic modulus of the
spring of the ith spring-dashpot system, τi = ηi/κi is the characteristic relaxation time
of ith spring-dashpot system and Θ is the Heaviside step function. Higher n provides
more accurate representation of a system with multiple relaxation modes at the cost
of increasing model complexity. It should be noted that the individual Kelvin units
are not meant to represent individual physical processes, but instead a macroscopic
aggregate of various microscopic processes acting on similar time scales.
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Figure 3.3. Mechanical analogue for the general Kelvin model (top) and the general
Maxwell model (bottom).

The general Kelvin model is often used to analyze cases where the stress is a
known input, as the stress is transmitted along the whole system as per force balance
and the solutions of individual Kelvin units are separable. In the cases where the
imposed elongation is known, the general Maxwell model, consisting of a parallel
arrangement of a spring and n Maxwell units (a spring and a dashpot in series) is
used instead. For both general models using n = 1 creates a Standard Linear Solid
(SLS) model (see e.g. pp. 87–88 of [78]).

Usually the choice between Kelvin and Maxwell formulations is made based on
the topic investigated. The aim here is to construct a model capable of simulating
both creep and stress relaxation of fuel cladding. There is also a need to model the
steady state creep, and this can be accomplished with a dashpot-like element placed
in series to the rest of the solution. The steady state creep dashpot is decoupled from
the rest of the solution in the imposed stress case but coupled in the imposed strain
case. Therefore, the "pure" solution to the general Kelvin model in the creep simu-
lations can still be obtained, while no such advantage can be had with the general
Maxwell model. Therefore the former was chosen as a basis for the model.

The special case of the general Kelvin model with n = 1 units yields exponen-
tial time evolution, i.e. e−t/τ for the anelastic deformation or primary creep. For
Zirconium alloy claddings, the time evolution of primary creep has been argued to
be of the form e−

√
t [50, 51] or a more complex one [53]. The e−

√
t form in par-

ticular is an instance of a stretched exponential or Kohlrausch function [79, 80],
which describes a system with several relaxation mechanisms operating at different
rates. The stretched exponential can be approximated by a Dirichlet-Prony series (a
weighted sum of exponential functions) [81]:

e−(t/τ )β ≈
n∑

i=1

gie−t/τi (3.14)
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where each instance of e−t/τi describes a relaxation mechanism with a time constant
of τi and weight of gi where

∑
gi = 1. This is the mathematical background justifying

use of general Kelvin models with n > 1 to describe the systems with observed time
evolution of the type of Eq. (3.14).

3.2.1 Computational model

A model is constructed with a spring for elastic response, n number of Kelvin units
and a dashpot for creep deformation, all in series. While conventionally the creep
deformation includes the primary creep, in this model the primary creep is as a whole
given by the Kelvin units. This is in line with observed in-reactor creep behaviour [13,
14]. In general the higher the model’s n the better the description. However, this
both increases the complexity of the model and sets requirements for the amount
and quality of the experimental data. The system for n = 2 is displayed in Fig. 3.4.

Figure 3.4. Mechanical analogue for the model describing cladding mechanical
response containing a series of spring, two Kelvin units and a dashpot representing
the creep deformation.

The number of components in a system as depicted in Fig. 3.4, as well as non-
linearity of most creep deformation correlations, makes finding an analytical solution
to the system challenging. A common engineering solution [82] is to use the internal
variable approach, where the strain of each individual component is calculated.

For stress relaxation an explicit numerical solution is used, calculating the stress
arising from the elastic deformation of the lone spring based on the difference be-
tween the imposed strain and the strain of Kelvin units and the lone dashpot as per
Eq. (3.15). This stress determines the system stress as a whole. Then the strains of
the Kelvin units and the lone dashpot are calculated assuming the stress stays con-
stant for the duration of the time step. The strains of the Kelvin units are calculated
based on Eq. (3.16) and the steady state creep strain from Eq. (3.17):

σ(t) =
(
ϵtot(t) − ϵs(t) −

n∑
i=1

ϵi (t)
)
κ0, (3.15)
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ϵi (t + ∆t) = ϵi(t) + (σ(t) − ϵi (t)κi ) ·
(

1 − e−∆t
τi

)
κ−1

i , (3.16)

ϵs(t + ∆t) = ϵs(t) + f (σ(t)) ·∆t, (3.17)

where ϵtot is the total (imposed) strain, κ0 the elastic spring constant, ϵi , κi and τi

are the strain, spring constant and characteristic time of the ith Kelvin unit, ϵs is the
steady state creep strain, ∆t the time step used and σ the stress. f (σ) denotes the
function for the steady state creep rate, which may be a simple function of stress
or a more complex function such as the ones used by Matsuo [50] or Limbäck and
Andersson [51]. This solution scheme requires using very short time steps in stress
relaxation cases.

For solving the system during imposed stress (creep experiment), Eqs. (3.16)
and (3.17) can be used directly as the stress σ is known and each Kelvin unit as
well as the lone spring and the lone dashpot experiences the same stress. In order
to ascertain the strain of the whole system ϵtot the individual strain components are
combined:

ϵtot(t) = σ(t)
κ0

+ ϵs(t) +
n∑

i=1

ϵi (t). (3.18)

Similarly to the model used in references [III, IV] this approach provides an exact
solution to the cladding creep behaviour at given stress with arbitrary time step.

For the simulations initial values for the internal strains ϵi are needed. In this work
an assumed value of ϵi(0) = 0 has been used unless otherwise specified. The validity
of this assumption will be discussed later.

3.2.2 Qualitative behaviour

The contribution of the anelastic strain component is demonstrated with an inves-
tigation of the qualitative behaviour of two models, a reference model with elastic
and creep components and the viscoelastic model with elastic, anelastic and creep
components. The former model corresponds in behaviour to the traditional strain
hardening models in situations where enough strain has been accumulated for the
primary creep to be fully developed. The anelastic component is modelled with a sin-
gle Kelvin unit yielding slow recoverable deformation, whereas the elastic and creep
components are the same in both models.

One technique for investigating the metal transient response is called stress dip
experiment (e.g. p. 67 of Ref. [8]). In the experiment, a load is first applied to a
sample until a steady strain rate is achieved. Then, the load is reduced for a while and
finally increased to its original value. According to Ref. [8], the sample deformation
appears to stop for a while at the load reduction before it starts to creep at the rate
corresponding to the reduced stress. After the subsequent increasing of the stress
the strain rate increases for a while before returning to the strain rate corresponding
to the applied stress. Models not taking the anelastic contribution into account do not
explain these observations but, as illustrated in Fig. 3.5a, the observed behaviour is
well in line with the one provided by the viscoelastic model.
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Figure 3.5. Qualitative behaviour of viscoelastic model as compared to a reference
model with purely elastic and creep components. The solid line denotes the vis-
coelastic model and the dashed line the reference model results. In the simulation
shown in the upper left plot (a), the sample stress has first been held until steady
state creep has been obtained. Then the stress is reduced for a while, and returned
to its original value. The viscoelastic model shows an apparent stop at stress dip,
and faster elongation at the return to stress. The upper right plot (b) features a
similar situation, but with the stress reduced to zero. The apparent deformation con-
tinues in the viscoelastic model, but will return to in line with the previously achieved
rate as is seen in several experiments [51, 83]. The lower left plot (c) features a
stress relaxation experiment where the elongation is reduced mid-experiment as per
Ref. [75]. The viscoelastic model shows in this particular case an increase in stress
as reported. In the lower right plot (d), the stress relaxation experiment ends with
a release of the sample, yielding σ = 0 at the last part of the plot. This causes a
viscoelastic deformation that is not seen if the sample deformation is assumed to
consist of solely elastic and plastic components.

Several authors of experimental papers [51, 83] describe issues encountered
when, during a creep experiment, the stress is reduced to zero while the sample
is still at the experimental temperatures. Limbäck and Andersson [51] describe the
need to quickly cool down the sample before the creep recovery sets in, and Kozar
et al. [83] measure the change in strain during the zero stress period. Fig. 3.5b
shows the difference between traditional and viscoelastic interpretation following a
prolonged zero stress period. It should be noted that it is common to clean up such
periods of zero stress from experimental results, as according to strain hardening
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rule they should not have any effect on the sample strain. However, this results in
fast dips in measured strain, which is subsequently recovered, as seen for instance in
Fig. 3 of Kozar et al. [83]. It should be noted that Harries [84] explained the observed
behaviour with anelastic strain component already in the 1970s.

Kapoor et al. [75] have performed stress relaxation experiments where they at-
tempted to expedite the acquisition of what they call remnant stress (stress remaining
after a long time from the beginning of the stress relaxation experiment) by stepwise
reduction of imposed elongation. They report observing on some occasions that af-
ter the elongation reduction the stress of the sample increases, contrary to what the
creep models would indicate. As demonstrated in the Fig. 3.5c this can be explained
by the viscoelastic properties of the material. The plot also shows that the addition of
an anelastic component to the mechanical model increases the rate of initial stress
relaxation.

Finally, the strain recovery annealing experiment is illustrated in Fig. 3.5d. While
the rate of stress relaxation depends on the assumed creep strain rate, one definite
viscoelastic effect can be demonstrated. At the end of the stress relaxation exper-
iment when the loading device is relaxed, i.e. no elongation is imposed and the
stress of the sample is at zero, the anelastic deformation continues if the elevated
temperature is maintained. Should the deformation be purely creep no deformation
should be seen after the load is removed. The same effect can be obtained with post
test annealing of the samples. Such observations of strain recovery annealing are
reported by Causey et al. [54] who describe them being anelastic in nature.

3.2.3 Validation cases

The cases investigated with the developed model were the in-pile experiments IFA-
585 (BWR segment) [III,13] and IFA-699 (Zircaloy-4 segment) [IV,14], and laboratory
experiments by Matsuo (creep response to transients) [III, 70] and Delobelle et al.
(stress relaxation) [V,52].

IFA-585 experiment featured a pre-irradiated BWR cladding tube that was pressur-
ized to several stress states, both compressive and tensile, while under irradi-
ation in the Halden research reactor. The cladding deformation was measured
with on-line diameter gauges which were calibrated to unpressurized reference
diameters on the end plugs. There was also a composite PWR rod in the test
but, as the diameter measurements were reported [10] to be anomalous rela-
tively early on in the experiment, it was not included in the analysis. The BWR
rod sample was irradiated prior to the Halden experiment in a commercial reac-
tor to a fast neutron dose of 6× 1021 n/cm2. Also, during the first experimental
cycle there were issues with rod pressurization which are not included in the
analysis. For the simulations it was assumed that the cladding had been con-
ditioned to the σeff = −52 MPa at t = 0, which was the planned effective stress
on the cladding in the initial cycle. The temperature of the cladding sample
varied between 575–595 K.
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IFA-699 investigated the creep of the Zircaloy-4, E110, M5 and M-MDA cladding
tube segments containing fuel pellets for a realistic temperature gradient. The
experiment was still on-going during the writing of the recently declassified
Halden Work Report HWR-882 [14], but at the time it had lasted for nearly
3000 full power hours and had subjected the cladding samples to hoop stress
levels of 0, -75, -50 and +30 MPa of hoop stress, with negative values indicating
compression and positive values tension. This was achieved by alternating the
segment internal pressure (to 18.2, 8.5, 11.6 and 22.7 MPa) while the external
pressure was at a steady 16.2 MPa, simulating PWR conditions. The model
was compared with the measurements of Zircaloy-4 segment. The mid-wall
cladding temperature was estimated to be approximately 625 K.

Matsuo performed several laboratory experiments investigating transient creep of
Zircaloy-4. For examining the Matsuo’s out-of-pile tests the experimental data
points were extracted from Figures 3, 4, 7 and 9 of Ref. [70]. The data details
creep behaviour during load increase from 77.9 MPa to 148.1 MPa of tensile
hoop stress, load drop from 156.9 MPa to 74.3 MPa of tensile hoop stress
and two series of load reversal steps alternating between tensile hoop stress
of 148 MPa and compressive hoop stress of 78 MPa. Cladding temperature
during these tests was 662.9–664.0 K.

Delobelle et al. [52] performed various experiments, including both creep and stress
relaxation, for Zircaloy-4 samples with two different experimental heat treat-
ments. As they performed both experiments using similar samples it was pos-
sible to use the creep experiment to determine the required material-dependent
coefficients for the viscoelastic model and use them to simulate the stress re-
laxation experiment. While Ref. [52] provides a wealth of experimental data,
most of it focuses on investigation of material anisotropy. Uniaxial data from
the publication was used. It concerned the experiments in the axial direction
for both the recrystallized (R) and the cold worked stress relieved (CWSR)
Zircaloy-4 at 623 K (350 ◦C). The data for creep experiment was taken from
Fig. 16 and for stress relaxation from Fig. 15 of Ref. [52]. All the experiments
discussed were performed at the same temperature. In the creep experiments
the stress was increased stepwise and the elongation measured. For the R
sample, the stress steps used were 125, 135, 150 and 170 MPa, and for the
CWSR sample 170, 250 and 300 MPa. In the stress relaxation experiments
the sample was deformed to a desired strain at the rate of 6.6 ·10−4s−1. Then
the strain was held constant for 48 hours and the stress measured. The strain
steps were 0.4 %, 0.8 %, 1.2 %, and 4 % for the R sample and 0.4 %, 0.8 %,
and 1.2 % for the CWSR sample.

Steady state creep rate, while not the focus of this work, has a strong effect on
the results as all the possible errors are compounded. Steady state creep rate is
also affected by material composition and the final heat treatment. As all the cases
investigated featured different samples and conditions, different steady state creep
models were used in the analyses.
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For the analysis of the IFA-585 and IFA-699, the FRAPCON-3.4’s steady state
correlation (Eqs. (3.7) and (3.8)) was used. There were uncertainties in the IFA-
585 test results [12], especially related to the effect of the different rates of oxide
layer growth between the sample and the end plugs and experimentally measured
secondary creep rate [13]. For the steady state creep it has been noted that IFA-585
experiment features very high secondary creep rates [13] compared to other creep
experiments such as those of Ref. [59]. This was also seen in the initial analysis.
For IFA-585 analysis the FRAPCON-3.4 correlation used for secondary creep rate
was multiplied by a factor of 2 in order to better match the experimental results.

For analysis of the Matsuo’s out-of-pile tests the secondary creep part was mod-
elled after the correlation by Matsuo (Eqs. (3.4)– (3.6)) multiplied by a factor of 1.25
for improved correspondence with experimental results. This was required by the
fact that Matsuo used e−

√
t time evolution of primary creep contrary to the e−t of the

SLS model. The former evolution features a long tail which was partially compen-
sated by the multiplication. As the correlation uses hoop stress as a driving force and
the experiment was reported using it, the hoop stress was used as a driving force in
the analysis.
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Figure 3.6. Steady state creep rate for R and CWSR claddings as a function of
applied stress. Lines represent model results and circles and squares values calcu-
lated from experimental data. Experimental data obtained from Fig. 16 of [52] and
simulated rates as per Eq. (3.19).

The analysis of the experiments by Delobelle et al. used a simple engineering
model for the modelling of the steady state creep:

ϵ̇s = F sinh(Gσ), (3.19)

where coefficients F = 4.5168 × 10−6, and G = 4.2416 × 10−7 for R sample and
F = 4.82×10−2 and G = 3.43×10−2 for CWSR sample are fitted to the steady state
creep data obtained from Fig. 16 of [52]. The resulting steady state creep rates are
displayed in Fig. 3.6. The use of a hyperbolic sine function is a common engineering
approximation used to cover both the low stress region below 100 MPa where ϵ̇ ∼ σ

44



Table 3.2. Model coefficients used to model the elastic and anelastic contributions
to the strain.

Cladding κ0 (MPa) κ1 (MPa) κ2 (MPa) τ1 (h) τ2 (h)
IFA-585 n = 1 N/A 5.2 × 105 – 100 –
IFA-699 n = 1 N/A 2.0 × 105 – 40 –
Matsuo n = 1 N/A 2.6 × 104 – 40 –
Delobelle R n = 0 3.9 × 104 – – – –
Delobelle R n = 1 3.9 × 104 2.52 × 104 – 26 –
Delobelle R n = 2 3.9 × 104 4.80 × 104 4.49 × 104 6.5 65
Delobelle CWSR n = 0 7.3 × 104 – – – –
Delobelle CWSR n = 1 7.3 × 104 2.08 × 105 – 24 –
Delobelle CWSR n = 2 7.3 × 104 4.40 × 105 3.03 × 105 8.0 80

and the high stress region where ϵ̇ ∼ σ5 [85,86]. Delobelle et al.’s experiments were
performed in the axial direction, so axial stress was used.

Table 3.2 lists the coefficients used in the anelastic part of the model. The model
used in IFA-585, IFA-699 and Matsuo investigations corresponds to the viscoelastic
model with n = 1. Originally the coefficients to IFA-585 and Matsuo cases were ob-
tained by estimating the fitting visually [III]. For IFA-699 the time constant used in the
Matsuo experiments was considered adequate [IV]. For the Delobelle experiments
the κi and τi were fitted with Matlab minimization routine to the initial creep step,
and in the n = 2 case it was assumed that τ2 = 10τ1 [V]. Elastic response, repre-
sented by κ0, was not used in the analysis of the Halden and Matsuo experiments.
The data used for the Halden experiments had been processed and the elastic con-
tribution had been removed. The experimental procedure used by Matsuo, where
the measurements were performed outside the furnace, also does not measure the
elastic strain. Original papers on IFA-585, IFA-699 and Matsuo experiments [III, IV]
used C as a correlation between stress and observed primary creep. This has been
converted to the format presented in this work with relation C = κ−1

1 .

3.3 Results

3.3.1 In-pile creep

The comparison between the simulated and measured strain, together with the ap-
plied effective stress for IFA-585 experiment, is shown in Fig. 3.7. The mid-wall
effective stress with positive values signifying tension and negative values compres-
sion is also shown in Fig. 3.7. The match between the experiment and the simulation
is good, especially at the beginning of the experiment. However, errors, mostly due
to the uncertainties in the secondary creep rate, compound during the simulation.
In Fig. 3.8 only the initial strain after each stress step is shown and the plotting of
the strain at the beginning of each stress step is shifted to zero. The results show
excellent agreement between the simulated and measured behaviour. Thus it can
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be argued that the error seen in Fig. 3.7 is mostly due to the uncertainty in the ap-
parent secondary creep rate, and that the creep response to stress reversal can be
modelled using the viscoelastic model.
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Figure 3.7. IFA-585 BWR experiment (circles) and simulated behaviour (line). The
applied stress history is displayed in the bottom plot.
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For IFA-699 Zircaloy-4 experiment the measured values are shown as dots and
the base simulation as a solid line in Fig. 3.9. The measured values in Fig. 3.9
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Figure 3.9. Creep of Zircaloy-4 segment in IFA-699 experiment, with measure-
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consistently trend toward the positive (or tensile, outward) direction. An oxide growth
contribution was included to the simulations according to Eq. (3.20) [87]

w = Ke− Qo
RT t1.02474 (3.20)

where assuming a constant temperature, w is the formed oxide layer thickness in
µm, K = 23663.76 µm · h−1, Qo/R = 8645.4 K is the activation energy for the oxide
formation, T = 625 K is the interaction layer temperature and t is time in hours. As
the oxidation replaces metal with less dense oxide, the net effect is the increase of
the apparent diameter by a fraction of one third of the oxide layer thickness. The
creep with oxide layer contribution is shown with a dashed line in Fig. 3.9. This case
would represent a situation where the Zircaloy-4 segment is heated by the fuel inside
and thus oxidises faster than the measurement calibration piece which was assumed
to be at coolant temperature (approximately 50 K lower than the test sample). The
oxide layer equation employed is a simple formula fitted to publicly available post-
irradiation data for PWR fuels with Zircaloy-4 cladding, and as such caution should
be used when utilizing it for samples in Halden flask conditions.

3.3.2 Out-of-pile behaviour

The results of the simulations of Matsuo experiments are shown in Figures 3.10a–d
as the baseline line. While for Fig. 3.10a the match is good, the experiments with load
reversals, depicted in Figures 3.10c and 3.10d, demonstrate the need for additional
assumptions. The transient creep during the subsequent stress steps was clearly
smaller than during the initial primary creep stage. Matsuo uses in his work [70] a
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concept of creep hardening surface. In the viscoelastic model similar improvement
can be achieved by assuming that there are hardening processes which double the
value of κi after the first transient, simulating traditional primary creep. With such an
assumption, simulation results according to the hardening line in Figs. 3.10a–d were
achieved.

Figure 3.10a shows the results of a test where the hoop stress was first set σh =
77.9 MPa and then increased to σh = 148.1 MPa. The match between the experiment
and simulation is good, and here the effect of the hardening is not overly clear. It
should be noted that this kind of experiment where the stress is increased is where
the strain hardening rule provides good results.
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Figure 3.10. Simulated (lines) and experimental (circles) cladding response to a)
step stress increase, b) step stress decrease, c) series of stress reversals and d)
series of stress reversals. Experimental data from Figures 3, 4, 7 and 9 of Ref. [70].

Figure 3.10b shows the results of a test where the hoop stress was first set σh =
156.9 MPa and then reduced to σh = 74.3 MPa. Matsuo notes that "a certain amount
of strain recovery is observed just after the load drop" [70] which is also shown by
the viscoelastic model. The strain recovery phenomenon is documented also by
Murty [53]. The discrepancy between the simulation and the experiment can be
mostly attributed to a slightly too low secondary creep rate.
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Figures 3.10c and 3.10d show the results of two experiments where the load was
alternated between tension (σh = 148.1 MPa) and compression (σh = −78.0 MPa).
Here the need for assuming some hardening behaviour in primary creep is evident.
The match between the experiment and simulation is good, therefore demonstrating
the applicability of the model in load reversal situations also for out-of-pile condi-
tions. The need for the hardening assumption which was not needed in the IFA-585
and IFA-699 analysis raises a question whether the Zirconium alloy primary creep
behaviour during in-pile and out-of-pile experiments are equivalent.

The simulations of the Delobelle et al. creep and stress relaxation experiments
are shown in Fig. 3.11 for R samples and in Fig. 3.12 for the CWSR samples. The
simulations are performed with models with 0, 1 and 2 Kelvin units. The model with 0
Kelvin units is shown only for the stress relaxation plot, where it represents the tradi-
tional strain hardening law model in stress relaxation, as discussed in Section 3.1.3.
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Figure 3.11. Creep and relaxation of R samples. Comparison between the experi-
mental data (circles) and simulations with model with a different number n of Kelvin
units. n = 0 represents the pure elastic and creep deformation.

3.4 Discussion

The anelastic contribution to cladding mechanical behaviour has been investigated
and accounted for in some models in the 1970s and 1980s [53, 54, 84, 88]. How-
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Figure 3.12. Creep and relaxation of CWSR samples. Comparison between the
experimental data (circles) and simulations with model with a different number n of
Kelvin units. n = 0 represents the pure elastic and creep deformation.

ever, later on it has been neglected [9, 51, 52, 70], either implicitly or explicitly, and
several experimentally observed cladding transient responses have remained unex-
plained. In this work a viscoelastic model assuming the separation of the permanent
and the anelastic deformations was constructed. The viscoelastic model is able to
provide a qualitative interpretation of the observations on the cladding response to
transient stresses such as load drops, creep reversal and stress relaxation. In sce-
narios where a commonly used strain hardening rule is known to work, such as stress
increases, the viscoelastic model behaves similarly to strain hardening models. The
observed time evolution of the primary creep can be explained by various concurrent
processes operating at different time scales and approximated by a series of relax-
ation processes. The model can be used to simulate various creep experiments
performed both in laboratory conditions and in-pile. The model is self-consistent in
the sense that the creep and stress relaxation are simulated with the single model,
and a model fitted to the results of one type of experiment can in principle used to
simulate also other kinds of situations.

The major difference of the model presented in this work to the conventional ap-
proach is the separation of the anelastic component from the permanent creep defor-
mation. The anelastic component is modelled with Kelvin units, an approach which
is known to be able to model the behaviour of various substances for small defor-
mations. As this limitation is also inherent in the 1D approach for cladding modelling
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in engineering level codes, it should not reduce the usability domain of the fuel be-
haviour codes. The successful replication of the IFA-585 and IFA-699 results by the
model (Figs. 3.8 and 3.9) demonstrates the validity of the chosen approach.

Figures 3.11 and 3.12 show that by including Kelvin units the stress relaxation
modelling is also improved. While the creep results with the model without anelastic
contribution (n = 0) would not represent traditional models, as there is no primary
creep contribution, with the stress relaxation it provides the results corresponding to
the use of strain hardening rule. Increasing the number of Kelvin units enhances
the correspondence between the measurements and the simulation results. This is
especially noticeable in the stress relaxation of the R sample in Fig. 3.11. However,
the stress relaxation experiments also demonstrate the current shortcomings of the
model. The stresses, especially the maximum ones, are generally overestimated.
The time evolution of the model, while qualitatively correct, is still somewhat too
slow.

The comparison of Figures 3.11 and 3.12 demonstrates that the creep strength
of the material also has an effect on whether taking viscoelastic effects into account
is necessary. The viscoelastic contribution to creep resistant CWSR specimen is
small, and this shows in the stress relaxation experiment. On the other hand, in the
soft R specimen the viscoelastic contribution is visible in both the creep and stress
relaxation experiments.

3.4.1 Case comparison

When comparing the values for κi and τi tabulated in Table 3.2, a rough grouping of
the samples should be done. Model coefficients were fitted for long-time evolution
for the first three experiments, so Delobelle n = 2 τ2 should be compared to their
τ1s. Correspondingly Delobelle n = 1 κ1s denotes the anelastic elongation and is
compared to the κ1s of the other experiments. The samples in IFA-699, Matsuo’s
experiments and Delobelle et al.’s experiments were Zircaloy-4, although the last one
featured two different heat treatments. The IFA-585 segment investigated here was
Zircaloy-2, which has a heat treatment that hardens it. In effect, Delobelle CWSR
and IFA-585 have a hardening treatment whereas rest of the samples do not.

The hardening treatment is obvious in the model coefficients. For time constants,
Delobelle CWSR is close to the IFA-585, whereas the Matsuo (and by extension
IFA-699) and Delobelle R feature a faster time evolution. Softer material deforms
more, as shown by the lower κ1s of Zircaloy-4 materials. Comparing laboratory and
in-pile experiments, the time constants appear similar; however, based on the κ1s
it would appear that the anelastic strain is smaller for in-pile experiments. Causey
et al. [54] show that the opposite is true: anelastic strain obtained in-pile should be
larger than the strain in laboratory conditions. There are several probable causes for
the difference: The experiment of Delobelle et al. was in the axial direction, others
measured diameter change in internally pressurized tubes. The coefficients are fitted
to general stress in Halden cases and to hoop stress in Matsuo’s cases. And, what
is more, Halden data was preprocessed to remove the elastic strain, and it may be
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that some of the anelastic contribution was also removed in the process.

3.4.2 Validity range for the model

The temperature range investigated was 575–625 K for in-pile and 623–664 K for
laboratory experiments, whereas the stress ranged between compressive 78 MPa
and tensile 148 MPa in creep experiments. In this range, which corresponds to reac-
tor operating conditions, the model performed well. The stress relaxation experiment
featured higher stresses and, as discussed above, indicates that additional models
are needed for simulation of high stress and high strain rate scenarios. According to
Lucas and Pelloux [9], the strain hardening rule fails at 400 ◦C (673 K), which they
attribute to defect annealing. Was states, on the other hand, that for Zirconium al-
loys the temperature range between 175–523 ◦C (448–796 K) is an athermal region
where in-reactor creep is independent of temperature (p. 754 of [49]). Causey et al.
also note that the proportion of recovered strain fraction in post experiment anneal-
ing is similar between the irradiated and non-irradiated samples up to 720 K [54].
At higher temperatures no additional strain is recovered for non-irradiated samples
whereas the increased recovery continues to 770 K for irradiated samples.

One explanation for the behaviour reported by Lucas and Pelloux is that they
try to fit their observations to strain hardening rule. The temperature increase to
400 ◦C was the last in the series and, according to the strain hardening rule, the
previously accumulated strain would diminish the effect of the change in the condi-
tions. Therefore the anomalous behaviour they reported may have been the result
of using a wrong model for interpretation. However, the observed creep behaviour
should not be extrapolated to and above 400 ◦C without further data on transient
creep behaviour at those temperatures.

3.4.3 Model uncertainties

The viscoelastic model predictions shown previously have required some case by
case adjustments. These adjustments may either be reasonable or the result of a
non-physical model. The sources of uncertainty include:

Material properties are influenced by composition and heat treatment, which vary
in investigated segments.

Empirical models must be individually tuned for each material.
Missing models especially relating to fast deformation observed in stress relax-

ation cases.
Simplified models such as describing the thick-walled tube with wall centre prop-

erties are commonly used.
As-fabricated condition of the cladding will affect the initial observed primary

creep.
Determination of the steady state creep rate contains several uncertainties. The

steady state creep model affects the results, especially in the later periods of
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the experiments as possible errors accumulate.
Experimental procedures differ across the experiments, and as literature data has

been relied on there is no control over the procedures in this work.
In- and ex-pile behaviour may differ both quantitatively and qualitatively.

Several of these are discussed in detail in the following.

3.4.4 Fast deformation

In stress relaxation experiments the maximum stresses are encountered when the
strain has reached the target value. They are overestimated by the viscoelastic
model as well as the model used by the authors of the original experimental pa-
per [52]. The peak stress given by the model is dominated by the elastic modulus of
the material. Delobelle et al. [52] assume the reason is that the experiment reaches
the plastic instability region of the sample materials, meaning that during the impos-
ing of the strain the sample plastically deforms. This is probable as the strain rate
is high enough to require very fast relaxation processes if the instantaneous plastic
deformation is ruled out.

The modelling of especially the R specimen could be improved by using higher n to
simulate a larger range of time dependent processes. However, as the data available
are just a few points, increasing n would potentially result in overfitting. Also, it should
be noted that the current implementation presented in Eqs. (3.15) to (3.17) requires
the use of time steps shorter than the smallest τi in the stress relaxation simulations.
This limits the n to be used in an actual fuel behaviour application.

Further model development would be required for the modelling of fast deforma-
tion. Ideally, the model would be based on a comprehensive data set of experimental
data on samples used also for creep and stress relaxation experiments.

3.4.5 Behaviour in- and ex-pile

The few correlation based creep models that take anelastic deformation into account
also keep the traditional primary creep included in the formulation. Murty and Yoon
add an anelastic component to the usual elastic and creep components [53], thus
indicating that a part of the transient deformation is due to delayed elasticity. Matsuo
proposes hardening surfaces [70] which are effectively similar. In contrast to these,
the whole of transient deformation is explained by anelastic component in the model
developed in this work. The reason for this difference might be the difference in in-
and ex-pile behaviour. Murty investigates cladding creep in out-of-pile experiments
and, as shown in Figs. 3.10c and 3.10d, it could be that the in-pile creep differs
quantitatively from out-of-pile creep. However, an alternative explanation would be
in the initial as manufactured condition of the cladding and different experimental
procedures.

In-pile experiments are expensive and the test rigs, once inserted in the reactor,
need to be committed for the duration of the reactor cycle. Therefore, the operation
of the testing device is ensured prior to the actual experiment. This is achieved with
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pre-experiment tests, which include tests at experimental temperatures. According
to the strain hardening rule and common understanding of the creep phenomena, if
there is no stress the cladding should not strain. However, should the cladding be
pre-stressed by the manufacturing processes, this pre-experiment testing period at
zero stress would condition the cladding. Such care would not be needed in labo-
ratory experiments, which can be aborted if there is a problem with the test device.
Therefore the effect of manufacturing processes could be seen in laboratory experi-
ments.

The work of Garzarolli et al. [56] provides insight into the issue of cladding initial
condition. They irradiated several closed end tube samples with different internal
pressures at guide tubes of fuel assemblies at commercial reactors. According to
their findings, the primary creep is stronger in the tensile direction and actually quite
small in compression. This was an in-pile experiment, and, according to the obser-
vations from the Halden experiments, the primary creep should be similar in both
directions. Interpreted with the viscoelastic model presented in this work, there is
one possible explanation: the manufacturing processes condition the cladding to
non-zero initial stress conditions, which are seen in laboratory experiments but are
annealed out by the pre-experiment testing procedures in Halden. Residual stresses
from manufacturing processes have been observed at microscopic level [89], but
their macroscopic effects are to be determined.

3.4.6 Steady state creep rate

The selection of the steady state creep model does affect the results obtained. In
addition to the uncertainties inherent in the effects of fabrication of different samples,
there are several unresolved issues:

The driving force for the creep. Most of the experiments report the cladding hoop
stress (e.g. [50, 51, 70]), whereas according to Geelhood [69] using effective
stress would yield identical behaviour at compression and tension, and accord-
ing to Foster and Baranwal [90] the deviatoric component of the hoop stress
would be the driving force for the creep.

The effect of differing oxide formation rates. Varying oxide formation rates may
affect the measurements as the oxide is less dense than the metal it replaces.
This is especially relevant in the Halden experiments where the diameter mea-
surement uses separate reference parts [13, 14]. Contrary to unfuelled IFA-
585, the IFA-699 featured segments with fuel pellets that potentially increased
the cladding temperature above that of the reference sample.

The effects of irradiation growth in in-pile experiments. In many cladding tubes
the irradiation growth both increases the length of the pipes and conserves
volume [49,56]. This leads to a constant rate change in diameter during irradi-
ation, with the rate and direction depending on the cladding texture, cold work
and the final heat treatment.
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The possible strength differential of Zirconium alloys. There is a strength differ-
ential in tensile and compressive directions arising from the hexagonal close
packed crystal structure [66]. This strength differential is observed in high
stress situation and is attributed to twinning; however, whether it affects the
creep behaviour is not clear.
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4. Conclusions and future prospects

Nuclear fuel provides the first two safety barriers to prevent the spread of radionu-
clides: the fuel pellet matrix and the cladding tube. Therefore, using the correct
tools to analyze the state of the fuel under irradiation is important. This thesis ad-
dressed two topics of fuel behaviour modelling. The first, discussed in Chapter 2,
was the treatment of uncertainty and sensitivity in dedicated fuel behaviour codes
and the propagation of the results to the other reactor analysis expert codes. The
second topic, discussed in Chapter 3, was the modelling of the cladding response to
changing stresses.

The focus of the uncertainty and sensitivity analysis was the sensitivity of gap
conductance to the uncertainty of the input. It was shown in the Publication [I] that
the input interactions yield a meaningful amount of the total resulting uncertainty.
This is important as the gap conductance both affects fuel behaviour and varies 10-
fold during the rod reactor life. In order to correctly represent these uncertainties
stemming from fuel behaviour in other codes a development of fuel module FINIX
was initiated. The initial development and first results of implementation to Serpent
and TRAB-3D codes were presented in Publication [II].

The uncertainty and sensitivity analysis can be expanded in two directions. The
current work consists of an analysis of a steady state code, and the logical extension
is a similar work on transient code such as FRAPTRAN-1.5. Not only stand-alone
uncertainty and sensitivity analysis should be performed, but also the propagation
of the uncertainties from the steady state initialization should be studied. The other
direction is methodological, as the variance decomposition method still deals with
means and variances. There are situations such as a nearly closed gas gap where
the outputs are not neatly represented by such a presentation. The whole concept
of propagating uncertainties through the reactor calculation chain requires work as
the various fields do not use equivalent methods and models. FINIX development
consists of both improvement to internal structures and addition of new models to
take account of e.g. ballooning during LOCA scenarios.

The development of the cladding mechanical response model was described in
Chapter 3. The deformation under stress was discussed and the relevant processes
outlined. Currently in engineering applications correlations fitted to experiments are
used in place of more mechanistic models. Most of the cladding creep correlations
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use strain hardening rule to take changing conditions into account, and have dif-
ficulties in dealing with load drop and reversal situations. In Publication [III] a phe-
nomenological model was constructed to describe cladding transient behaviour. The
cladding model was then reformulated using tools of the viscoelastic theory in Pub-
lications [IV, V]. The final model is capable of reproducing the observed cladding
behaviour in in-pile and laboratory creep experiments as well as the results of the
stress relaxation experiment.

Future development of the viscoelastic model include investigation of the cladding
as-manufactured state to its initial strain behaviour and inclusion of explicit tem-
perature and irradiation effects to the model. As discussed in Section 3.4 the as-
manufactured state may affect the observed primary creep, and therefore explain at
least in part the discrepancy between in-pile and laboratory experiments. In order
for the model to be implemented in a fuel behaviour code the effect of temperature
needs to be accounted for. This may prove challenging as the temperature effect has
been assumed to follow the strain hardening rule and as a consequence few experi-
ments with changing temperature have been published. The effect of the irradiation
should also be included by an addition of an explicit fast flux term to the model. This
would require experimental data of cladding behaviour under wide variety of neutron
fluxes.

The viscoelastic model has been developed based on published experimental
data. The experiments investigated samples with different compositions and heat
treatments, and were based on the premise of strain hardening transient behaviour.
Therefore, a focused experimental campaign designed based on the understanding
accumulated in this work would provide essential information on transient behaviour
of Zirconium alloys.
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Uncertainty  and  sensitivity  analysis  of modeled  nuclear  fuel  behavior  is performed.
Burnup  dependency  of  the uncertainties  and  sensitivities  is  characterized.
Input  interactions  significantly  increase  output  uncertainties  for irradiated  fuel.
Identification  of  uncertainty  sources  is greatly  improved  with  higher  order  methods.
Results  stress  the  importance  of  using  methods  that  take  interactions  into  account.
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a  b  s  t  r  a  c  t

The  propagation  of uncertainties  in  a PWR  fuel  rod  under  steady-state  irradiation  is analyzed  by  com-
putational  means.  A hypothetical  steady-state  scenario  of the  Three  Mile  Island  1  reactor  fuel  rod  is
modeled  with  the  fuel  performance  FRAPCON,  using  realistic  input  uncertainties  for  the  fabrication  and
model  parameters,  boundary  conditions  and  material  properties.  The uncertainty  and  sensitivity  analysis
is performed  by extensive  Monte  Carlo  sampling  of  the  inputs’  probability  distribution  and  by applying
correlation  coefficient  and  Sobol’  variance  decomposition  analyses.  The  latter  includes  evaluation  of  the
second  order  and  total  effect  sensitivity  indices,  allowing  the study  of interactions  between  input  vari-
ables.  The  results  show  that  the  interactions  play  a large  role in the  propagation  of  uncertainties,  and
first  order  methods  such  as the  correlation  coefficient  analyses  are  in  general  insufficient  for  sensitivity
analysis  of the  fuel  rod. Significant  improvement  over the first  order  methods  can  be  achieved  by using
higher  order  methods.  The  results  also  show  that both  the  magnitude  of  the  uncertainties  and  their  prop-
agation  depends  not  only  on  the output  in question,  but also  on  burnup.  The  latter  is due  to onset  of
new  phenomena  (such  as the  fission  gas  release)  and the  gradual  closure  of the  pellet-cladding  gap  with

increasing  burnup.  Increasing  burnup  also  affects  the  importance  of input  interactions.  Interaction  effects
are typically  highest  in the moderate  burnup  (of the  order  of  10–40  MWd/kgU)  regime,  which  covers  a
large  portion  of  the operating  regime  of  typical  nuclear  power  plants.  The  results  highlight  the  impor-
tance  of using  appropriate  methods  that  can  account  for  input  interactions  in the  sensitivity  analysis  of
the fuel  rod  behavior.

© 2014  Elsevier  B.V.  All  rights  reserved.
. Introduction

The nuclear fuel rod of a light-water reactor consists of an oxide
uel pellet stack enclosed inside a metallic cladding tube. The pel-

et stack is held in place by a spring and the rod is pressurized

ith heat-conducting gas, facilitating heat transfer across the gap
etween the pellets and the cladding. Analysis of the fuel rod’s

∗ Corresponding author. Tel.: +358 40 659 2130; fax: +358 20 722 5000.
E-mail address: timo.ikonen@vtt.fi (T. Ikonen).

ttp://dx.doi.org/10.1016/j.nucengdes.2014.05.015
029-5493/© 2014 Elsevier B.V. All rights reserved.
behavior under irradiation in a nuclear reactor involves solving
the transfer of heat from the pellet into the surrounding coolant
through the gap and the cladding, the mechanical response of
the pellet and the cladding to thermal and mechanical stresses,
the irradiation-induced changes in materials, and the release of
gaseous fission products into the gas gap. All the phenomena are
interconnected, constituting an extremely complex system with

rich behavior in different operating regimes and strong dependency
on burnup (Bailly et al., 1999; Cacuci, 2010).

The system can be modeled numerically with dedicated fuel
performance codes, which traditionally focus either on the steady
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tate irradiation or the simulation of transient scenarios. In both
ases, one of the main purposes of numerical modeling is to provide
nderstanding on how the individual phenomena interact and
reate the overall response of the rod to external conditions. An
mportant aspect of such a study is the acquisition of detailed data
hat can be used to ensure that the rod performs within the safety
nd regulatory guidelines, and also to guide in revising the safety
egulations (Rashid et al., 2011).

There are several sources of uncertainty in fuel performance
nalysis. The rod’s fabrication parameters, experimentally deter-
ined material properties and system parameters are never

recise, but introduce various amounts of uncertainties into the
ystem. These are propagated to model outputs such as the fuel
enterline temperature, internal pressure and gap conductance. To
nsure safe operation of the fuel rod, these uncertainties must be
aken into account, either by conservative analysis or best estimate
nalysis accompanied by evaluation of the related uncertainties.
n best estimate analysis quantifying both the magnitude and the
ource of the output uncertainties is necessary. The latter involves
etermining the contribution of the uncertainty of each model

nput to the overall output uncertainty, and is called sensitivity
nalysis.

Sensitivity analysis in nuclear engineering has recently concen-
rated mostly on the reactor physics and neutronics and, on the
ther hand, on thermal hydraulic modeling. Sensitivity analysis of
he fuel behavior models has received considerably less attention,
lthough it is known that uncertainties related to fuel modeling
an be significant and may  also have broader impact on the ther-
al  hydraulics and neutronics modeling (Christensen et al., 1981;
ilderman and Was, 1984; Syrjälahti, 2006; Boulore et al., 2012).

n addition, most studies focus on the direct (first-order) effects of
he input on the model output. A common approach is to evaluate,
.g., the Spearman correlation coefficients or the first-order Sobol’
ndices from the model output (Boulore et al., 2012; Glaeser, 2008),

hich neglect the higher order interactions between the input vari-
bles. However, for a complex system such as the fuel rod (Rashid
t al., 2011), these interactions can play a major role in the overall
utput uncertainties, and should not be neglected a priori (Saltelli
t al., 2008).

In this paper, we investigate the role of input interactions in the
ncertainty and sensitivity analysis of the nuclear fuel rod. For this
urpose, we use the FRAPCON fuel performance code (Geelhood
t al., 2011a,b) and perform statistical analysis of the code’s output
y evaluating both the conventionally used Spearman correlation
oefficients (Draper and Smith, 1998; Kvam and Vidakovic, 2007)
nd the Sobol’ sensitivity indices (Saltelli et al., 2008; Sobol’, 1993).
e consider a steady state scenario, and focus on identifying the
ajor sources of uncertainties, characterizing interactions between

nputs and their dependencies on burnup. Since the initial states of
ransient calculations with non-fresh fuel are usually generated by
uch steady state simulations, our results have direct relevance for
ransient analyses also.

The structure of the paper is as follows. In Section 2, we dis-
uss the fuel performance code FRAPCON-3.4 used in the analysis
f the scenario, and in Section 3 we describe the statistical analy-
is methods. The specifications of the modeled scenario and the
nput uncertainties are given in Section 4. In Section 5, we first
how the best estimate plus uncertainty results of the scenario.
hen, we illustrate how the data can be analyzed with the conven-
ional methods and show that such an analysis remains incomplete
n most cases. In Section 5.4, we repeat the analysis using the
obol’ variance decomposition method. We  show that the variance

ecomposition analysis gives a consistent and much more com-
lete picture of the system’s response to the input uncertainties.
ccording to the analysis, the shortcomings of the Spearman cor-
elation method are due to non-additive interactions between the
 and Design 275 (2014) 229–241

input variables. These produce uncertainties, whose source can be
identified only with higher order methods such as the variance
decomposition. We  also compare the quantitative effectiveness of
the variance decomposition to the Spearman correlation method,
showing significant improvement. Using the evaluated total effects,
we rank the input uncertainties with respect to their overall impor-
tance. We  summarize the results of the paper in Section 6.

2. The fuel performance code FRAPCON

The fuel performance model used in this study is the FRAPCON-
3.4 code that is maintained by the Pacific Northwest National
Laboratory (Geelhood et al., 2011a,b). FRAPCON is a deterministic
fuel performance code that calculates the steady-state response of
light-water reactor fuel rods during long-term burn-up. Boundary
conditions such as the power history and the coolant properties, in
addition to the rod fabrication parameters, are supplied as input.
The output of the code comprises several observables, including
the fuel and cladding temperature distributions in the radial and
axial directions, mechanical deformations of the pellet and the
cladding, internal pressure, gap conductance, and so on. The phys-
ical phenomena described in the code include heat conduction
through the fuel, gap and cladding into the coolant, fuel densifica-
tion and swelling, cladding elastic and plastic deformations, fission
gas release and cladding oxidation. The thermal and mechanical
solutions are strongly coupled through the gap conductance, which
is a function of, for example, pellet and cladding dimensions, and
has a strong influence on the radial heat conduction. In addition
to the gap conductance, the different submodels become inter-
connected via phenomena such as the fission gas release, which
influences both the thermal and mechanical solutions through gap
conductance and pressure and is itself affected by the fuel temper-
ature.

The strong coupling between the different phenomena imply
that the model is highly nonlinear and interactions between input
variables are very likely. To analyze the output of such a model, we
use the statistical methods described in Section 3, which involve
Monte Carlo sampling of the input variables from given probability
distributions. As FRAPCON is a deterministic code (one input pro-
ducing exactly one deterministic solution), the sampling of input
variables has to be done by external means. For this purpose we
have developed a Python script that performs the sampling using
methods discussed in Section 3 and generates the FRAPCON input
files (Ikonen, 2012). The code is then run and the results post-
processed on a Linux cluster.

3. Statistical analysis methods

3.1. General considerations

A fuel performance code is typically very complex, with dozens
of input variables and several output observables of interest. In
the analysis of such a complex system, determining the propaga-
tion of uncertainties from input to output can be a delicate task.
Numerous alternative methods of uncertainty and sensitivity anal-
ysis exist, each having their advantages and disadvantages. Two
ways to group different methods is to distinguish between deter-
ministic and statistical methods, and local and global sensitivity
analysis (Saltelli et al., 2008; Ionescu-Bujor and Cacuci, 2004; Cacuci
and Ionescu-Bujor, 2004).

With deterministic methods, one estimates the response of the

model output to the changes in the value of an input variable either
by analytical means, or by deterministic sampling of individual val-
ues. With statistical methods, on the other hand, one samples the
values of the input variables from a distribution and calculates the
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esponse (output) of the model for each sampled value. The distri-
ution of the output can then be analyzed with various statistical
ethods. Most of the deterministic methods are also local, meaning

hat the sensitivity of the output is measured in the neighborhood
f a single point in the input variable space, typically varying only
ne variable at a time. With global sensitivity analysis one varies
ll the input variables at once, solving the model for each sampled
ombination of the variables.

For the purposes of this study, analytical and deterministic
ethods seem impractical. This is both due to the mathematical

omplexity of the system that is being studied, and the amount of
abor that would be necessary in implementing analytical meth-
ds into a fuel performance code. However, since the code is very
ast computationally (taking only a few seconds per model evalua-
ion), evaluating the uncertainties and sensitivities by statistical
ampling is efficient. In addition, we focus on global instead of
ocal analysis methods, because they are better suited for describ-
ng the interactions between different input variables (Saltelli and
nnoni, 2010). Specifically, the analysis is done using the Spear-
an  correlation coefficients (Draper and Smith, 1998; Kvam and
idakovic, 2007) and Sobol’ variance decomposition (Sobol’, 1993;
altelli, 2002; Glen and Isaacs, 2012). The former represents a more
tandard method of sensitivity analysis in the nuclear engineering
eld, while the latter is a more advanced method that has recently
sserted itself among practitioners of sensitivity analysis (see, e.g.
altelli et al., 2010 and references therein).

Before describing the methods in detail, we start by defining the
roblem and the associated notations.

.2. Preliminaries and problem definition

A model of a complex system can be represented as a mapping
 = f(X), where Y is the output and X = [X1, X2, . . .,  Xk−1, Xk] is the
ector of k input variables. Without any loss of generality, we may
estrict our discussion to the case of a single output, Y. The uncertain
alue of each variable Xi is characterized by a probability distribu-
ion Pi(Xi), from which one can obtain the mean �i and the variance
2
i

of Xi. Here, we only consider distributions with finite �i and �2
i

.
n principle, the elements of X can be correlated, but in this work

e consider the inputs of a fuel performance code uncorrelated.
ence, we will restrict our analysis to the case where the elements
f X are independent.

In addition to determining the uncertainty in Y that arises from
he uncertainty of X, we wish to establish how the uncertainty of
ach variable Xi contributes to the uncertainty of Y. Specifically, our
oal is to find the proportion of the uncertainty (variance) of Y that is
xplained by the uncertainty (variance) of Xi. Moreover, we wish to
ook at interactions, that is, the effect of changing more than one
ariable simultaneously. To do this, we first need to make a few
ormal definitions.

First, let us quantify the effect of changing just one variable, Xi.
he linearized response in Y to the change in Xi is given by the par-
ial derivative ∂Y

∂Xi
. However, the derivative alone does not take into

ccount the uncertainty of different input variables: if the func-
ional form of f is the same for Xi and Xj, the derivative will be the
ame regardless of the magnitude of �i or �j. However, the vari-
ble with the larger variance will cause a larger uncertainty in the
utput. Therefore, it is more practical to consider as a sensitivity
easure the standard-deviation-normalized derivative

lin �i ∂Y

i =

�Y ∂Xi

. (1)

ere �Y denotes to standard deviation of Y and the superscript ‘lin’
n rlin

i
implies that this is a linearized sensitivity measure.
 and Design 275 (2014) 229–241 231

In practice, the derivative in Eq. (1) is evaluated numerically
from a sample of size N by fitting. For linear regression, it can
be shown that the least-squares-estimated angular coefficient b̂
is related to the covariance cov(Xi, Y) of the variables Xi and Y as
follows (Draper and Smith, 1998)

�i

�Y
b̂ = cov(Xi, Y)

�i�Y
≡ Ri. (2)

The quantity Ri is the Pearson correlation coefficient. For a linear
model, Ri is the statistical equivalent of the normalized derivative
of Eq. (1). In addition, it can be shown that the square of Ri can be
written as the ratio of the variance of the regression-fitted values
and the variance of the original data (Draper and Smith, 1998). Thus,
R2

i
is the proportion of variance explained by a linear function of Xi.
As a sensitivity measure, R2

i
is very limited. It can give a complete

description of the propagation of uncertainties from X to Y only for
a linear and additive systems. (A system is linear, if the function f is
linear, and additive, if f can be written as a sum in which each term
only depends on one variable Xi.) In such case, the sum

∑k
i R2

i
= 1.

However, if the system is nonlinear or non-additive, a linear sen-
sitivity measure can explain only part of the uncertainty of Y, so
that

∑k
i R2

i
< 1. For this reason, improved sensitivity measures are

needed to analyze nonlinear models.

3.3. Spearman correlation coefficients

A widely used extension of the Pearson Ri to nonlinear mono-
tonic functions is the Spearman rank correlation coefficient �i
(Draper and Smith, 1998; Kvam and Vidakovic, 2007). The corre-
sponding sensitivity measure �2

i
has been widely used to classify

correlations in data, also in nuclear engineering. It is also one of the
GRS recommended methods of uncertainty and sensitivity analysis
(Glaeser, 2008).

Mathematically, the Spearman �i is a linear correlation calcu-
lated for ranks, not the data itself. To obtain the ranks xi and y, the
realizations of the variables Xi and Y are arranged into ascending
order and assigned values from 1 to N. The correlation coefficient
�i is then calculated as (Kvam and Vidakovic, 2007)

�i = cov(xi, y)
�xi

�y
. (3)

The rank correlation coefficient �i can be used in the same man-
ner as the Pearson Ri to obtain the sensitivity of the output Y to
the input variables Xi, with �2

i
giving an estimate of the contribu-

tion of the ith variable to the variance of Y. On nonlinear systems,
the rank correlation method performs considerably better than the
linear regression method. However, due to its construction, its abil-
ity to describe non-monotonic or non-additive models is limited
(Sallaberry and Helton, 2006). For instance, for the simplest possi-
ble non-additive function Y = f(X1, X2) = X1X2, with X1 and X2 normal
and �1 = �2 = 0, one has the correlation coefficients �1 = �2 = 0, leav-
ing all of the model’s variance unexplained. In a fuel performance
code, where such interactions between different input variables are
important, the rank correlation coefficient may  be an inadequate
descriptor of the system. Therefore, more advanced methods need
to be considered to study the effect of variable interactions.

3.4. Sobol’ variance decomposition
3.4.1. Definition of the sensitivity indices
The variance decomposition method was first proposed by

Sobol’ (Sobol’, 1993). The idea is to express the variance V(Y) of
the output as a finite sum, where each term corresponds to the
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ontribution of one input variable Xi or to the interaction of several
nput variables. The variance of Y is written as

(Y) =
k∑

i

Vi +
k∑

i

k∑

j>i

Vij + · · · + V12...k. (4)

ere, Vi is the first order effect on the variance V(Y) due to the vari-
ble Xi, Vij the second order effect due to the interaction of Xi and
j, and so on, up to V12. . .k, which is the kth order effect due to the

nteraction of all k input variables. Dividing both sides of Eq. (4) by
(Y) gives

k

i

Si +
k∑

i

k∑

j>i

Sij + · · · + S12...k = 1, (5)

here Si ≡ Vi/V(Y) is the first order sensitivity index, Sij ≡ Vij/V(Y) is
he second order sensitivity index, and so on. The sum of all sen-
itivity indices up to kth order is one. Up to second order, the
erms of the variance decomposition of Eq. (4) are Vi = V(E(Y|Xi)) and
ij = V(E(Y|Xi, Xj)) − V(E(Y|Xi)) − V(E(Y|Xj)). Here the notation E(Y|Xi)
enotes the conditional expectation value of Y with fixed Xi. The
ariance of this expectation value, V(E(Y|Xi)) is then taken over the
ifferent values of Xi. The quantity Vi thus gives the contribution
f Xi to the variance of Y, when the effect of all other variables is
veraged out. However, Vi does not include any interaction effects
f Xi with the other variables. The second order effect, Vij, takes into
ccount the interactions between two variables, Xi and Xj. Higher
rder terms are defined in a similar manner. Further discussion,
long with illustrative examples, can be found, e.g.,  in Chapters 1
nd 4 of (Saltelli et al., 2008).

To make the connection with the previous discussion, let us look
t the first order index Si more closely. The index is defined as

i = V(E(Y |Xi))
V(Y)

, (6)

hus giving proportion of the variance caused by Xi in proportion
o the total variance of Y. Therefore, in light of the discussion of
ection 3.2, for a linear model it holds that Si = R2

i
. The sensitivity

ndex Si is therefore a generalization of the linear regression corre-
ation coefficient (or rather, its square). The variance decomposition

ethod can therefore be used to extract the same information as
inear regression (and more, as we will discuss), apart from the sign
f the correlation, which is trivially obtainable.

Since Si describes the additive (non-interacting) contribution of
i to the variance of Y, the sum of the first order indices has an upper
ound

k

i

Si ≤ 1. (7)

he equality is exact only for additive models, for which all the
igher order indices are zero. However, nonlinearity does not imply
reak-down of the equality; the equality holds even for nonlinear
ystems, as long as the model is additive.

.4.2. Total effect index
Measuring all the sensitivity indices up to kth order would
xplain all of the models variance. To do this in practice, however,
ould be a formidable computational task. Fortunately, it turns

ut that it is relatively inexpensive to estimate the so-called total
ffect index, Ti, which takes into account all the first-order and
 and Design 275 (2014) 229–241

interaction effects of one variable Xi. The total effect index for
variable Xi is defined as

Ti =
k∑

l

ıilSl +
k∑

l

k∑

m>l

(ıil + ıim)Slm + · · · + S12...k, (8)

where ıij is the Kronecker delta. For example, for a three-variable
model (k = 3), the total effect of variable X1 is T1 = S1 + S12 + S13 + S123.

The degree of non-additivity of the model with respect to input
variable Xi can be characterized by the difference Ti − Si. For addi-
tive models, having no interaction terms, this difference is equal to
zero. On the other hand, for non-additive models the difference is
positive:

Ti − Si = 0 (additive models) (9)

Ti − Si > 0 (non − additive models) (10)

A large difference signals the importance of interactions involving
the variable Xi.

Since the second and higher order indices are included in the
total effect indices of more than one variable, it holds that

k∑

i

Ti≥1. (11)

Again, the equality is exact for additive models.

3.4.3. Numerical implementation
Efficient evaluation of the Sobol’ sensitivity indices has been

studied considerably in the recent years (Saltelli et al., 2008, 2010;
Glen and Isaacs, 2012; Jansen, 1999; Homma  and Saltelli, 1996;
Lilburne and Tarantola, 2009). The brute force method would use
the bare definitions of the conditional variances to compute the
indices. However, there are several more efficient approaches. Most
of them rely on reducing the computational load by performing the
random sampling in a very specific way, accomplished as follows.

First, two sets of random inputs are generated. The first set (the
“sample”) consists of Nk independent input values (N for each k
inputs), used to solve the model N times. This gives N independent
realizations of the output, Y0,n, with n = 1, 2, . . .,  N (the meaning of
the subscript ‘0’ will become apparent shortly). The same is then
repeated for another independent set of random inputs (the “re-
sample”), yielding another N independent solutions of the model.
For the re-sampled outputs, we use the primed notation Y ′

0,n. The
sample and the re-sample inputs are then mixed to form k sets
of inputs from the previously generated random numbers. This is
done by taking all the input values from the sample set, except those
corresponding to the input variable i, which are taken from the re-
sample set. For each i, this gives a set of Nk input variables, which
are again used to evaluate the model N times, giving the outputs Yi,n.
Here the subscript i is used to indicate the variable for which the
re-sample set is used, with ‘0’ signifying that no inputs from the
re-sample are used. The mixing procedure is then repeated, this
time using the re-sample set for all variables except one, and the
sample set for the variable i. Evaluation of model with these inputs
then gives the primed results, Y ′

i,n
. The whole procedure requires a

total of N(2k + 2) model evaluations, the computational effort thus
scaling linearly with the number of inputs k. For a more thorough
discussion of the procedure, see, for instance, Chapter 4 of Saltelli
et al. (2008), or Saltelli et al. (2010), Glen and Isaacs (2012).

Having obtained the outputs from the randomly sampled inputs,
what remains is the calculation of the sensitivity indices. For this,

there are many different formulas, each constructing the con-
ditional variances in a slightly different way from the output
combinations (for a recent review and comparison, see Glen and
Isaacs, 2012). In this work, several different variants were assessed,
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Fig. 1. Black lines, left axis: the power history (solid line) and its 95% confidence
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ncluding those discussed in Saltelli et al. (2008, 2010), Saltelli
2002), Lilburne and Tarantola (2009), Jansen (1999). For the ana-
yzed data, the method labeled ‘D3’ in Glen and Isaacs (2012) proved
o be the most efficient one, giving the smallest errors with fixed N.
he method subtracts spurious correlations (correlations caused by
nite sample size in an ideally uncorrelated data) and uses double
stimates for improved accuracy. The derivation of the method is
escribed in Glen and Isaacs (2012).

The method is formulated using standardized output Zi,n,
efined as

i,n =
(

Yi,n − mi

)
/
√

vi, (12)

here mi is the mean mi = 1
N

∑
nYi,n and vi is the variance vi =

1
N

∑
nY2

i,n
− M2

i
. Analogous definition holds for the primed output.

rom the standardized data various correlations are then calcu-
ated. In the following, we drop the subscript n, so that Zi ≡ Zi,n,
nd the sum implies summation over n from 1 to N. The required
orrelations are

i = 1
2N

∑(
Z ′

0Zi + Z0Z ′
i

)
, (13)

−i = 1
2N

∑(
Z0Zi + Z ′

0Z ′
i

)
, (14)

i = 1
2N

∑(
Z0Z ′

0 + ZiZ
′
i

)
, (15)

ai = Ci − PiC−i

1 − P2
i

, (16)

a−i = C−i − PiCi

1 − P2
i

, (17)

or the one-variable indices, and

ij = 1
2N

∑(
Z ′

iZj + ZiZ
′
j

)
, (18)

−ij = 1
2N

∑(
ZiZj + Z ′

iZ
′
j

)
, (19)

ij = 1
2N

∑(
ZiZ

′
i + ZjZ

′
j

)
, (20)

aij = Cij − PijC−ij

1 − P2
ij

, (21)

a−ij = C−ij − PijCij

1 − P2
ij

. (22)

or the second-order indices. In the above the C’s are the double
stimate correlations, the P’s the spurious correlations and the Ca’s
orrelation estimates partly adjusted for spurious correlations.

The estimators for the sensitivity indices are then obtained as
ollows. The first-order index, or the main effect, is

i = Cj − Pj
Ca−i

1 − CaiCa−i
, (23)

he total effect is

i = 1 − C−j + Pj
Ca−i

1 − CaiCa−i
, (24)
nd the second order effect is

ij = Cij − Pij
Ca−ij

1 − CaijCa−ij
− Si − Sj. (25)

able 1
he axial power profile of the scenario. Linear interpolation is used to obtain the power a

Position (mm)  0.0 304.8 609.6 914.4 

Relative power 0.63 0.83 1.03 1.08
limits (dashed lines) used in the scenario. Blue lines, right axis: the resulting average
burnup with the 95% confidence limits. (For interpretation of the references to color
in  this figure legend, the reader is referred to the web version of the article.)

3.5. Sampling of the input variables

The correlation coefficients and sensitivity indices can be cal-
culated using pseudo-random numbers, quasi-random numbers or
other methods to sample the input variable distributions. For quasi-
random numbers, the input variable distributions can be calculated
from the uniform distribution by numerical transform using the
inverse cumulative distribution function (Press et al., 2002). In
this work, the sampling was  done with both pseudo-random and
quasi-random numbers, using the Sobol’ sequence (Sobol’, 1967;
Antonov and Saleev, 1979) to generate the latter, as recommended
in the literature (Saltelli et al., 2008, 2010; Sobol’, 1993). The quasi-
random sampling showed slightly faster convergence, although no
systematic study of the convergence rate was done. Hence, in the
following Sections we show only the results obtained with the
Sobol’ sequence sampling of the input variables.

4. Scenario specifications and varied parameters

The analyzed scenario represents a hypothetical steady-state
irradiation of a uranium oxide fuel rod in the Three Mile Island
1 (TMI-1) PWR  reactor. The scenario is designed to bring the fuel
rod to a relatively high burn-up of 50–60 MWd/kgU (depending
on the input values), using a simplified power history shown in
Fig. 1. The reactor power remains constant for several hundreds
of days, with only two  changes in the power level during the sce-
nario. Since many of the measured quantities depend on the linear
heat rate (LHR), such a simplification is in practice mandatory. The
dependencies on the LHR can still be extracted by analyzing the
uncertainty of the power history, and by looking at the changes
that occur when the overall power level changes. The axial power
profile is given in Table 1.

The relevant input parameters are reproduced in Table 2. The
upper part of the table lists the fabrication and system parameters
with their uncertainties, while the lower part lists the uncertain-
ties in the material correlations, models and power history. For
the fabrication parameters, the uncertainties reported in the OECD

Benchmark for Uncertainty Analysis in Best-Estimate Modeling for
Design, Operation and Safety Analysis of LWRs (UAM-LWR) (Blyth
et al., 2012) have been used as a guideline. The uncertainties in the
material correlations and computational models were determined

t the intermediate positions.

2743.2 3048.0 3352.8 3657.6
 1.08 1.03 0.83 0.63
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Table  2
The best estimate values of input parameters and their uncertainties (the 95% con-
fidence interval) used in the analyzed scenario. If no uncertainties are indicated,
the input was  not varied. For the FRAPCON correlations and the power history (the
bottom half of the table) only uncertainties are shown, since the best estimate value
is  a function of several variables or changes with time. The last column lists the
abbreviation used for the varied input parameters in the figures of this paper.

Parameter Value Abbr.

Clad outer diameter (10.92 ± 0.06) mm clod
Clad thickness (0.673 ± 0.025) mm clth
Pellet outer diameter (9.40 ± 0.02) mm fuod
Total fuel height 3657.6 mm –
Fuel  pellet height 11.43 mm –
Fuel  enrichment (atom-%) (4.85 ± 0.003)% fuenrch
Density (% of theoretical) (93.8 ± 1.6)% fuden
Clad type Zr-4 –
Fill  gas type Helium –
Fill  gas pressure 1207 kPa –
Fuel  rod pitch 14.43 mm –
Coolant pressure (15.51 ± 0.31) MPa  coolp
Coolant inlet temperature (561 ± 3) K coolt
Coolant mass flux (3460 ± 69) kg/(m2s) coolmf

Fuel  thermal conductivity ±10% futc
Fuel  thermal expansion ±15% futex
FGR  diffusion coefficient +200%/-67% Dfgr
Fuel  swelling ±20% fuswell
Clad creep ±30% clcreep
Clad axial growth ±50% clgrowth
Clad corrosion ±40% clcor
Clad H concentration ±80 ppm clhcon
Clad thermal conductivity ±5 W/mK  cltc
Clad thermal expansion ±30% cltex
Gas thermal conductivity ±0.02 W/mK  gastc
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power is reduced, whereupon the uncertainty also decreases.
The mean cladding temperature behaves very similarly to the

fuel temperature, slowly increasing with burnup and decreasing
with decreasing power (see Fig. 3). The uncertainty remains quite
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ased on the data presented in a recent evaluation (Geelhood et al.,
009) and the recommendations given in the FRAPCON manual
Geelhood et al., 2011a,b). For all variables, the probability distri-
ution is assumed Gaussian, with a cut-off at the lower and upper
.5% percentiles. The input parameters are assumed mutually inde-
endent. For most inputs this assumption holds exactly, but for
ome only approximately. For instance, the rod’s physical dimen-
ions may  become weakly correlated due to the manufacturing
rocess. However, since data on such correlations is not available,
he correlations are assumed negligible. For the power history, the
ame percentual deviation from the mean is used for each time
tep. Default FRAPCON-3.4 models are used in the code runs.

. Results and discussion

.1. General remarks

The scenario described in Section 4 was modeled with
RAPCON-3.4 using a Python script for sampling the input vari-
ble distributions and generating the FRAPCON input files. The
istributions were sampled using the inverse cumulative distribu-
ion function method to transform the uniformly distributed Sobol’
equence quasi-random numbers into Gaussian numbers with the
.5% upper and lower cut-offs. The sample size was  N = 50, 000

ndependent runs. In addition, for the Sobol’ sensitivity indices, a
e-sample of size N = 50, 000 and 21 mixed samples of the same size
one for each input variable, as discussed in Section 3) were gener-
ted. The total number of performed FRAPCON runs was therefore
.15 × 106, taking approximately 20 CPU-days on a Linux cluster.

The quantitative results of the analysis of course depend on

he modeled scenario, parameter variations and the computa-
ional model. For example, increasing the variance of a single input
arameter would increase its contribution in proportion to the oth-
rs. Because of input interactions, simply scaling the results with
Fig. 2. The maximum fuel temperature (solid line) and its 95% confidence limits
(dashed lines) as a function of burnup.

the input’s variance is not sufficient. Hence, the input variances
should be chosen as realistic as possible for the analyzed scenario.
In addition, the same analysis, repeated using a different fuel per-
formance code, would give quantitatively different results due to
the different underlying models. However, the trends discussed in
this Section should be valid for steady state fuel behavior analysis
in general.

5.2. Average values and uncertainty analysis

Out of the sample of N = 50, 000 independent runs, the average
(mean) values were calculated for several outputs. The results for
the maximum fuel temperature, average cladding temperature, rod
internal pressure, axially averaged gap width and gap conductance,
and the cladding radial displacement and hoop stress at the central
axial node are shown in Figs. 2–9 . The uncertainties of the outputs
were evaluated by calculating the upper and lower 2.5% percentiles
(i.e., the 95% confidence interval) from the modeled distribution.
These are also shown in Figs. 2–9.

At the beginning of irradiation, the maximum fuel temperature
climbs to almost 1370 K, as shown in Fig. 2. The temperature then
goes down slightly as the conductivity of the fuel and the gap con-
ductance improve as a result of pellet densification and reduction
of the gap size. At slightly higher burnup, the temperature starts
to increase as the accumulating fission products decrease the ther-
mal  conductivity of the fuel. The uncertainty of the temperature is
significant, and remains roughly constant at ±130 K until the linear
Average burnup (MWd/kgU)

Fig. 3. The average cladding temperature (solid line) and its 95% confidence limits
(dashed lines) as a function of burnup.
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Fig. 4. The internal rod pressure (solid line) and its 95% confidence limits (dashed
lines) as a function of burnup.
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Fig. 7. The average gap conductance (solid line) and its 95% confidence limits
(dashed lines) as a function of burnup.
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ig. 5. The average amount of released fission gas (solid line) and its 95% confidence
imits (dashed lines) as a function of burnup.

table at ±8 K. However, even though the behavior looks very sim-
lar to the fuel temperature, the sensitivity analysis will reveal that
he uncertainties in the fuel and cladding temperatures are domi-
ated by completely different input uncertainties.

The internal pressure of the rod (Fig. 4) and the fission gas
elease (Fig. 5) behave very similarly, the time evolution of the FGR
etermining the evolution of the pressure to a large degree. With

ncreasing amount of released fission gases, the pressure rises

teadily with burnup. At the end of the irradiation, the average
GR amounts to roughly 2.7%, with the pressure reaching 4.3 MPa.
he uncertainty in both is very high, and typically increases
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ig. 6. Main plot: the average gap width (solid line) and its 95% confidence limits
dashed lines) as a function of burnup. Inset: the relative uncertainty of the gap
idth in proportion to the mean gap width.
Fig. 8. The radial displacement of the cladding at the central axial node (solid line)
and its 95% confidence limits (dashed lines) as a function of burnup.

with burnup. At the burnup of 40 MWd/kgU, the 95% confidence
interval encompasses FGR amounts of 0.4% and 7.4%, and pressures
between 3.1 MPa  and 5.5 MPa.

The width of the pellet-cladding gap, shown in Fig. 6, is one
the most important quantities to look at in the analysis of the
fuel rod. At small burnup, the gap remains open, but eventually
closes due to inward cladding creep and irradiation swelling of
the fuel. This evolution of the gap width has a strong influence
on the conductance of heat from the fuel to the cladding, and
eventually leads to pellet-cladding interaction. In the present sce-
nario, the gap remains almost completely open until the burnup

of approximately 6 MWd/kgU, when it starts to close. Depend-
ing on the realization of the input variables, the gap has a fairly
high probability of being open until about 25 MWd/kgU, and finally
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Fig. 9. The cladding hoop stress at the central axial node (solid line) and its 95%
confidence limits (dashed lines) as a function of burnup.
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Table 3
The proportion of variance explained by additive contributions to the output

variance, as given by
∑k

i
�2

i
for different burnups (in MWd/kgU). The output abbre-

viations stand for (from left to right): gap conductance, internal pressure, maximum
(fuel) temperature, average cladding temperature, cladding radial displacement at
the  central axial node, cladding hoop stress at the central axial node, and fission gas
release.

Burnup gapcon intpr tmax tclav cldr hoopstrs fgr

0.01 0.96 0.95 0.95 0.86 0.94 0.94 0.99
5.5  0.95 0.95 0.96 0.87 0.99 0.94 0.99

22  0.65 0.74 0.97 0.93 0.70 0.68 0.74
36 T. Ikonen, V. Tulkki / Nuclear Engin

loses in all the observed cases at approximately 40 MWd/kgU.
he absolute uncertainty of the gap width decreases almost lin-
arly with increasing burnup. However, the relative uncertainty
the width of the 95% confidence regime in proportion to mean gap
idth) behaves non-monotonically, first increasing with burnup

nd reaching its maximum of about 3 times the mean gap width at
6 MWd/kgU, then decreasing to zero as the gap closes.

The width of the gap and its uncertainty are reflected in the gap
onductance (see Fig. 7). The conductance starts at a fairly mod-
st mean value of 5 kW/m2K, but increases beyond 80 kW/m2K as
he gap closes. The uncertainty also increases steeply, having its
eak of about 94 kW/m2K (between the lower and upper limits
f the 95% tolerance) at the burnup of 15 MWd/kgU. It should be
oted that this maximum uncertainty is much larger than is often
ssumed in non-fuel-specific modeling. From 20 to 35 MWd/kgU,
he conductance remains close to 80 kW/m2K. Towards higher bur-
ups, the conductance again decreases due to the released fission
ases into the gap, which decreases the overall conductance even
hen the pellet and the cladding are in mechanical contact. The

ffect of pellet-cladding interface pressure has also an effect on gap
onductance when the gap is closed.

The radial displacement of the cladding is shown in Fig. 8. Ini-
ially, the cladding expands due to increasing temperature at rise
o power. The cladding then begins to creep inwards because of
he pressure difference. As the pellet comes into contact with the
ladding, the direction changes and the cladding is pushed out-
ard. This results in a bifurcation of the solutions into two groups.

n one, the gap is closed and the cladding expands, while in the
ther the gap remains open and cladding continues to creep inward.
s a result, the apparent uncertainty of the radial displacement

ncreases strongly with burnup. The same is true for the cladding
oop stress, as shown in Fig. 9. Both the hoop stress and the radial
isplacement have very high uncertainties mid-scenario, at bur-
ups of 20–40 MWd/kgU. As the gap closes after 40 MWd/kgU, the
ncertainty in the hoop stress is dramatically reduced. For the radial
isplacement, which is accumulated over time, the large uncer-
ainty remains even after gap closure.

.3. Spearman correlation coefficients

As discussed in Section 3.3, a method that is often used to
haracterize the uncertainty and sensitivity of the output, is the cal-
ulation of correlation coefficients and, in particular, the Spearman
ank correlation coefficient. Despite its inability to cope with non-
dditive terms, the Spearman correlation coefficient is still widely
sed because it is simple to implement in an analysis software and
an be evaluated at relatively modest computational effort. It is
lso the sensitivity measure recommended by, for example, GRS
Glaeser, 2008).

We have used the sample of 50,000 independent runs to eval-
ate the Spearman correlation coefficients � between all the

nput-output pairs for different burnups. Since it would be cum-
ersome to present the data exhaustively, we focus only on the
entral findings. A snapshot of the correlation coefficients for the
ost important input variables at the burnup of 22 MWd/kgU is

hown in Fig. 10. The same figure also visualizes the correlations
etween the input and output uncertainties in the form of scatter
lots.

The first observation from the data is that the sensitivity to
he input variables depends on the output. This is rather obvi-
us, since the physical phenomena governing the response to the
nput are different for each output observable. Second, the thermal-
echanical behavior of the fuel rod is strongly influenced by the
od’s burnup. Hence, the sensitivities to the input uncertainties
lso vary greatly with time and accumulated burnup. This impor-
ant aspect will be discussed more closely in Section 5.4. Without
38  0.68 0.75 0.98 0.96 0.96 0.86 0.74
49  0.76 0.77 0.98 0.96 0.96 0.89 0.76

going to specifics, we  can however outline some general trends. For
example, the coolant properties (temperature and pressure) tend
to be most important for fresh rods, losing their relative impor-
tance as other factors come into play. Similarly, the pellet and
cladding fabrication uncertainties tend to be most important for
fresh and moderate-burnup rods (up to, say, 20 MWd/kgU). For
higher burnups, the release of fission gases begins to dominate
the uncertainties in many cases, along with the material proper-
ties such as the fuel thermal conductivity and expansion. However,
because of the response to the inputs is different for each output,
it is impossible to give any precise universal rules.

An important question is then, how well does the Spearman �
explain the uncertainty of the output? As was  discussed in Sec-
tion 3.3, by construction the Spearman correlation coefficient can
measure only the additive contributions to the output variance.
However, we  expect that the fuel behavior model will have com-
plex non-additive interactions between various input parameters.
To quantify the methods performance, we  have calculated the sum∑k

i �2
i

over the input variables Xi. For completely explained vari-
ance, the sum would be unity. A smaller value tells that part of
the variance cannot be assigned to any of the input uncertainties.
The results for different output observables at different times are
gathered in Table 3. For low burnup, typically more than 95% of the
variance is explained by the Spearman �.

With accumulated burnup, however, the sensitivity measure
becomes significantly worse. Depending on the output, even as
much as one third of the variance remains unexplained. For
instance, at the burnup of 22 MWd/kgU, only 65% of the uncertainty
in the gap conductance can be traced back to its source. For the
remaining 35%, corresponding to the uncertainty of 28 kW/m2K (cf.
Fig. 7), the inputs responsible for the uncertainty cannot be identi-
fied. Thus, relying solely on the evaluation of � in sensitivity analysis
can lead to serious lack of knowledge about the propagation of
uncertainties.

5.4. Variance decomposition

5.4.1. General features and burnup dependence
To improve the results obtained with the Spearman correlation

coefficients, the first order (Si), second order (Sij), and the total
effect (Ti) sensitivity indices were evaluated from the sampled and
re-sampled data of size N = 50, 000. To calculate the averages, the
sampling methods and estimators accounting for spurious corre-
lations described in Section 3.4.3 were used. The statistical error
was estimated by dividing the sample and the re-sample into 10
subgroups each, after which the averages were estimated inde-
pendently for each subgroup. The estimate for the standard error
was then calculated from the obtained averages. Such a bootstrap-

ping method provides the averages as well as their error estimates
without increasing the computational requirements (Archer et al.,
1997).
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Fig. 10. Spearman correlation coefficients between the output and the most important input variables at the burnup of 22 MWd/kgU. The left column and the bottom row
show  the shape of the distribution of the output and input, respectively, while the middle part shows the scatter plots of the output as a function of the input variable.
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xplanation of the inputs’ abbreviations, refer to Table 2. The output abbreviation
egend, the reader is referred to the web version of the article.)

The first order and total effect indices evaluated for various out-

ut are shown in Figs. 11–18. The figures show the indices for
he most important inputs as a function of burnup. In general, the
mportance of a given input depends not only on the considered

Maximum fuel temperature

Fuel thermal conductivity
Linear power
Clad outer diameter
Clad thicknessS,

 T
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0.6

0.8

Average burnup (MWd/kgU)
0 10 20 30 40 50

ig. 11. Sobol’ sensitivity indices for the maximum fuel temperature as a function of
urnup. Open symbols correspond to the first order effects (Si), while the closed sym-
ols correspond to the total effect indices (Ti). Error bars indicate the 95% confidence

imits.
. For absolute values of the output and input, refer to Figs. 2–9 and Table 2.  For the
he same as in Table 3. (For interpretation of the references to color in this figure

output, but also on burnup. The results are consistent with the find-
ings of the Spearman correlation coefficient analysis. Qualitatively,

the ranking of the inputs by their importance is also very similar
with both methods. However, important quantitative differences
arise because of non-additive interactions between the inputs.

Average cladding temperature

Clad corrosion
Coolant temperature
Clad thermal conductivityS,

 T
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Average burnup (MWd/kgU)
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Fig. 12. Sobol’ sensitivity indices for the cladding average temperature as a function
of  burnup. Conventions as in Fig. 11.
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Rod internal pressure
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Fig. 13. Sobol’ sensitivity indices for the rod internal pressure as a function of bur-
nup. Conventions as in Fig. 11.
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Fig. 16. Sobol’ sensitivity indices for the gap conductance as a function of burnup.
Conventions as in Fig. 11.

Cladding radial displacement
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ig. 14. Sobol’ sensitivity indices for the fission gas release as a function of burnup.
onventions as in Fig. 11.

.4.2. Additivity of the outputs
Based on the discussion of Section 5.3 and the results shown in

able 3, we expect that, for example, the maximum fuel tempera-

ure is an additive function of the inputs (irrespective of burnup).
his means that, according to Eq. (9), the values of the indices Si
nd Ti should be equal for any given i. As shown in Fig. 11, this is
ndeed the case. The figure shows the first order and total effect

Gap width
Clad outer diameter
Clad thickness
Clad creep
Fuel thermal expansion

S,
 T

0

0.2

0.4

0.6

0.8

1

Average burnup (MWd/kgU)
0 10 20 30 40 50

ig. 15. Sobol’ sensitivity indices for the gap width as a function of burnup. Evalu-
tion of the indices beyond the burnup of approximately 40.4 MWd/kgU (indicated
y  the shaded area) is not possible because the gap is fully closed. Other conventions
s  in Fig. 11.
Fig. 17. Sobol’ sensitivity indices for the cladding radial displacement at the center
node as a function of burnup. Conventions as in Fig. 11.

indices for the fuel thermal conductivity, average linear heat rate,
and cladding outer diameter and thickness as a function of bur-
nup. Independent of burnup, the indices agree within the statistical
uncertainty, which shows that the maximum temperature is an
additive function of the inputs and explains the good performance
of the Spearman correlation coefficient.
As an opposite example, we  may  take the rod internal pressure.
According to Table 3, for low burnup the Spearman correlation
coefficient explains about 95% of the variance, which indicates

Cladding hoop stress
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Clad thickness
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Pellet diameter
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Average burnup (MWd/kgU)
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Fig. 18. Sobol’ sensitivity indices for the cladding hoop stress at the center node as
a  function of burnup. Conventions as in Fig. 11.
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ear-additive behavior. However, at the burnup of 22 MWd/kgU
nd beyond, only about 75% of the variance is explained, suggest-
ng non-additivity of the output. Looking at Fig. 13, the transition
s clearly seen. Below 10 MWd/kgU, the first order and total effects
ndices are the same, diverging for higher burnup. Especially the
ndices linked to the FGR diffusion coefficient and fuel thermal con-
uctivity display non-additivity, the total effects being about 0.15
igher than the first order effects.

Similar transitions between regions characterized by additive
ehavior and non-additive interactions can be seen for most of the
utputs. The transition can also happen more than once, as for the
ladding radial displacement (see Fig. 17), where the first order
nd total effect indices first diverge at the burnup of approximately
0 MWd/kgU, and then merge after 30 MWd/kgU.

Physically, at least two sources of the transitions can be iden-
ified. The first one is the introduction of new phenomena with
ncreasing burnup. These phenomena can be either switched on
y some criterion, or become gradually more important due to

rradiation-induced mechanical and material changes. For exam-
le, the fission gas release (FGR) is unimportant at low burnup
ecause the small amount of accumulated fission products in the
uel and their low fractional release into the gas gap. At moderate
nd high burnup, on the other hand, FGR has major influence on
he rod internal pressure and gap conductivity. Since the FGR itself
s strongly non-additive function of its inputs (especially the asso-
iated diffusion coefficient and the fuel thermal conductivity, as
hown in Fig. 14), the non-additivity is transferred onward to other
utputs. For example, the non-additivity of the internal pressure
t burnups beyond 10 MWd/kgU is almost exclusively due to the
oupling to FGR (see Fig 13).

The second major factor contributing to the transition between
dditivity and non-additivity is the evolution of the pellet-cladding
ap. At low burnup the gap is open and the directly affected observ-
bles (internal pressure, cladding radial displacement and the gap
idth itself, see Figs. 13, 15 and 17) are additive. With accumulating

urnup, the gap starts to close, with the exact moment depend-

ng statistically on the input values. The probability that the gap is
losed quickly increases after 8 MWd/kgU, becoming almost certain
round 30 MWd/kgU (see Fig. 6). In this intermediate regime, the
tatistical average of the outputs is taken over both the open and

able 4
he highest sensitivity of the output observables (top row) to the input variables (left colu
he  total effect index Ti evaluated over the whole scenario for the particular input/output p
ith,  e.g., a “2.” indicating that the particular variable has the second largest Ti at some po

ased  on the ranking described above. For the abbreviations, refer to Tables 2 and 3.

Input gapcon intpr tmax 

clod 1. (0.67) 1. (0.42) 1. (0.33) 

Dfgr  1. (0.74) 1. (0.63) 6. (0.00) 

clth  2. (0.53) 2. (0.23) 2. (0.28) 

futex  3. (0.18) 1. (0.46) 5. (0.04) 

clcreep 3. (0.21) 6. (0.05) 6. (0.02) 

futc  2. (0.35) 2. (0.33) 1. (0.82) 

power 3. (0.14) 4. (0.11) 2. (0.17) 

clcor  6. (0.03) 5. (0.12) 4. (0.01) 

fuswell 8. (0.05) 11. (0.01) 11. (0.00) 

coolt  7. (0.02) 5. (0.06) 5. (0.05) 

coolp  5. (0.05) 2. (0.24) 7. (0.01) 

cltc  8. (0.01) 9. (0.01) 5. (0.01) 

fuden  5. (0.02) 7. (0.02) 3. (0.02) 

fuod  3. (0.13) 4. (0.05) 5. (0.03) 

gastc  4. (0.14) 9. (0.00) 7. (0.01) 

fuenrch 16. (0.00) 16. (0.00) 15. (0.00) 

coolmf 12. (0.00) 13. (0.00) 9. (0.00) 

coolhtc 12. (0.00) 12. (0.00) 8. (0.00) 

clgrowth 15. (0.00) 7. (0.02) 15. (0.00) 

clhcon 20. (0.00) 20. (0.00) 20. (0.00) 

cltex  21. (0.00) 21. (0.00) 21. (0.00) 
 and Design 275 (2014) 229–241 239

closed gap cases. The two  cases are governed by completely differ-
ent mechanical solutions, which gives rise to increased interaction
between the inputs. This is reflected in Figs. 13, 15 and 17 by the dif-
ference between the first order indices and the total effect indices.
For the cladding radial displacement and the internal pressure, the
behavior becomes additive after the gap is completely closed at
34 MWd/kgU (apart from the contribution of the FGR). For the gap
width, the simple additive behavior is never recovered. In fact, the
behavior becomes progressively less additive, with 13 out of the 22
total effect indices having at least 10% influence on the variance of
the gap width at 38 MWd/kgU. Although further analysis of uncer-
tainty propagation in such a case would be extremely difficult, it is
of little practical importance since the overall variance of gap width
beyond 35 MWd/kgU is negligible.

As an important observation, we  note that, according to Fig
16, the gap conductance is a non-additive function of the inputs
throughout the scenario. At low to moderate burnups, the uncer-
tainty is mostly attributed to the rod fabrication uncertainties,
cladding outer diameter and thickness in particular. Because the
gap conductance model itself is a non-additive function of the gap
width (Geelhood et al., 2011a), the behavior is non-additive even for
fresh fuel. After approximately 20 MWd/kgU, the dominant source
of uncertainty is the FGR, with the model’s diffusion coefficient
being the most important source of uncertainty, followed by the
uncertainty of the fuel thermal conductivity.

5.4.3. Performance of the variance decomposition
In Section 5.3, we  evaluated the Spearman correlation

coefficients for the gap conductance. At the burnup of 22 MWd/kgU,
the sum of �2

i
over all the inputs i was  0.65, as shown in Table 3.

This result is very similar to what is obtained with the first order
Sobol’ indices. For the gap conductance at 22 MWd/kgU, the indices
sum to

∑
iSi = 0.6, which is of course no improvement over the

Spearman coefficients.
However, the real advantage of the variance decomposition

comes from the ability to quantify the interactions between input

variables. For this purpose, the terms in the variance decompo-
sition can be used in different combinations. For example, one
may  take the into account all the first order (Si) and second order
(Sij) indices. For the gap conductance at 22 MWd/kgU, the sum

mn) during the scenario. The numbers in parentheses indicate the highest values of
air. The preceding number indicates the highest rank obtained during the scenario,

int in the scenario, but never the largest one. The inputs are ordered by importance

tclav cldr hoopstrs fgr

8. (0.00) 1. (0.54) 1. (0.81) 3. (0.64)
12. (0.00) 11. (0.00) 10. (0.03) 1. (0.99)

6. (0.00) 1. (0.85) 1. (0.78) 4. (0.52)
10. (0.00) 4. (0.21) 1. (0.41) 4. (0.37)
17. (0.00) 1. (0.95) 1. (0.40) 7. (0.06)
11. (0.00 7. (0.06) 2. (0.36) 2. (0.85)

4. (0.07) 4. (0.13) 5. (0.16) 1. (0.91)
1. (0.58) 2. (0.39) 3. (0.12) 7. (0.01)

16. (0.00) 3. (0.08) 1. (0.38) 11. (0.00)
1. (0.86) 3. (0.47) 6. (0.06) 6. (0.00)
9. (0.00) 2. (0.81) 2. (0.32) 7. (0.00)
2. (0.28) 2. (0.34) 9. (0.03) 5. (0.03)
9. (0.00) 8. (0.03) 9. (0.03) 2. (0.15)

10. (0.00) 3. (0.07) 3. (0.34) 3. (0.19)
21. (0.00) 13. (0.02) 10. (0.01) 9. (0.04)
12. (0.00) 17. (0.00) 16. (0.00) 4. (0.00)

6. (0.00) 11. (0.05) 13. (0.01) 5. (0.00)
5. (0.01) 8. (0.08) 12. (0.01) 14. (0.00)

18. (0.00) 16. (0.00) 14. (0.01) 12. (0.00)
19. (0.00) 20. (0.00) 20. (0.00) 17. (0.00)
20. (0.00) 21. (0.00) 21. (0.00) 19. (0.00)
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f the second order indices is
∑

i
∑

j<iSij = 0.28, giving a total
f 0.88 with the Si’s. Another way is to take the total effect of
ne variable Xi, and the first order effects of all other variables.
his takes into account the first order effects of all variables and
he interactions terms that involve the variable Xi. For example,
ne may  choose the total effect of the cladding outer diam-
ter, Tclod = 0.50, and the first order effects

∑
iSi − Sclod = 0.36.

his partition would bring the total to 0.86. In addition, one
an take into account the second order effects not involving
he cladding outer diameter (since these are already accounted
or in Tclod). In this case, the most significant second order
ndices are Sfutc,Dfgr = 0.057, Sclth,clcreep = 0.0175, SDfgr,power = 0.011,
futc,power = 0.0074, Sclth,futex = 0.0074 and Sclth,power = 0.0072.
ncluding these in the calculation takes the sum to 0.97.

This is a remarkable improvement from the Spearman �: instead
f 35%, only 3% of the variance remains unaccounted for. Even the
issing 3% can be tracked down by including the remaining second

rder terms in the calculation, which brings the overall sum to 1.00.

.4.4. Ranking of the input variables
Finally, we should assess the question of the relative impor-

ance of the input uncertainties. As discussed above and shown
n Figs. 11–18, the importance depends on the considered output
nd burnup. Therefore it is not possible to specify an input that uni-
ersally ranks as the most important. However, some of the inputs
ppear to have significant impact on more than one output, and
hus should rank high in importance, while others have virtually
o influence on any of the outputs at all.

To simplify the matter, we have done the following. For each
nput and output, we have looked at the total effect indices (Ti)
ver the whole simulated scenario, collecting two sets of statistics.
irst, we have taken the maximum rank the input has for the given
utput. For example, if the input has the highest Ti for any nonzero
urnup, the maximum rank will be one. Because the inputs’ impor-
ances change with burnup, more than one input may  have the
ame maximum rank. In addition, we have gathered the maximum
alues of Ti for nonzero burnup in the scenario.

The maximum ranks and values are shown in Table 4 for each
aried input and for the most important outputs. The inputs are
rdered so that on the top is the one with most number one ranks,
ollowed by the one with second to most number one ranks, and
o on. Although the ordering is somewhat arbitrary, it allows to
uickly distinguish those inputs with significant contributions to
he uncertainty of some output at some point in the scenario from
he insignificant ones. In particular, since the total effect index is
sed for the evaluation, one can quickly discard the bottom ones
s having almost no effect on the output. For example, in future
nalyses, it would be quite safe to consider the cladding thermal
xpansion (cltex in Table 4) as precise input, since its total effect to
he overall variance of any of the considered outputs at any burnup
etween 0 and 55 MWd/kgU is less than 1%.

On the basis of Table 4, the input variables with the most broad
mpact on the uncertainties of the model’s results are the cladding
uter diameter, the diffusion coefficient of the fission gas release
odel, cladding thickness, fuel thermal expansion, cladding creep

orrelation, fuel thermal conductivity and the average linear heat
ate. However, 15 out of the 21 inputs contribute significantly (by
ore than 10%) to the total variance of some output at some value

f burnup. This result highlights the complexity of the system and
emonstrates its sensitivity to the input values.
. Conclusions

A hypothetical scenario of steady state irradiation of a TMI-
 fuel rod has been modeled with the FRAPCON-3.4 code. The
 and Design 275 (2014) 229–241

uncertainties in input variables have been taken into account by
Monte Carlo sampling from probability distributions, and extensive
modeling of the different realizations has been done. The propaga-
tion of uncertainties has been analyzed using both the Spearman
correlation coefficient method, which is conventionally used in the
field, and by evaluating the first order, second order and total effect
Sobol’ sensitivity indices. The Sobol’ variance decomposition is
shown to perform significantly better in cases where non-additive
interactions between input variables are present. This includes
practically all the analyzed cases, with the exception of maximum
fuel temperature and average cladding temperature. For example,
in identifying the sources of uncertainty for the gap conductance
at moderate burnup (22 MWd/kgU), the variance decomposition
method can identify practically 100% of the input’s contributions,
while the Spearman correlation method only explains 65% of the
output variance in the analyzed scenario.

The results suggests that first order sensitivity analysis meth-
ods should be used with caution in fuel performance modeling.
With the possible exception of fuel centerline and cladding tem-
peratures, the analysis should be complemented with higher order
methods that take into account input interactions.

The interactions of the inputs and the necessity for higher order
methods stem from the complexity of the system. For the same
reason, identifying a single dominant source of uncertainty is not
possible. The relative importance of the inputs depends not only
on the considered output, but also on burnup. For instance, out of
the 21 considered inputs, 15 have a contribution larger than 10%
to the uncertainty of some output at some point in the scenario. In
addition to complicating the analysis, this fact also makes it difficult
to rule out inputs as a source of output uncertainty.

However, some fairly consistent trends can be identified. The
inputs affecting the gap width, and thus gap conductance, rank
among the most important ones. These are the as-fabricated
cladding dimensions, cladding creep, fuel thermal expansion and,
to some degree, the as-fabricated pellet diameter. Mostly the fab-
rication parameters influence the uncertainties at low burnup,
with the other inputs becoming more important later in the rod’s
life, although for the cladding radial displacement the situation
is reversed. Other important uncertainty sources are the diffu-
sion coefficient in the FGR model, fuel thermal conductivity and
linear power. The ranking of the inputs is very similar to that
obtained in other sensitivity studies of the fuel rod (Christensen
et al., 1981; Wilderman and Was, 1984; Boulore et al., 2012),
although the present study identifies the FGR-related uncertainties
among the most important ones. However, because FGR is a highly
non-additive function of its inputs, it is easy to underestimate its
contribution with first-order methods.

In addition to FGR, the evolution of the pellet-cladding gap with
changing burnup is identified as one of the main sources involved
in the burnup dependency of the sensitivity indices. Since the open
gap and closed gap cases are governed by different physical models,
the closure of the gap has a big influence on many of the sensitiv-
ity indices. In addition, the burnup regime where the gap is in the
process of closing (i.e., has a significant probability for both the
open and closed states) is observed to have increased interaction
between the inputs, caused by the mixing of the two states of the
gap. Since the intermediate burnup regime is also an important
regime of operation of nuclear reactors, this highlights the impor-
tance of using appropriate, higher order methods in the sensitivity
analysis of the nuclear fuel rod.
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We have developed a new light-weight fuel behavior code FINIX, specifically designed for modeling of
LWR fuel rods in multiphysics simulations. A thermomechanical description of the rod is required espe-
cially in transient conditions, where the heat transfer and changes in the rod’s physical dimensions are
strongly coupled. In addition to the mechanical deformations, FINIX solves the temperature distribution
in the rod and the heat flux from the cladding to the coolant, allowing two-way coupling of the fuel
behavior simulation with both neutronics and thermal hydraulics simulations. In this paper, we describe
the FINIX module and compare its performance with experimental data and FRAPTRAN-1.4, a widely
used fuel behavior code. The comparison reveals good agreement in both cases. We also demonstrate
how FINIX can be integrated into multiphysics simulations. Coupled with the Monte Carlo reactor physics
code Serpent, we simulate a fast reactivity transient with the fuel temperature and fission power solved
self-consistently. With the reactor dynamics codes TRAB-1D and TRAB3D/SMABRE, we simulate a fast
power transient and a PWR main steam line break. The latter serves as an example of coupled fuel
behavior, neutronics and system-level thermal hydraulics simulation.

� 2014 Elsevier Ltd. All rights reserved.
1. Introduction

In a light water reactor (LWR), the thermal and mechanical
behavior of the fuel rods strongly influences the behavior of the
whole reactor in both steady state and transient conditions. For
example, the power of the reactor is sharply affected by the fuel
temperature due to the absorption of neutrons by Doppler-
broadened cross sections (Lamarsh, 1966). This coupling is impor-
tant both in the steady state and, even more so, in transients,
where the negative feedback between the fuel temperature and
reactivity constitutes one of the most important safety features
of LWR’s. Similarly, transient heat transfer to the coolant and
avoiding departure from nucleate boiling is dependent on the rate
of heat transfer from the pellet to the cladding and, consequently,
to the coolant. This again depends on both the rod’s thermal and
mechanical states (Cacuci, 2010). Both the neutron absorption
and coolant boiling are typically modeled by dedicated computer
codes – the first one by reactor physics codes, and the second
one by thermal hydraulics codes. However, in both cases the code
needs an advanced description of the fuel rod’s thermomechanical
behavior to capture the essential physics. A thermal element
model, simple correlations, or user-given temperatures are vastly
insufficient due to the intricate coupling of the rod’s mechanical
deformations and heat transfer properties (Bailly et al., 1999). Fur-
thermore, effects of long-term irradiation compound the problem.

To address the challenge of simulating the thermomechanical
behavior of the fuel rod within different contexts, we have devel-
oped a new LWR fuel behavior code, FINIX (Ikonen et al., 2013;
Ikonen, 2013). The purpose of FINIX is to provide a universal fuel
module for multiphysics simulations done with, for example,
coupled neutronics, thermal hydraulics and reactor dynamics
codes. For this purpose, FINIX has been developed to be as simple
as possible, while still being able to realistically describe the
physics in the regime of its intended use.

The current modeling capabilities of FINIX are aimed towards
calculating the fuel rod’s thermal behavior in fast transient simula-
tions, although more limited capabilities to model also steady state
behavior exist. At present, FINIX solves the time-dependent heat
transfer across the pellet, gas gap and the cladding, taking into
account elastic and thermal deformations and their coupling to
the gap conductance. Material correlations are taken from public
literature. Initialization for accumulated burnup can be done using
a FRAPCON simulation for the steady state irradiation. For a more
easy-to-use initialization, a parameterization method for burnup-
dependent quantities is also under development.

http://crossmark.crossref.org/dialog/?doi=10.1016/j.anucene.2014.11.004&domain=pdf
http://dx.doi.org/10.1016/j.anucene.2014.11.004
mailto:timo.ikonen@vtt.fi
http://dx.doi.org/10.1016/j.anucene.2014.11.004
http://www.sciencedirect.com/science/journal/03064549
http://www.elsevier.com/locate/anucene
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For the stand-alone FINIX, we present validation results against
experimental Halden temperature data and FRAPTRAN-1.4 simula-
tions of reactivity initiated accidents. The comparisons show good
performance of the FINIX module. In addition, we integrate FINIX
with the Monte Carlo reactor physics code Serpent, allowing simul-
taneous and self-consistent solution of the fuel temperature and
power. We also show results for the integration of FINIX into the
reactor dynamics codes TRAB3D and TRAB-1D, and demonstrate
its use in the simulation of a PWR main steam line break and a fast
power peak. Finally, we summarize our results and discuss
possible directions for future work.
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2. The FINIX module

2.1. General description

FINIX is a fuel behavior module designed to be integrated as a
subprogram into a larger simulation code, where FINIX replaces
the existing fuel model. The main design philosophy of FINIX is
to provide a simple but sufficient model of the fuel rod that can
be used in different types of simulation codes, including neutron-
ics, reactor dynamics, thermal hydraulics, and system codes. While
multiphysics capabilities can also be achieved with direct code-to-
code coupling (see, e.g., Hämäläinen et al., 2001; Rossiter, 2011),
such approach is often laborious when highly specialized software
is involved. Thus, in the design of the FINIX code, flexibility of the
interface between FINIX and the main simulation code has been
prioritized. This facilitates integration into a wide range of differ-
ent simulation codes.

FINIX is integrated with the main simulation code, which we
shall refer to as the host code, at the source code level. This has
the benefits of reduced data transfer between the codes, and allows
the host code to have direct access to FINIX’s functions and data
structures. However, FINIX also has a high-level interface, through
which the most common functionalities can be used without
detailed knowledge of the FINIX data structures. In addition, to
reduce the user’s need for fuel-specific knowledge, FINIX has an
internal database for different fuel types, from which the required
fuel simulation parameters can be loaded in by just specifying the
desired fuel rod type.

The interface also includes an error message system that FINIX
uses to communicate with the host code. FINIX checks the simula-
tion parameters and calculated results against its models’ ranges of
validity and informs the host code if the range has been violated by
passing an error message. Other types of errors can also be passed
to the host code. Short of encountering a fatal error, FINIX will not
halt the simulation’s execution, but will signal of potentially unre-
liable results by using the error message system.
Solve plenum temperature

Solve pellet mechanics

Solve internal pressure

Solve cladding mechanics

Has
converged?

Yes

No

Mechanical
model

FI
N

Fig. 1. Schematic illustration of the FINIX module and its role in a multiphysics
simulation. The iteration of the thermal and mechanical solutions is indicated by
the flowchart. The convergence checks are assumed to automatically fail on the first
iteration.
2.2. FINIX models overview

FINIX is primarily designed as a transient simulation code. Com-
pared full-fledged fuel performance codes such as FRAPTRAN
(Geelhood et al., 2011b), TRANSURANUS (Lassmann, 1992) and
BISON (Williamson et al., 2012), FINIX emphasizes flexibility and
the needs of the host code in favor of the fuel performance model-
ing. For example for neutronics simulations of fast transients, the
most important quantity to solve is the time-dependent tempera-
ture distribution. On the other hand, many of the phenomena mod-
eled in fuel performance codes such as cladding irradiation growth
are less important in this case and are currently not considered in
FINIX. However, similar to the work of Rohde (2001) and for exam-
ple the fuel model of RELAP (ISL Inc., 2010), the coupling between
the mechanical behavior of the gap and the radial heat transfer is
modeled. Here FINIX takes an approach similar to FRAPTRAN,
although some simplifications are done as described below.

The FINIX model itself involves solving both the thermal and
mechanical behavior of the fuel rod, allowing not only thermal
effects but also changes in rod geometry to be taken into account
in the host code. The thermal and mechanical models are coupled
by the gap pressure and conductance, which are functions of both
the rod temperature and mechanical dimensions. Both the heat
equation and the mechanical behavior are solved radially in one
dimensional, cylindrical and axisymmetric geometry, indepen-
dently for several axial nodes. The solutions of the different axial
nodes are coupled via the gap pressure, which is solved simulta-
neously for the whole rod. This scheme constitutes what is gener-
ally referred to as the 1.5-dimensional model. The main modules of
FINIX and their interrelationships are shown in Fig. 1, with the
thermal and mechanical models described in more detail in Sec-
tions 2.3 and 2.4. Properties such as thermal conductivity, thermal
expansion, Young’s moduli, coolant heat transfer, etc., are solved
using publicly available correlations. These are discussed in Sec-
tions 2.5 and 2.6.

Currently FINIX is not equipped with modules to describe long-
term evolution of phenomena such as cladding creep and oxida-
tion, fuel swelling, and accumulation of fission products. FINIX
thus lacks most of the models needed for simulating the effects
of burnup accumulation over a long steady state irradiation. There-
fore, for non-fresh fuel, the initial state of the fuel rod prior to the
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transient should be obtained in a different way. This is discussed in
Section 2.7.

In the interest of readability, the following model description is
kept brief, with the focus on the models’ assumptions, approxima-
tions, and the limitations they imply. The detailed formulae can be
found in the provided references, or in the FINIX code description
(Ikonen, 2013).
2.3. Thermal model

The temperature distribution inside the pellet and in the clad-
ding is obtained by solving the one dimensional radial heat
equation,

CV ðTÞ
@T
@r
� 1

r
@

@r
kðTÞr @T

@r

� �
¼ sðrÞ; ð1Þ

independently for each axial node. Here CV is the volumetric heat
capacity, k is the heat conductivity and s is the thermal power den-
sity. The temperature T ¼ Tðr; tÞ is solved using linear finite element
discretization in space and implicit finite difference discretization in
time, along with appropriate boundary conditions at the pellet-
cladding gap and at the cladding outer surface. The former is formu-
lated via the gap conductance calculated by FINIX. For the latter, the
user can select the desired form of the boundary condition from (i)
the cladding surface temperature, (ii) outward heat flux, or the bulk
coolant temperature with the heat transfer coefficient either (iii) as
a user-given value or, (iv) calculated from internal FINIX correla-
tions (cf. Section 2.6).

The gap conductance model of FINIX includes contributions
from radiative heat transfer, the conductivity of the fill gas and
the (possible) solid–solid contact: hgap ¼ hrad þ hcond þ hcontact. The
individual terms are calculated from correlations similar to the
FRAPTRAN code (Geelhood et al., 2011b), with the exception of
the cladding emissivity correlation that is similar to the implemen-
tation of FEMAXI (Suzuki and Saitou, 2006). In addition, the con-
ductivity term hcond can be calculated by either the FRAPCON or
FRAPTRAN correlation, with the FRAPTRAN correlation as the
default option. In contrast to FRAPTRAN, the radial pellet relocation
is calculated at each time step as given in Section 2.5. The effect of
gas composition on the conductivity is taken into account. Finally,
the contact term hcontact is coupled with the cladding mechanical
solution.

The plenum temperature is calculated by assuming steady state
heat transfer between the fill gas and the plenum walls. For the
plenum, correlations for pure helium are used (Petersen, 1970).
In the steady state this simplification affects the balance between
the cladding and pellet radiative transfer in only a minor way.

Because the material parameters in Eq. (1) and the gap conduc-
tance depend on the temperature, the heat equation has to be
solved iteratively. A combination of the bisection and secant
method similar to the Dekker method is used for this iteration
(Press et al., 2002). For each iteration the mechanical model,
described below, is also solved, to give the pressure and the heat
conductance in the gap. The iteration procedure is illustrated in
Fig. 1.
2.4. Mechanical model

The mechanical module of FINIX consists of models for the rod
internal pressure, pellet deformations and cladding deformations.

The internal pressure is calculated by assuming equal gas pres-
sure throughout the rod, taking into account the volumes and tem-
peratures of the plenum, pellet-cladding gap and the optional
pellet central hole for each axial node. The pressure calculation
also couples together the otherwise independent mechanical and
thermal solutions at the various axial locations.

The fuel pellet is modeled as a rigid axisymmetric pellet that is
undeformable by external stresses, similar to the FRACAS-I model
in FRAPCON and FRAPTRAN (Geelhood et al., 2011a,b). Strains
due to thermal expansion and radial relocation are taken into
account. The cladding is modeled as an axisymmetric, thin-walled
cylinder, assuming negligible bending in the axial direction. FINIX
calculates elastic and thermal deformations by assuming mechan-
ical equilibrium, iterating the solution until the rod internal pres-
sure converges (see Fig. 1). Plastic and creep deformations can be
given as input, but their values are not updated in the current
model. Upon sufficiently strong solid contact, the deformations of
the cladding are determined by deformations of the (rigid) pellet.

2.5. Material correlations

FINIX uses publicly available correlations to describe the depen-
dence of various material properties on quantities such as temper-
ature, burn-up, chemical composition, etc. Since the number of
different correlations is large and they are publicly available, the
formulae are not reproduced here. The detailed descriptions are
available in the FINIX code description (Ikonen, 2013).

The fuel properties described by correlations are the specific
heat, thermal conductivity and thermal strain. These are modeled
using FRAPTRAN correlations (Geelhood et al., 2011a; Geelhood
et al., 2011b; Luscher and Geelhood, 2011). The correlations are
applicable to UOX and MOX fuels. Similarly for the cladding, the
thermal properties as well as the mechanical correlations for
Meyer’s hardness, Young’s modulus and Poisson’s ratio are given
by (Geelhood et al., 2011a; Geelhood et al., 2011b; Luscher and
Geelhood, 2011). The current correlations are only applicable to
Zircaloy claddings, but correlations for other materials are simple
to implement.

Pellet radial relocation is given as the fractional closure of the
gap in relation to the as-fabricated gap G as

DG
G
¼

0:15þ 0:05f ; LHR 6 20 kW
m ;

0:14þ 0:06f þ 0:5ð1þ gÞf ; 20 kW
m < LHR < 40 kW

m ;

0:16þ 0:09f ; LHR P 40 kW
m ;

8><
>: ð2Þ

where f � f ðBuÞ ¼ Bu=5 for Bu < 5 MWd/kgU and f ðBuÞ ¼ 1 other-
wise, and g � gðLHRÞ ¼ 0:0025ðLHR� 20Þ, with the linear hear rate
LHR given in kW/m and the burnup Bu in MWd/kgU. The difference
between the FINIX correlation and the model presented by
Geelhood et al. (2011a) is that by default, only the mechanical
(hard) relocation is taken into account in FINIX. This results in
better agreement with experimental data (Loukusa, 2013). The
calculation of the reduction in thermal gap width (soft relocation)
is optional in FINIX.

2.6. Coolant model

FINIX also has a simple model to calculate the heat transfer
coefficients between the cladding and the coolant. In the model,
the coolant bulk temperature is assumed given at the location of
each axial node. The heat transfer coefficients are calculated using
the Dittus-Boelter correlation for single-phase convection and
Thom correlation for nucleate boiling, after Geelhood et al.
(2011a,b). The range of validity is checked by calculating the criti-
cal heat flux from the EPRI correlation (Reddy and Fighetti, 1983).
Required coolant properties such as bulk fluid enthalpy, saturated
liquid enthalpy, and vaporization enthalpy are also calculated
using simple internal correlations (Ikonen, 2013). The current
version of FINIX does not have stand-alone capabilities for analyses
beyond the film boiling regime. Integration with a thermal
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hydraulic code is intended for more advanced modeling of the
thermal hydraulic properties.

2.7. Burnup effects

As prolonged irradiation takes place, the nuclear fuel rod expe-
riences significant changes in fuel composition, the dimensions of
the pellet and the cladding, and gap conductance. Simulating a tran-
sient occurring with a non-fresh fuel requires knowledge of the
effects that have occurred post fabrication. A conventional way of
taking them into account is to simulate the preceding irradiation
history with a fuel performance code. This kind of simulation
requires dedicated models on fuel swelling, fission gas release, clad-
ding creep, and so on. The present version of FINIX does not have
the capability to simulate these phenomena by itself. However,
the results can be given to FINIX as an input. For example, with
the FRAPCON code one can simulate the steady state irradiation
and write the post irradiation state of the fuel rod into a restart file,
which FINIX can read in directly using one of its input modules.

Sometimes it is not possible to use a fuel performance code to
calculate the initial state for the transient. This may be due to com-
putation time constraints, lack of detailed irradiation history, or
simply because a steady-state fuel performance code is not avail-
able for the user. For these situations, it is convenient to acquire
an approximation of the initial state by using simple correlations
based on approximate irradiation history. For FINIX, such an ini-
tialization method using correlations fitted to a statistically sam-
pled steady state irradiation data is under development (Ikonen
et al., 2013; Syrjälahti, 2011, 2012), and will be reported in its
entirety in future work.
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Fig. 2. Fuel centerline temperatures as a function of burnup for the IFA-429
experiment rod BC as calculated by FINIX (black line) and as measured in the
experiment (thick red line). (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
3. Verification and validation of stand-alone FINIX

Arguably the most important quantity that a fuel performance
module calculates in a coupled multiphysics simulation is the
time-dependent temperature distribution in the pellet and in the
cladding. This is especially true in coupled neutronics simulations,
where the fuel temperature determines the reactivity change due
to Doppler broadening. Also in thermal hydraulics simulations,
the temperature distribution directly affects the heat flux from
the cladding to the coolant.

The temperature calculation of FINIX has been compared
against both the FRAPTRAN-1.4 fuel performance code and exper-
imental data from Halden IFA-429 and IFA-432 test series (IFPE
database, 1997, 1996). The former involves code-to-code compar-
isons with similar inputs, and is useful in verifying FINIX’s overall
behavior in the tested scenarios. In these comparisons, one can
look at any calculated quantities, including gap conductance, pres-
sure, mechanical deformations, and so on. The comparison with
experimental data, on the other hand, is limited to quantities that
have been measured in the experiment. However, the comparison
is truly quantitative and reveals the model’s accuracy with respect
to real-world data. In this work, we constrain our comparison to
the centerline temperature data measured in IFA-429 and
IFA-432 experiments.

3.1. Comparison with experimental Halden data

The FINIX code has been compared against experimental cen-
terline temperature data from five rods: rod BC of experiment
IFA-429 and rods 1, 2, 3, and 5 from IFA-432. These are steady-state
irradiation experiments, where, depending on the test, the rod was
irradiated up to a burnup of more than 50 MWd/kgUO2. Simulating
the irradiation with FINIX is technically possible, but the accuracy
of the results diminishes at increasing burnup because several
phenomena are neglected. However, restricted to moderate burn-
ups the comparison is still a good check of FINIX’s integral perfor-
mance and, at higher burnups gives an approximate measure of the
expected error due to the lacking steady-state models.

A comparison between centerline temperatures measured in
the test IFA-429 and calculated by FINIX is shown in Fig. 2. At
low burnup, up to approximately 10 MWd/kgUO2, the match
between the experimental and simulated values is extremely good.
At increasing burnup, the accuracy decreases due to fuel swelling,
inward cladding creep and fission gas release. Even for high burn-
ups, the error is still quite manageable at approximately ±100 K.

The results for all the considered rods in tests IFA-429 and IFA-
432 are collected in Fig. 3. The experimental results are fairly well
predicted, with most of the data predicted within ±200 K. The spread
is also quite symmetric, although there are clear differences
between individual rods. Among the used data set, FINIX does have
a small bias towards underpredicting the temperatures. However,
considering the experimental uncertainties, the match is quite good.

3.2. Comparison with FRAPTRAN

In the FINIX code verification effort, several RIA scenarios were
simulated and compared with FRAPTRAN-1.4 simulations
(Loukusa, 2013). Here we present results from two such scenarios.
In both cases, the initial state of the transient was determined by a
simulation with FRAPCON-3.4. The code inputs were obtained from
the FRAPCON/FRAPTRAN User Group (FRAPCON/FRAPTRAN Users
Group, 2011). The comparison of FINIX and FRAPTRAN with fresh
fuel has already been discussed by Ikonen et al. (2013). Thus the
present work only considers irradiated fuel.

FINIX and FRAPTRAN are compared both in cases where the
cladding deforms only elastically and in cases where there are sig-
nificant plastic deformations. For the first case, we have calculated
the CABRI REP-Na4 scenario (Papin et al., 2003), in which a recon-
ditioned rodlet from EDF with Zircalloy-4 cladding, base irradiated
at Gravelines-5, underwent a power transient with a pulse width of
76.4 ms in sodium coolant at 0.5 MPa and 280 �C. The rod did not
fail during the test. For this scenario, FRAPTRAN calculates negligi-
ble plastic deformation.

The calculated temperatures are shown in Fig. 4. The codes
match each others’ results very closely, with a maximum differ-
ence of some tens of degrees in the fuel centerline temperature,
and considerably less elsewhere. The gap conductance is also clo-
sely matched, as shown in Fig. 5. The internal pressure calculated
by FINIX is consistently higher by 10–20% (see right panel of
Fig. 5). The difference is due to different initialization of the
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Fig. 3. Measured vs. calculated fuel centerline temperatures from the IFA-429 and
IFA-432 test series. Different symbols correspond to different rods. .: IFA-432 rod
1, �: IFA-432 rod 2, �: IFA-432 rod 3, }: IFA-432 rod 5, �: IFA-429 rod BC.

Fig. 4. Temperatures in the fuel (left panel) and cladding (right panel) for the CABRI
REP-Na4 scenario as a function of time calculated by FINIX (black lines) and
FRAPTRAN (blue curves). Left panel: Fuel centerline temperatures (solid lines) and
outer surface temperatures (dashed line). Right panel: Clad inner surface temper-
atures (solid lines) and outer surface temperatures (dashed lines). (For interpre-
tation of the references to color in this figure legend, the reader is referred to the
web version of this article.)

Fig. 5. Gap conductance (left panel) and rod internal pressure (right panel) for the
CABRI REP-Na4 scenario as a function of time calculated by FINIX (black lines) and
FRAPTRAN (blue curves). (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

Fig. 6. Temperatures in the fuel (left panel) and cladding (right panel) for the CABRI
REP-Na3 scenario as a function of time calculated by FINIX and FRAPTRAN.
Conventions as in Fig. 4.

Fig. 7. Gap width (left panel) and conductance (right panel) for the CABRI REP-Na3
scenario as a function of time calculated by FINIX (black lines) and FRAPTRAN (blue
curves). (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
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plenum volume for irradiated fuel in FINIX and FRAPTRAN
(Loukusa, 2013).

The scenario CABRI REP-Na3 (Papin et al., 2003) was also stud-
ied. This scenario was otherwise similar to the CABRI REP-Na4 sce-
nario, except that the rod was a segment from EDF with low tin
Zircalloy-4 cladding and the power pulse width was 9.5 ms. In this
case, FRAPTRAN calculates significant plastic deformation for the
cladding, which influences the gap width and conductivity.

The temperatures for FINIX and FRAPTRAN simulations of the
CABRI REP-Na3 scenario are shown in Fig. 6. Also in this case, the
results are very similar. This is despite the differences in the gap
width and gap conductance solutions (see Fig. 7), which are due
to plastic deformations. FINIX does not model plastic evolution of
the cladding and the gap remains closed, whereas FRAPTRAN
predicts gap opening after 190 ms. Re-opening of the gap is also
reflected in the gap conductance. The overall effect on the temper-
ature distribution is small, although towards the end of the
scenario, a slightly larger temperature difference across the gap
is seen in the FRAPTRAN solution (see Fig. 6).

In addition to the two scenarios described above, several other
reactivity transients have been simulated and compared by
Loukusa (2013). In some of the scenarios FRAPTRAN predicts rod
failure. Currently FINIX does not have criteria for rod failure and
therefore these scenarios cannot be directly compared. However,
up until the time of failure, the codes perform very similarly for
all quantities. After the failure, quantities such as pressure are of
course very different, but temperature distributions are remark-
ably alike. Although the rod failure is not predicted, the agreement
is encouraging for the use of the fuel module even in more extreme
scenarios.

Apart from reactivity initiated accidents, another major applica-
tion of transient fuel performance codes is the simulation of loss-
of-coolant accidents (LOCAs). LOCA simulations require advanced
descriptions of phenomena occurring at large overpressure and
high cladding temperature, including plastic deformations, creep,
and oxidation. For FINIX, implementation of these models is part
of work to be reported separately in the future.
4. Integration with Serpent 2

4.1. Background

FINIX has been integrated to Serpent 2, a 3D continuous-energy
Monte Carlo reactor physics burnup calculation code developed at
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onset of the transient.
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VTT Technical Research Centre of Finland (Leppänen, 2007). The
development of Serpent 2 has a major focus on multi-physics
applications. A universal multi-physics interface for code coupling
is complemented with new methodology for the treatment of con-
tinuous temperature (Viitanen and Leppänen, 2012; Viitanen and
Leppänen, 2014a; Viitanen and Leppänen, 2014b) and density
(Leppänen, 2013b) distributions. The recently implemented time
dependent simulation mode (Leppänen, 2013a) extends the appli-
cations of Serpent 2 even further. For further information on recent
multi-physics advances in Serpent 2 see (Leppänen et al., 2014).

4.2. Implementation

Serpent 2 and FINIX are coupled at the source code level. Ser-
pent is responsible for solving the power distribution in the system
while FINIX models the thermal and mechanical response of the
fuel rod. The solution transfer between FINIX and the neutron
transport part of Serpent are handled by a set of internal routines
that form the fuel behavior multi-physics interface in Serpent 2.
The fission power in fuel rod is tallied by Serpent and provided
to FINIX nodes while conserving the total power generation as well
as the local power generation in the node volume. The temperature
solution calculated by FINIX can be used in Serpent as is with linear
interpolation between the node points, without any mesh transfor-
mation. The changes in geometry obtained by FINIX can also be
used in the neutron tracking without any transformation.

The multi-physics routines in Serpent 2 provide the neutron
transport routines with the correct temperature and density distri-
butions at different points in time and space so that the effect of
the realistic temperature and density distributions can be
accounted for in the interaction physics. The data transfer between
Serpent and FINIX is done internally without disk operations.

The time-dependent coupled solution is obtained by a sequen-
tial and iterative solving of the fission power distribution by Ser-
pent and the temperature and strain distributions by FINIX. At
the beginning of the dynamic simulation a steady state solution
of the fuel behavior is calculated to be used on the first time step.
At the first iteration of a time step the temperature and strain dis-
tributions are taken from the previous step and at the later itera-
tions they are interpolated between the beginning of step (BOS)
and end of step (EOS) distributions yielding a semi-implicit
scheme. First the neutronics solution is obtained for the new time
interval, after which the temperature distribution at the end of the
interval is calculated by FINIX. A convergence criterion is applied
after this and if the convergence of the coupled solution is not
deemed sufficient, the neutronics solution for the next iteration
is obtained.

4.3. Effect on Serpent 2 calculations

Combining Serpent 2 with FINIX allows the simultaneous and
self consistent solving of the fission power and the fuel behavior
of the system. This makes it possible to account for and quantita-
tively estimate coupled problems such as the effects of thermal–
mechanical feedbacks in steady-state criticality calculations as
well as their effect on nuclide production and transmutation dur-
ing fuel life. Another important topic is the analysis of transient
scenarios with coupled tools. The coupled multi-physics solution
offers a method for improving the best-estimate solutions in many
cases.

The recently developed dynamic simulation mode in Serpent 2
allows time dependent simulation of neutrons in sub-critical, crit-
ical as well as super-critical configurations. Time dependent mod-
eling of super-critical configurations allows Serpent 2 to calculate
the neutronics in reactivity insertion transients. However, a solo
Serpent simulation does not consider any feedback effects, causing
the neutron population and power in super-critical systems to
increase without a limit. Combining time dependent fuel behavior
analysis provided by FINIX to the time dependent simulation mode
in Serpent, a prompt critical reactivity insertion accident can be
modeled from the initial perturbation to the shutdown of the tran-
sient by the fuel temperature effects (mainly increased resonance
absorption due to Doppler broadening of the resonance cross sec-
tions) as described in the following sections.
4.4. Simulation of a coupled fast transient

4.4.1. Description
Steady state simulations with coupled Serpent and FINIX have

been discussed previously by Ikonen et al. (2013). To demonstrate
the fast transient capabilities of coupled FINIX and Serpent, we
simulate a test case where the reactivity of the system is suddenly
increased by reduction in boron concentration. This leads to expo-
nential increase in power until it is terminated by the negative
reactivity feedback from the increasing fuel temperature.

The test geometry is a two dimensional PWR pin-cell with
Three Mile Island Unit 1 (TMI-1) parameters (Blyth et al., 2012).
The pellet radius was 0.4695 cm, the cladding inner radius was
0.4791 cm and the outer radius was 0.5464 cm. Coolant tempera-
ture was set to a constant 500 K with a coolant density of
748 kg/m3. The axial length of the rod in the FINIX model was 1 m.

The fuel pellet had a realistic radial burnup profile for
8.84 MWd/kgU (Fig. 8 left) that was calculated beforehand with
Serpent. The initial conditions are hot full power (233 W/cm) with
the radial power profile shown in Fig. 8. (right). The system is held
critical by soluble absorber in the coolant. To onset the transient,
the boron concentration in the coolant is suddenly reduced from
970 ppm to 860 ppm yielding an instantaneous reactivity insertion
of 1865 pcm. From this moment on, the response of the system is
calculated solely by Serpent 2 and FINIX, i.e., the size and the shape
of the power pulse is not known beforehand.

The simulation consisted of 1000 time-intervals of 20 ls result-
ing in a total of 20 ms of simulated time. The fuel behavior was
solved after each time interval, and the transport solution was
repeated if the temperature solution failed a pointwise conver-
gence test of 3.0 K. The temperatures at interaction points were
interpolated between the beginning of interval and the predicted
end of interval distributions. If a timestep had to be iterated more
than once, the calculated power distribution was averaged
between the iterations. The FINIX geometry model consisted of
one fuel rod with a single axial zone, 101 nodes in the pellet and
51 in the cladding. The fission power was tallied in Serpent in 20
radial zones of equal volume. Equal timestep size of 20 ls was used
in FINIX and Serpent, although different timestep sizes can also be
used. Delayed neutron emission was switched off in Serpent. Since
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the shortest precursor half-lives are in the range of 50–100 ms, this
approximation is not believed to have significant effect on the
results.
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Fig. 10. Gas gap width (left panel) and cladding surface temperature (right panel)
as a function of time for the coupled transient calculated by Serpent 2 and FINIX.
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Fig. 11. Heat flux to coolant (left panel) and in the right panel the cumulative total
heat transferred to coolant (black line) and the cumulative extra heat transferred to
the coolant (red line) as a function of time for the coupled transient calculated by
Serpent 2 and FINIX. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
4.4.2. Results
The calculation was run on 12 Intel Xeon X5690 cores with one

OMP-thread per core. The calculation took 12 wall-clock-days.
Modeling super prompt critical systems with Monte Carlo neutron-
ics is computationally intensive and practically all of the time was
spent by neutron tracking in Serpent.

The evolution of the system linear power is shown in Fig. 9 (left
panel). Without the feedback from FINIX the power calculated by
Serpent would increase exponentially without limit (red line).
However, due to the two-way coupling between Serpent 2 and
FINIX a finite power peak is obtained from the coupled calculation
(black line). The fuel temperature calculated by FINIX based on the
power calculated by Serpent is supplied back to Serpent. This
means that increase in power increases the fuel temperature,
which in turn increases the loss of neutrons to resonance absorp-
tion. This slows down the increase of fission power at first, and
finally makes the system sub-critical again resulting in the
decrease of the linear power and shutting down of the transient
as expected.

While the quantitative modeling of the power pulse based on
only the initial conditions of the system is a novel feature for Ser-
pent in itself, the coupled calculation also provides information on
parameters important for safety considerations such as maximum
cladding and fuel temperatures during the transient. Some of the
parameters of interest are shown in the Figs. 9–11. The parameters
shown include the fuel pellet surface and centerline temperatures,
gas gap width and cladding temperature. The exact values of these
parameters are not very relevant due to the simplistic nature of the
calculation scenario, but the fact that their time evolution can be
obtained from these calculations is interesting.

The rate of heat transfer from the pellet to coolant is another
interesting aspect of the solution. The fuel rod’s gas gap closes at
6.82 ms. After the closing of the gap, the expanding pellet starts
to push the cladding further outwards. The closing of the gap also
increases heat transfer from the pellet to the cladding, which can
be seen in the pellet surface temperature (right panel of Fig. 9).
During the next part of the transient, the heat starts to arrive to
the cladding surface raising its temperature (right panel of
Fig. 10). The heat flux to coolant increases with the increasing tem-
perature difference between the cladding and coolant as well as
the increasing heat transfer area. The last phase of the transient
sees the cladding outer temperature passing the critical tempera-
ture of the coolant and thus the beginning of nucleate boiling lead-
ing to a steeper increase in the heat flux to coolant.
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Fig. 9. System linear power (left panel) with no-feedback prediction (red line) and
pellet surface temperature (right panel) as a function of time for the coupled
transient calculated by Serpent 2 and FINIX. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)
Multiplying the heat flux with the heat transfer surface area and
integrating with respect to time yields the cumulative amount of
the heat transferred to coolant during the transient (black line in
the right panel of Fig. 11). Subtracting the baseline steady-state
heat transfer of 233 W/cm one can obtain the amount of additional
heat transferred to the coolant during the transient (red line). The
additional heating of 6.58 J/cm is not expected to have a large
enough effect on the coolant temperature to be significant for
the neutronics. However, the simulation of longer transients
requires calculating and updating the coolant temperature distri-
bution as well.

This simple test case shows, on the methodology level, that the
coupling with FINIX extends the capabilities of Serpent 2 to calcu-
lating the power pulse shape and magnitude from known initial
conditions in reactivity insertion accidents. The calculation also
yields information on important safety parameters such as maxi-
mum fuel and cladding temperatures as well as the heat flux to
coolant. Application of the code system to real safety analysis, of
course, requires considerable validation, verification and testing
in more realistic scenarios.
5. Integration with TRAB3D and TRAB-1D

5.1. TRAB3D, TRAB-1D and SMABRE codes

FINIX has also been integrated with the reactor dynamics code
TRAB3D (Kaloinen and Kyrki-Rajamäki, 1997) that is a coupled
neutronics-thermal–hydraulics code developed at VTT for tran-
sient and accident analysis of boiling water reactors (BWRs) and
pressurized water reactors (PWRs). In addition to the core, the code
includes models for the cooling circuit of BWRs.
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Fig. 12. Maximum fuel centerline temperature during power peak transient with
TRAB-1D. Inset: the average power density during the transient (solid) and radial
heat generation in the fuel pellet as a function of radius (dashed), r = radius,
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TRAB3D solves the two-group neutron diffusion equations with
a nodal expansion method in a rectangular fuel assembly geome-
try. Thermal–hydraulics of the reactor core is solved in separate
one-dimensional hydraulic channels, which can be further divided
into axial sub-regions. Usually each channel is coupled with one
fuel assembly. Parallel to the heated channels, several unheated
by-pass channels can be modeled. Channel hydraulics is based on
conservation equations for steam and water mass, total enthalpy
and total momentum, and on a selection of optional correlations.
During the hydraulics iterations, a one-dimensional heat transfer
calculation is done for an average fuel rod of each assembly.
TRAB3D solves heat transfer in a fuel rod from one-dimensional
axially uncoupled equations using theta method for time discreti-
zation. Heat capacity of pellet and cladding and conductivity of the
cladding are given in input with temperature dependent correla-
tions, whereas heat conductivity of a pellet depends also on bur-
nup. Conductance of the gas gap is in practice always modeled
using linear interpolation from simple temperature dependent
table. It is possible to define several fuel rod types in TRAB3D
and provide separate values for each fuel rod type. In practice lack
of proper data diminish reliability and feasibility of this kind of
approach.

The PWR circuit can be modeled with the thermal–hydraulic
code SMABRE (Miettinen and Hämäläinen, 2000), which models
3D thermal hydraulic effects using parallel channel nodalization
combined with the turbulent mixing model. SMABRE contains a
five-equation two-phase thermal hydraulic model, using the drift
flux model. There is a parallel coupling between the circuit model
SMABRE and TRAB3D (Daavittila et al., 2000). SMABRE calculates
the whole thermal hydraulics of the loops and the core in a sparse
geometry. TRAB3D performs the detailed thermal hydraulics and
fuel heat transfer calculation in every fuel assembly of the core
to get the nodal fuel and coolant conditions for the calculation of
three-dimensional neutron kinetics and reactivity feedback effects.
In the combined code, the interchanged variables between mod-
ules are the nodewise power to coolant from TRAB3D to SMABRE,
and core inlet and outlet pressure, mass flow, fluid enthalpy and
inlet boron concentration for each core sector from SMABRE to
TRAB3D.

TRAB-1D (Rajamäki, 1976) is the one-dimensional predecessor
of TRAB3D. Nowadays it is used mainly for separate hot channel
analyses without coupling with neutronics. In hot channel analy-
ses, node powers and thermal hydraulics conditions calculated
e.g. by TRAB3D in advance are used as boundary conditions for
TRAB-1D. TRAB-1D’s own fuel rod models are identical to
TRAB3D’s models.

5.2. Implementation of the FINIX coupling

In the new coupling with FINIX, TRAB3D’s own fuel heat trans-
fer solution can be replaced with the FINIX module. The choice
between FINIX and TRAB3D’s own models is done in the TRAB3D
input.

TRAB3D solves power distribution in the reactor core and distri-
bution is transferred to the FINIX module. Also the bulk coolant
temperature and the heat transfer coefficient between the cladding
outer surface and the coolant are calculated in TRAB3D and are
used as boundary conditions for the FINIX module. FINIX calcula-
tion is done for one average fuel rod of each fuel assembly, in total
150–500 fuel rods depending on the reactor type. TRAB3D controls
the data for each fuel rod and calls FINIX consecutively with the
current state parameters of one fuel rod. FINIX returns the temper-
ature distribution of the fuel rod for neutronics calculation and
other data that has to be stored for the next time step. Deformation
of a fuel rod is taken into account in the heat transfer solution but
at the moment deformation is ignored in the flow channel
modeling. Same axial discretization is used in FINIX and in
TRAB3D. Typically number of axial levels is from 20 to 40. Radially
typically from 6 to 10 nodes are used for the pellet and one node
for the cladding. The same time step is used in FINIX and TRAB3D.

FINIX is coupled to TRAB-1D in the same way as to TRAB3D.
Fuel rod discretization is defined in the same way as in TRAB3D,
but in TRAB-1D only one fuel rod is modeled.
5.3. TRAB-1D results

Coupling of FINIX and TRAB-1D has been used for separate core
channel calculations with given boundary conditions to test heat
transfer in the fuel rod without feedback to neutronics. Here we
present TRAB-1D results from the artificial power peak transient
in a PWR fuel rod.

In the power peak transient a PWR fuel rod has been modeled
using 40 axial nodes. Radially 7 mesh points were used in the fuel
pellet and 2 in the cladding. FINIX calculations were done assum-
ing fresh fuel and a burnup of 50 MWd/kgU. For high burn-up,
two cases were assumed for radial heat generation in the fuel pel-
let: uniform heat generation and non-uniform, in which heat gen-
eration increases outwards in the pellet as shown in Fig. 12. TRAB-
1D and TRAB3D have burnup-dependent models for radial heat
generation, and used model parameters are based on an earlier
study (Syrjälahti, 2000). In this calculation, burnup only affects
the heat conductivity of the fuel, with other effects to be consid-
ered in future work. Reference calculations were done using
TRAB-1D’s own heat transfer model with heat capacities and con-
ductivities used in TMI MSLB benchmark. These correlations do not
have burnup dependence.

At the initial state the rod has very low power, 1.5 W/cm3. After
1 s, power generation in the fuel rod increases for 0.1 s, and after
that drops in 0.1 s to the original value. Axial power distribution
and thermal hydraulic boundary conditions at the channel inlet
do not change during the transient. Maximum fuel centerline tem-
perature and the average node powers are shown in Fig. 12. It
should be noted that due to the non-uniform radial power distribu-
tion, at the beginning of the transient the rod maximum tempera-
tures are in fact obtained near the pellet surface instead of the
centerline, as can be seen in Fig. 13. Temperature during the power
transient is higher with stand-alone TRAB3D correlations. The flat
radial power distribution increases maximum centerline tempera-
tures with both models. With FINIX the temperature decreases
more slowly, and even more so if burnup is taken into account in
the FINIX calculation due to the reduced thermal conductivity of
the fuel.



Fig. 13. Temperature distribution in the fuel rod during the power peak transient
using FINIX with TRAB-1D. Non-uniform radial heat generation, burnup 50 MWd/
kgU.
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Fig. 14. Fission power in TMI MSLB benchmark as a function of time.

Fig. 15. Average fuel temperature with different fuel rod models in the TMI MSLB
benchmark.

Fig. 16. Maximum fuel centerline temperature with different fuel rod models in the
TMI MSLB benchmark.
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5.4. TRAB3D/SMABRE results

Several types of transients and plants have been simulated with
TRAB3D using the FINIX module (Syrjälahti, 2013). Here we pres-
ent TRAB3D/SMABRE results from PWR main steam line break
(MSLB) benchmark transient using TMI-1 as the reference plant
(Ivanov et al., 1999). OECD/NEA organized this benchmark in
1999–2000 and VTT participated in the benchmark with
TRAB3D-SMABRE code (Daavittila et al., 2003).

In the MSLB benchmark problem, the TMI-1 PWR plant with
two coolant loops was modeled. In the initial state, the reactor is
assumed to be at the end-of-cycle and at full power. The initiating
event of the transient is the steam-line break in one loop, which
results in a rapid drop of steam line pressure, leading to the
decrease of the water temperature in the primary side. This tem-
perature decrease causes reactor power to increase. When the core
reaches 114% flux level, the reactor is automatically tripped. The
characterizing feature of MSLB event is the asymmetric cooling
in the primary side. The asymmetry is further enhanced by assum-
ing one stuck control rod situated in the colder core half. In the
benchmark two scenarios were specified: one with realistic cross
sections and other with reduced control rod worths to achieve a
return-to-power situation. Here results with the latter cross sec-
tion set are presented.

The transient was calculated with TRAB3D/SMABRE using the
FINIX module. All 177 fuel assemblies were modeled, each of them
in its own flow channel. Burnup was not taken into account in the
heat transfer calculation. Time-step length varied during the simu-
lation from 0.02 s to 0.1 s. Needed calculation time was less than
1700 s on one Intel Xeon X5450 processor. As a reference, the event
was calculated using the original temperature-dependent pellet
and cladding heat capacities and conductivities specified for the
benchmark. Gas gap conductance was specified to have the con-
stant value hgap ¼ 11:356 kW=m2K. For comparison, the event
was also calculated using 20% variations for the gas gap conduc-
tance. Calculation was repeated also with FINIX coupling using that
constant gas gap conductance.

The fission power during the scenario is shown in Fig. 14.
Although the difference in power between the TRAB3D and the
coupled TRAB3D-FINIX solutions is small, the effect of more
detailed modeling of the fuel rod can be seen in the temperature
distributions. Initial fuel temperatures computed by FINIX are
higher than with the benchmark correlations (cf. Figs. 15 and 16)
mainly due to the different gas gap conductance, and the difference
in temperatures remains during the transient. Due to the slow
transient there are no remarkable differences in the temperature
distributions inside the fuel rod (cf. Fig. 17). Gas gap conductance,



Fig. 17. Radial temperature distribution at axial level 20/24 of the fuel rod at
certain time steps in TMI MSLB benchmark.

Fig. 18. Gap conductance with different fuel rod models in the TMI MSLB
benchmark.
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hgap, computed by FINIX with the FRAPTRAN gap model, varied dur-
ing the transient from 2.9 kW/m2K to 8.1 kW/m2K (see Fig. 18). Gas
gap remains open in all fuel rods during the whole transient, as
illustrated in Fig. 19.

In this case only the submitted simulation results were avail-
able as reference, and they were all calculated with same specified
Fig. 19. Width of the gas gap with different fuel rod models in the TMI MSLB
benchmark.
fuel properties (Todorova et al., 2003). Also in other simulations
with different types of transients FINIX gives higher temperatures
than these public benchmark correlations, but results in a, for
example, EPR control rod ejection transient indicate that FINIX
results are closer to fuel specific correlations (Syrjälahti, 2013).
This TMI MSLB benchmark shows that FINIX can be used as a
thermo-mechanical model in whole core transient calculations,
in which a large number of fuel rods with different properties
and different dynamical behavior are modeled.
6. Conclusions and outlook

A light-weight fuel behavior module FINIX has been developed.
FINIX is aimed especially for multiphysics simulations, where it
takes the role of the simulation’s fuel behavior model. FINIX has
been designed to be integrated into a wide array of simulation
codes, and to provide an identical description of the fuel thermal
behavior across different disciplines such as reactor physics and
thermal hydraulics. In cases where the role of fuel performance
simulations has been taken by simple correlations and thermal ele-
ments, calculation of the thermal response can be significantly
improved by including mechanical feedback and power history
dependence. Towards such a goal, we use FINIX to simulate the
transient thermal and mechanical behavior of the rod, and show
that FINIX can be used to provide improved estimates for the rod’s
thermal behavior in multiphysics simulations.

FINIX models have been validated against experimental center-
line temperature data and verified against FRAPTRAN-1.4 simula-
tions of several RIA experiments. The comparison shows good
performance, especially for the calculation of the temperature dis-
tribution. For the temperatures, the agreement with FRAPTRAN
remain good even when significant plastic deformations are pre-
dicted by FRAPTRAN, despite FINIX’s lack of nonelastic models
for the cladding. However, to extend FINIX’s validity to simulation
of steady state irradiation or loss of coolant accidents (LOCA),
improvements such as fission gas modeling, cladding creep, and
plastic deformations are required.

To demonstrate the applicability of FINIX to multiphysics simu-
lations, we have integrated FINIX to Serpent 2, a Monte Carlo reac-
tor physics code, and to TRAB3D and TRAB-1D, VTT’s in-house
reactor dynamics codes. With Serpent, we model a test case of an
initially supercritical PWR pin-cell, where the exponential increase
of power is terminated by the negative reactivity feedback from
the increasing fuel temperature. With TRAB-1D, an artificial power
peak without neutronics feedback is modeled, revealing the differ-
ence between the temperatures calculated by FINIX and simple
benchmark correlations. With TRAB3D, a main steam line break
of the Three Mile Island Unit 1 is simulated, combining neutronics,
thermal hydraulics and fuel performance simulations. The case
involves running multiple (several hundred) instances of FINIX in
one simulation, and showcases how FINIX can be used to model
the fuel thermal behavior of a whole reactor.

Development of the FINIX module is an on-going work. Future
work follows two parallel paths, with the first focusing on improv-
ing the fuel performance capabilities in LOCAs and in steady state,
and the second concentrating on developing methods for uncer-
tainty propagation and system initialization with incomplete infor-
mation. The aim of both is in keeping with FINIX’s general goal to
enhance the accessibility and reliability of fuel performance mod-
eling in multiphysics simulations.
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Modeling fuel behavior requires an accurate description of the cladding stress response for both opera-
tional and safety considerations. The transient creep response of Zirconium alloys is commonly modeled
using a strain hardening rule which is known to hold in cases with monotonously increasing stresses.
However, the strain hardening rule is experimentally known to fail in scenarios such as load drop or
reversal.

In this paper we derive a simple and easily implementable set of rules for primary creep based on
experimental results which contradict the strain hardening rule. The primary creep predicted by these
rules is compared with data from published thermal creep experiments and Halden in-pile creep exper-
iment IFA-585. The model thus created is shown to perform well in describing both transient stress sce-
narios with monotonously increasing stress and scenarios involving load drops and reversals.

� 2013 Elsevier B.V. All rights reserved.
1. Introduction

The cladding of a fuel rod contains the radioactive fission prod-
ucts produced during the time the rod is in the reactor. During its
reactor life the cladding tube is under a pressure differential at ele-
vated temperatures and under irradiation. These conditions cause
the cladding to creep, first inwards as the reactor system pressure
exceeds the fuel internal pressure, and then outwards as the
expanding pellet pushes the cladding. The reactor operation causes
additional alternating stresses, to which the cladding must con-
form. At high burnup the rod internal overpressure may even push
the cladding to creep faster than the fuel pellet swells, potentially
creating a self-reinforcing cladding lift-off effect [1] which may
lead to fuel failure. It is therefore important to be able to describe
the creep behavior of the cladding adequately.

Conventionally creep is described by having three regions:
the primary (or transient) region, the secondary steady state re-
gion and the third leading to failure. As the fuel rods stay in
the reactor only for limited time, most of the models used de-
scribe the first two regions. The extension to the rupture be-
comes important in studies such as spent fuel behavior in
interim dry storage conditions, which is outside the scope of
this work. The correlations are matched to experiments with
a single stress increase, and the change of stress encountered
in fuel behavior analysis is handled by hardening laws. Typi-
cally the creep in metals follows either a time or a strain
hardening law, and the latter is usually assumed to hold for
Zirconium alloys in usual operating conditions [2].

Various creep correlations have been formulated over the years
that take both thermal and irradiation creep into account. It is well
known that the hardening laws used to take the transient condi-
tions into account are simplifications and do not apply universally.
Stress reversal and stress reduction are special situations where
the hardening laws fail. These situations have been successfully de-
scribed with complex formulations of cladding material thermody-
namic states [3,4] and by assuming additional deformation terms
such as reversible anelastic deformation [5,6]. While these formu-
lations appear to provide correct prediction of the cladding creep
behavior they are not commonly implemented in fuel behavior
codes due to their complexity. Fuel behavior analysis is commonly
performed with integral codes utilizing separate models to de-
scribe various phenomena, and the number of required simulations
may rise to hundreds of thousands of fuel rod simulations depend-
ing on the application [7,8]. For this purpose, a simple and more
practical approach is needed.

In this paper we present a simple primary creep formulation to
describe cladding creep response to transient stresses based on
previously published experimental data [9,10]. The resulting mod-
el is both able to handle the situations where strain hardening law
fails as well as to closely replicate strain hardening in situations
where it has been experimentally shown to hold.

The structure of the paper is as follows. In Section 2, we discuss
the experimental basis for the current creep modeling and derive
the new model based on the experimental results. The model is
verified against experimental data in Section 3 and the results of
the paper are summarized in Section 4.

http://crossmark.crossref.org/dialog/?doi=10.1016/j.jnucmat.2013.10.053&domain=pdf
http://dx.doi.org/10.1016/j.jnucmat.2013.10.053
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http://dx.doi.org/10.1016/j.jnucmat.2013.10.053
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2. Theory

2.1. Background

While the creep of Zircaloy alloys has been studied extensively
(e.g. Refs. [11–20]), only a few published experiments have con-
centrated on the response to complex transients. According to
investigations of Lucas and Pelloux [2] the thermal creep deforma-
tion at temperatures below 375 �C can be described by a strain
hardening rule. In strain hardening it is assumed that the creep re-
sponse always follows a curve as seen in single stress level exper-
iments and the changing stress state is taken into account by
moving to the new stress/strain curve to the point where accumu-
lated strain is retained. This work is used as a justification for the
use of the strain hardening rule in most of the models [10,15,21].
Matsuo investigated thermal creep of Zircaloy-4 [12] and formu-
lated a correlation, which Limbäck and Andersson extended to
reactor conditions [21].

Murty and Yoon investigated strain transients following stress
changes [5] and proposed a creep model which assumes an anelas-
tic strain component in addition to the traditional elastic and plas-
tic contributions. This aneslastic component is used to succesfully
explain the observed accumulation of reverse strain at load drop,
while the traditional plastic contribution from creep is assumed
to follow the strain hardening rule. Matsuo also investigated the
creep behavior of Zircaloy under variable conditions [10] and for-
mulated a set of rules for stress reversal situations based on revers-
ible creep hardening surfaces.

A common assumption in the creep models utilized in the inte-
gral fuel behavior codes is that the creep strain � can be divided
into two parts, primary �p and secondary �s:

� ¼ �p þ �s: ð1Þ

The secondary steady state part usually consists of thermal and
irradiation creep contributions ( _�s ¼ _�th þ _�irr), such as in the fuel
performance code FRAPCON-3.4’s correlation [22–24] which is
effectively the model by Limbäck and Andersson [21] modified to
use effective stress reff instead of hoop stress:

_�th ¼ A
E
T

sinh
aireff

E

� �n

e�
Q
RT and ð2Þ

_�irr ¼ C0 � /C1 � rC2
eff � f ðTÞ; ð3Þ

where E is the elastic modulus, T is temperature in K, R is the uni-
versal gas constant, Q the activation energy of the creep, / the fast
neutron flux (n/m2 s�1). The variables A; ai; n; Ci and the function
f ðTÞ have different values depending on the cladding type and the
environment as described in Ref. [24]. The use of reff

reff ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:5ððra � rhÞ2 þ ðrh � rrÞ2 þ ðrr � raÞ2Þ

q
; ð4Þ

is justified by an improved modeling of tensile and compressive
creeps [24]. Here ra;h;r denote stresses in axial, hoop and radial
directions and isotropic behavior is assumed for simplicity.

Limbäck and Andersson assume that the form of the primary
creep is similar to the one proposed by Matsuo [12], in particular
of the form

�p ¼ �S
pð1� ef ð _�stÞÞ; and ð5Þ

�S
p ¼ B � _�b

s ; ð6Þ

where the saturated primary creep �S
p is related to secondary creep

rate with constants B and b, and the time for primary creep to sat-
urate is a function f ð _�stÞ of the secondary creep rate. The transient
stress is taken into account by assuming a strain hardening rule.
However, these models are contradicted by the results of the
Halden in-pile creep experiment IFA-585 [9]. According to the
experiment it would appear that the primary creep depends on
the direction of stress change while the secondary creep rate de-
pends on the stress level. This is in contrast to the model of Eq.
(6) which assumes that the magnitude of saturated primary creep
is proportional to the secondary creep rate.

2.2. Formulation of new creep correlation

In this work we focus on the response to transient stresses. The
model for the primary creep �pðtÞ is derived on a phenomenological
basis, most importantly requiring consistency with the experimen-
tal results reported for IFA-585 [9,25]. According to the experi-
ment, the total saturated primary creep is proportional to the
change in the applied stress. The primary creep strain due to one
stress change can then be approximately described by a function
of the form

�pðtÞ ¼ Cðr1 � r0Þ 1� e�
t�t0

s

� �
; ð7Þ

where C is a constant, r0 and r1 are the initial and final externally
applied stresses, respectively, t0 is the time when the change of
stress from its initial to final value occurs, and s is the characteristic
time scale of the primary creep.

To utilize the experimental results (Eq. (7)) in a practical sce-
nario with several sequential stress changes, one needs a way to
keep record of the stress history of the system. In response to the
changing stress, the material evolves through a complex set of
internal states, with �pðtÞ slowly approaching the saturation va-
lue. We propose that to reproduce the behavior of Eq. (7), it is
sufficient to characterize the internal state of the system by a sin-
gle time-dependent stress-like variable, rintðtÞ. The time evolution
of rint describes the relaxation of the internal state of the system
towards the steady state determined by the externally applied
stress. We choose the scale of rint so that for an initial state with
zero primary creep rate and the applied stress is equal to
r0;rintðt ¼ t0Þ ¼ r0. As the applied stress is changed to r1, the
variable rint starts to evolve in time, approaching the new steady
state value rintðt !1Þ ¼ r1, which is reached when the primary
creep has fully saturated.

In order to find the time evolution of rintðtÞ at intermediate
times, we make an ansatz of a simple linear response, so that the
strain rate is given by

d�pðtÞ
dt

¼ Dðr1 � rintðtÞÞ: ð8Þ

Thus, the relaxation of rint towards the saturation value r1 ulti-
mately determines the rate of primary creep. In the conventional
approach, one would determine rintðtÞ using thermodynamics or
microscopic arguments, and use a relation such as Eq. (8) to derive
the primary creep strain as a function of time. However, in deriving
the phenomenological model, we take the reverse approach. We re-
quire that the experimental result of Eq. (7) holds for �pðtÞ and use
Eq. (8) to derive rintðtÞ. The result is

rintðtÞ ¼ r1 � ðr1 � r0Þe�
t�t0

s ; ð9Þ

also fixing the constant D ¼ C=s in Eq. (8).
Eqs. (7) and (9) can be cast in a form that has no explicit depen-

dence on the initial values r0 and t0. If the strain and internal stress
have known values �pðtÞ and rintðtÞ at time t, the corresponding
values at time t þ Dt are given by

�pðt þ DtÞ ¼ �pðtÞ þ Cðrext � rintðtÞÞð1� e�
Dt
s Þ; ð10Þ

rintðt þ DtÞ ¼ ðrintðtÞ � rextÞe�
Dt
s þ rext; ð11Þ
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where the notation rext has been used for the externally applied
stress (r1). Eqs. (10) and (11), together with the initial conditions
rintðt0Þ ¼ r0 and �pðt0Þ ¼ 0, constitute the phenomenological creep
model.

By keeping record of the time evolution of the system’s internal
state via rint , the model can take into account fast consecutive
stress changes, even when the primary creep does not saturate be-
tween them. It is also easy to verify that Eq. (7) is recovered in the
limit of a single stress change from r0 to r1. From the practical
point of view, it is important that written in the form of Eqs. (10)
and (11), the model only requires knowledge of rint at the previous
time step to calculate the incremental �p, making its implementa-
tion into a fuel performance code straightforward. Also note that
Eqs. (10) and (11) are exact, although they have the appearance
of a finite difference approximation.

The variables C and s of Eqs. (10) and (11) depend on both man-
ufacturing properties of the cladding materials and the environ-
ment (temperature, neutron flux, etc.). A complete creep
correlation would require determination of these dependencies
with well characterized materials [12,21]. However, this is out of
the scope of this paper, where our aim is to demonstrate the appli-
cability of the new hardening rule in principle. As it is, we consider
both C and s as parameters to be determined from experimental
data.

2.3. Mechanical analogue

In addition to creep, a system has an elastic response to external
stress. Including the elastic strain �el in Eq. (1), the total strain due
to external stress can be written as

� ¼ �el þ �p þ �s: ð12Þ

In Eq. (12), the primary creep �p has a saturation value, while the
secondary creep is assumed to grow without limit under applied
stress. Such a system can be approximately described by a mechan-
ical analogue displayed in Fig. 1. The springs A and B are elastic
components whose displacement �spring ¼ r=ji, where ji is the elas-
tic modulus of spring i and r is the external stress affecting the gi-
ven component, while the dashpots C, D and E represent viscous
elements with a rate of displacement of _�dashpot ¼ r=gi, where gi is
the viscosity of the dashpot i. The nodes A, B and C create a model
known as standard linear solid (SLS) model which is commonly
used in viscoelastic studies due to its ability to describing both
creep and relaxation behavior of many materials [26]. The SLS part
in this analoge models the elastic response and the primary creep,
and the twin dashpots D and E the thermal and irradiation steady
state creep.

The solution to SLS is well known [26], and the solution of the
whole system with the dashpots D and E in a series is obtained
by simple addition. The solution to the strain as a function of ap-
plied stress rðtÞ is of the form

�ðtÞ � �ð0Þ ¼ rðtÞ � rð0Þ
j

þ
Z t

0
C 1� e�n=s� �drðnÞ

dn
dn

þ 1
gD
þ 1

gE

� �Z t

0
rðnÞdn; ð13Þ
Fig. 1. Mechanical analogue for the proposed creep model.
with the constants j; C and s being functions of ji and gC . The first
term corresponds to the elastic strain, the second to primary creep,
and the last one to secondary creep (both thermal and irradiation
induced).

In the case of an instantaneous stress change from r0 to r1 at
time t ¼ t0, the derivative drðtÞ=dt ¼ r1 � r0ð Þdðt � t0Þ, with d the
Dirac delta distribution, Eq. (13) reduces to Eq. (7) for the primary
creep. For several stepwise changes, Eqs. (10) and (11) can be
recovered. In addition, the response to a more general change in
stress can be solved from Eq. (13). Thus, while the primary creep
model was derived from an experimental basis, it also has a direct
mechanical analogue that is easy to interpret and whose mathe-
matical properties are well known.

3. Experimental verification

The primary creep formulation was tested against published
sets of variable stress data. First, we show the model behavior
against the Zircaloy-2 BWR rod of IFA-585 Halden experiment [9]
whose results were the basis of the model formulation. The
amount of published in-pile creep experiments with on-line mon-
itoring is scarce, and therefore the second set was chosen to be the
experiments on Zircaloy-4 samples by Matsuo [12]. Due to the dif-
ferent experimental setups (different materials, in-pile and out-of-
pile experiment) different creep correlations were used for the two
sets. For analysis of the Matsuo’s out-of-pile tests the secondary
creep part was modeled after the correlation by Matsuo [12]:

�s ¼ 1:57� 1013 E
T

sinh
1:13� 103rh

E

 !2:1

e�
2:72�105

RT ; ð14Þ

where elastic modulus E ¼ 1:148� 105 � 59:9T MPa. For the in-pile
IFA-585 the secondary creep was modeled as per FRAPCON-3.4’s
modified Limbäck and Andersson model of Eqs. (2) and (3) with
the variables set as described in Ref. [24] for RXA cladding. Eqs.
(10) and (11) were used for primary creep with values of rint; C
and s described in the following subsections.

3.1. Halden in-pile experiment IFA-585

The OECD/NEA IFPE data for IFA-585 experiment [27] was used
for the in-pile experiment. In the IFA-585 experiment a pre-irradi-
ated BWR cladding tube was pressurized to several stress states,
both compressive and tensile, while under irradiation in the Hal-
den research reactor. The cladding deformation was measured
with on-line diameter gauges which were calibrated to unpressur-
ized reference diameters on the end plugs. There was also a com-
posite PWR rod in the test but as the diameter measurements
were reported [28] to be anomalous relatively early on in the
experiment we focus on the BWR sample in this paper.

The BWR rod sample was irradiated prior to the Halden exper-
iment in a commercial reactor to a fast neutron dose of 6� 1021 n/
cm2. Also, during the first experimental cycle there were issues
with rod pressurization which are not included in the analysis.
For the simulations shown here it has been assumed that
rint ¼ �52 MPa at t ¼ 0, which was the planned effective stress
on the cladding in the initial cycle. The value of
C ¼ 1:92� 10�6 m2/N is as per Ref. [9] and s ¼ 100 h was chosen
by fitting to the data.

There are uncertainties in the test results [29], especially re-
lated to the effect of the different rates of oxide layer growth be-
tween the sample and the end plugs and experimentally derived
secondary creep rate [25]. In the following the simulated second-
ary creep rate is altered by the same amount as the experimental
measurement is reported to be affected by the differential in the
oxide layer growth rates [25]. For secondary creep it has been



0 5000 10000 15000
−0.05

0

0.05

0.1

0.15

0.2

In
el

as
tic

 D
ef

or
m

at
io

n 
(%

)

 

 

Experiment
Simulation

0 5000 10000 15000
−200

0

200

Time (h)

σ 
(M

Pa
)

Fig. 2. IFA-585 BWR experiment (circles) and simulated behavior (line). The
applied stress history is displayed in the bottom plot.
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step. The plots start at � ¼ 0 at the beginning of each pressure step.
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Fig. 4. Simulated (lines) and experimental (circles) cladding response to stress
increase. Experimental data from Fig. 3 of Ref. [10].
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Fig. 5. Simulated (lines) and experimental (circles) cladding response to load drop.
Experimental data from Fig. 4 of Ref. [10].
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noted that IFA-585 experiment features very high secondary creep
rates [25] compared to other creep experiments such as those of
Ref. [15]. This was also seen in the initial analysis. The FRAPCON
correlation used for secondary creep rate was multiplied by a fac-
tor of 2 in order to better match the experimental results. Neither
of these two uncertainties should change the interpretation of the
behavior of the primary creep.

The comparison between the simulated and measured inelastic
deformation, along with the applied effective stress for IFA-585
experiment, is shown in Fig. 2. The mid-wall effective stress with
positive values signifying tension and negative values compression
is also shown in Fig. 2. The match between the experiment and the
simulation is good, especially at the beginning of the experiment.
However, errors mostly due to the uncertainties in the secondary
creep rate compound during the simulation. In Fig. 3 only the ini-
tial inelastic deformation after each stress step is shown and the
plotting of the deformation at the beginning of each stress step is
shifted to zero. The results show excellent agreement between
the simulated and measured behavior. Thus it can be argued that
the error seen in Fig. 2 is mostly due to the uncertainty in the sec-
ondary creep rate, and that the creep response to stress reversal
can be modeled using the Eqs. (10) and (11).

3.2. Matsuo’s out-of-pile experiments

For examining the Matsuo’s out-of-pile tests the experimental
data points were extracted from Figs. 3, 4, 7 and 9 of Ref. [10].
The data details creep behavior during load increase from
77.9 MPa to 148.1 MPa of tensile hoop stress, load drop from
156.9 MPa to 74.3 MPa of tensile hoop stress and two series of load
reversal steps alternating between tensile hoop stress of 148 MPa
and compressive hoop stress of 78 MPa. Cladding temperature dur-
ing these tests was 662.9–664.0 K. Matsuo uses cladding tube hoop
stress in his analysis and correlations, and thus hoop stress instead
of effective stress is used when analyzing these experiments. The
tests are pressurized tube tests with biaxial stress condition
ra=rh ¼ 1=2 [10] yielding reff ¼

ffiffiffi
3
p

=2rh according to Eq. (4). The
difference between using hoop and effective stress in analyzing
the primary creep behavior in this experimental arrangement is
seen only in the value of the parameter C.

For Matsuo’s experiments the fitting parameters were set as
C ¼ 3:8� 10�5 m2/N and s ¼ 40 h. For the simulations shown here
it has been assumed that rint ¼ 0 at t = 0. Also, an improved match
to the results was gained by multiplying Eq. (14) by a factor of 1.25.
The results are shown in Figs. 4–7 as the baseline line. While for
Fig. 4 the match is good, the experiments with load reversals, de-
picted in Figs. 6 and 7, demonstrate the need for additional
assumptions. The primary creep during the subsequent stress steps
was clearly smaller than during the initial primary creep stage.
Matsuo uses in his work a concept of creep hardening surface
[10]. In our model, similar improvement can be achieved by
assuming that there are hardening processes which decrease the
saturated primary creep by half during primary creep re-initiation.
With such an assumption, simulation results according to the hard-
ening line in Figs. 4–7 were achieved.
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Fig. 4 shows the results of a test where the hoop stress was first
set at rh ¼ 77:9 MPa and then increased to rh ¼ 148:1 MPa. The
match between the experiment and simulation is good, and here
the effect of the hardening is not overly clear. It should be noted
that this kind of experiment, where the stress is increased, is where
the strain hardening rule provides good results. As seen here, the
model proposed in this paper provides similar behavior to strain
hardening rule in cases where stress is increased in subsequent
steps.

Fig. 5 shows the results of a test where the hoop stress was first
set rh ¼ 156:9 MPa and then decreased to rh ¼ 74:3 MPa. Matsuo
noted that a certain amount of strain recovery was observed just
after the load drop [10], which is also shown by the new model.
The strain recovery phenomenon is documented also by Murty
[5]. The discrepancy between the simulation and the experiment
can be mostly attributed to a slightly too low secondary creep rate.

Figs. 6 and 7 show results of two experiments where the load
was alternated between tension (rh ¼ 148:1 MPa) and compres-
sion (rh ¼ �78:0 MPa). Here the need for assuming some harden-
ing behavior in primary creep is evident. The other alternative
would be to assume initial rint to be of the order of �150 MPa
due to manufacturing or test setup effects which would increase
the initial primary creep relative to subsequent stress steps. How-
ever, such a large value for the initial rint is considered improbable.
The match between the experiment and simulation is good, there-
fore demonstrating the applicability of the proposed model in load
reversal situations. The need for a hardening assumptio,n which
was not needed in the IFA-585 analysis, raises a question whether
the Zircaloy primary creep behavior during in-pile and out-of-pile
experiments are equivalent.
4. Conclusions

In this paper simple and easily implementable rules, Eqs. (10)
and (11), for the primary creep behavior of Zircaloy cladding were
derived based on in-pile results from Halden IFA-585 creep exper-
iment. A creep model using these rules is capable of replicating ob-
served behavior during stress reversal and load drop situations
required in fuel behavior codes. In scenarios where a commonly
used strain hardening rule is known to work, such as stress in-
creases, the current model behaves similarly to other strain hard-
ening models. However, instead of hardening to strain, the new
model effectively relaxes to current externally imposed stress
state.

Most of the stresses imposed to the cladding in IFA-585 were
low enough for the creep rate to depend linearly on the stress.
Therefore the model is most applicable to low stress situations
such as the normal reactor operation. The applicability to thermal
creep experiments was also demonstrated. Different model param-
eters were required for the tests. For the parameter C describing
the stress/strain-relation, the ratio of used values is approximately
20. This can be argued to be due to differences in test tempera-
tures, which were 575–595 K for IFA-585 and 662.9–664.0 K for
Matsuo’s experiments. The characteristic times, s, for the primary
creeps differed also, 40 h for Matsuo experiments and 100 h for
IFA-585. The faster kinetics could be attributed to higher tempera-
ture. Different materials and experimental conditions do affect the
results also. These relationships should be investigated further in
order to create a full creep model implementable to a fuel behavior
code.

The comparisons between the thermal creep experiments show
a difference in the primary creep re-initiation behavior between in-
pile and out-of-pile experiments. This is significant as most vari-
able stress experiments are performed out-of-pile whereas the
application, the modeling of nuclear fuel in reactor, requires a cor-
rect description of the in-pile behavior. Unfortunately, there are
few published in-pile creep experiments with transient stress
states.

The cladding of the nuclear fuel experiences varying conditions
during its reactor life, from compressive stresses during initial
reactor cycles to tensile stress imposed by the expanding fuel pel-
lets and increasing rod internal pressure. Accurate modeling of the
cladding stress response to transient stresses is important for both
operational and safety considerations. The rules derived in this pa-
per provide new insight into how the stress transients can be
treated.
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In fuel behaviour modelling accurate description of the cladding stress response is important for both
operational and safety considerations. The cladding creep determines in part the width of the gas gap,
the duration to pellet-cladding contact and the stresses to the cladding due to the pellet expansion.
Conventionally the strain hardening rule has been used to describe the creep response to transient loads
in engineering applications. However, it has been well documented that the strain hardening rule does
not describe well results of tests with load drops or reversals.

In our earlier work we have developed a model for primary creep which can be used to simulate the in-
and out-of-pile creep tests. Since then several creep experiments have entered into public domain. In this
paper we develop the model formulation based on the theory of viscoelasticity, and show that this model
can reproduce the new experimental results. We also show that the creep strain recovery encountered in
experimental measurements can be explained by viscoelastic behaviour.

� 2014 Elsevier B.V. All rights reserved.
1. Introduction

The cladding tube of nuclear fuel rod protects the urania pellets
from the corrosive environment as well as contains the radioactive
fission products. Early on during the rod reactor life the cladding
creeps inwards due to pressure differential between the reactor
system pressure and the rod fill gas. The inward creep of the
cladding and swelling of the fuel pellet eventually lead to closing
of the gas gap and mechanical interaction between pellets and
cladding wall. And with very high burnup there is the possibility
of high rod internal pressure exceeding the system pressure,
potentially causing the cladding creep outwards faster than the
pellets swell and re-opening the gas gap. All these affect the fuel
performance and some have potential to cause fuel failures. It is
therefore very important to properly understand and describe
the various phenomena affecting the fuel rod. While numerous
studies have been done on the creep properties of various cladding
materials [1–13], the creep response to transient stresses is
investigated only in a small subset of the work [1,2,5,8,10,12].
However it should be noted that the transient response governs
the cladding behaviour during situations where most damage can
happen, i.e. transients.

Conventionally fuel cladding deformation is assumed to have
elastic and viscoplastic components. Viscoplastic creep is described
by having three regions: the primary (or transient) region, the
secondary steady state region and the third leading to failure.
The correlations are matched to experiments with a single stress
increase, and the change of stress encountered in fuel behaviour
analysis is handled by hardening laws. The creep in metals is
assumed to follow either a time or a strain hardening law, and
the latter is believed to hold for Zirconium alloys in usual operating
conditions [2].

Various creep correlations have been formulated over the years
that take both thermal and irradiation creep into account. It is well
known that the hardening laws used to take the transient condi-
tions into account are simplifications and do not apply universally.
Stress reversal and stress reduction are special situations where
the hardening law fails and requires additional assumptions to
model the observed behaviour [1,2,5]. These situations have been
successfully described with complex formulations of cladding
material thermodynamic states [14,15] and by assuming addi-
tional deformation terms such as reversible anelastic deformation
[1,16]. Also anisotropy of the cladding tubes can be described with
high precision with advanced methods [7,17].

While these formulations appear to provide correct prediction
of the cladding creep behaviour they are not commonly imple-
mented in fuel behaviour codes due to their complexity and com-
putational limitations [18]. Fuel behaviour analysis is commonly
performed with integral codes utilizing separate models to
describe various phenomena, and the number of required simula-
tions may rise to hundreds of thousands of fuel rod simulations
depending on the application [19]. For this purpose, a simple and
more practical approach is needed. Previously we have shown that
the cladding behaviour during stress reversal and reduction can be
roughly modelled using simple internal variable approach [20].

http://crossmark.crossref.org/dialog/?doi=10.1016/j.jnucmat.2014.11.100&domain=pdf
http://dx.doi.org/10.1016/j.jnucmat.2014.11.100
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Fig. 1. Mechanical analog for the Standard Linear Solid model (nodes A, B and C) in
series with a node D representing secondary creep contribution.
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In this paper we develop the primary creep model further
starting from Standard Linear Solid model which is commonly used
in studies of viscoelasticity of a wide range of materials and as such
provides a solid theoretical foundation for the model. We compare
the primary creep model to experimental data that has recently
entered the public domain. The model with primary creep based
on viscoelastic behaviour is derived in Section 2. Halden
experiments IFA-699 and IFA-696 are used to assess the validity
of the model in Section 3 and the results are discussed in Section
4. Conclusions are given in Section 5.
2. Creep model

2.1. Viscoelastic model

In studies of viscoelastic properties of solids, a common method
of describing models is via so-called mechanical analogs [21].
These combine springs representing the elastic component of the
material to dashpots representing the viscous components. The
springs’ displacement is �spring ¼ r=ji, where ji is the elastic
modulus of spring i and r is the external stress affecting the given
component, while the dashpots’ rate of displacement is of
_�dashpot ¼ r=gi, where gi is the viscosity of the dashpot i. Other
components are also possible in order to describe more complex
interactions.

A mechanical analog of our creep model is shown in Fig. 1.
There is a separate node describing the secondary thermal and
irradiation creep in series to a Standard Linear Solid (SLS) model.
Secondary creep is nonlinear [4,7,6,22] yet it interacts with rest
of the system similarly to dashpot as it is decoupled from the
elastic and primary creep deformations in creep experiments.
Therefore the dashpot symbol D is used as a stand-in for a more
complex function describing the secondary creep. SLS consists of
two parallel arms, a spring and a serial combination of a spring
and a dashpot. The SLS is the simplest mechanical analog capable
of qualitatively describing material behaviour during both imposed
stress (so-called creep tests) and imposed elongation (stress
relaxation test) [21].

Conventionally the stress response of the cladding is separated
into elastic response �el and creep, which in turn has both primary
(�p) and secondary (�s) components:

� ¼ �el þ �p þ �s: ð1Þ

SLS part of the model shown in Fig. 1 simulates the elastic and
primary creep components of Eq. (1) and replaces the need for
strain hardening rule. It should be evident from Fig. 1 that the
elastic response and primary creep are intrinsically linked in this
formulation and the secondary creep is separate, in contrast to
most formulations [4,7,6] which consider primary and secondary
creep linked and elastic response separate from the creep.

The solution to SLS is well known [21]. The general relationship
is given by

rðtÞ þ gC

jB

drðtÞ
dt
¼ jA �ðtÞ þ gC

jA þ jB

jAjB

d�ðtÞ
dt

� �
; ð2Þ

where either the strain � or stress r can be solved when the other is
given as well as the initial condition is known.

In the context of fuel behaviour modelling we are interested in
solving the strain as a function of piece-wise constant stress that
can be implemented into the time-stepping scheme of the fuel
performance code. For simplicity, we assume that the stress in
the beginning is zero, rðt0Þ � r0 ¼ 0, and the strain correspond-
ingly �0 � �ðt0Þ ¼ 0. Further, we assume that the stress changes
occur instantaneously at times ti so that for ti 6 t < tiþ1 the stress
is constant rðtÞ ¼ rðtiÞ � ri. Then the stress can be written as
rðtÞ ¼
XN

i¼1

DriH t � tið Þ; ð3Þ

where Dri ¼ ri � ri�1; H is the Heaviside step function and the
sum is taken over all the N stress changes.

The solution of the SLS model is derived in Appendix A. The
resulting strain including the elastic, primary creep and secondary
creep contributions is of the form

�ðtÞ ¼ rðtÞ
j
þ C

XN

i¼1

Dri 1� e�
t�ti
s

� �
H t � tið Þ þ

Z t

t0

f rðnÞð Þdn; ð4Þ

with the constants given by

j ¼ jA þ jB; ð5Þ

C ¼ jB

jA jA þ jBð Þ ; ð6Þ

s ¼ gC
jA þ jB

jAjB
: ð7Þ

The first term in Eq. (4) corresponds to the elastic strain, the
second to primary creep and the last one to secondary creep (both
thermal and irradiation induced).

2.2. Implementation of model for primary creep

The primary creep term,

�pðtÞ ¼ C
XN

i¼1

Dri 1� e�
t�ti
s

� �
H t � tið Þ; ð8Þ

involves a sum over the whole stress history with exponentially
decaying contributions from all the previous stress changes. In such
a non-Markovian form the model is difficult to implement into a
fuel performance code. However, it is possible to write the model
in a form where the future evolution of the system depends only
on the present state of the system. This can be done by introducing
an additional variable describing the internal state of the system
where the memory effects can be embedded.

We describe the internal state of the cladding with a single
time-dependent stress-like variable rintðtÞ. The time evolution
rintðtÞ describes the relaxation of the internal state of the system
towards the steady state determined by the applied stress rðtÞ.
The scale of rintðtÞ is chosen so that for an initial state with zero
primary creep rate and the applied stress equal to r0; rintðt0Þ
¼ r0. As the applied stress is changed to r1, the variable rintðtÞ
starts to evolve in time, approaching the new steady state value
rintðt !1Þ ¼ r1, which is reached when the primary creep has
fully saturated. For several stepwise changes as in Eq. (3), the
model takes the form (see Appendix A and Ref. [20])

�pðt þ DtÞ ¼ �pðtÞ þ C rðtÞ � rintðtÞ½ � 1� e�
Dt
s

� �
; ð9Þ

rintðt þ DtÞ ¼ rðtÞ � rðtÞ � rintðtÞ½ �e�Dt
s : ð10Þ
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The model yields a primary creep that is reinitiated at each stress
change and whose saturated value is proportional to the change in
stress. These are in line with observations from experiments con-
ducted at Halden Reactor [12,23]. The evolution in time is a simple
exponential function which would correspond to a single relaxation
mechanism. While this is probably not the case for Zirconium based
alloys used in cladding tubes [1,4], we consider the simplicity of the
model and presentation to be important at this point. Previously we
have shown the creep model using Eqs. (9) and (10) to be able to
describe the creep behaviour during step stress transients [20] in
experiments conducted by Matsuo [5] and in IFA-585 experiment
performed in Halden research reactor [12,24,25]. More complex
variations of SLS exist [21] and these should be utilized to model
the exact time evolution of the primary creep.

2.3. Implementation of model for secondary creep

The secondary creep is a complex phenomenon and much
research has been dedicated to determining the factors affecting
it, see e.g. Refs. [3,4,6,13,12,22]. Fortunately in our model the
secondary creep is fully decoupled from the elastic and primary
creep contributions in creep experiment conditions. For simulating
the secondary steady state contribution to creep we use fuel
performance code FRAPCON-3.4’s correlation [26–28] which is
effectively the model by Limback and Andersson [6] modified to
use effective stress reff instead of hoop stress:

_�th ¼ A
E
T

sinh
aireff

E

� �n

e�
Q
RT and ð11Þ

_�irr ¼ C0 � /C1 � rC2
eff � f ðTÞ; ð12Þ

where E is the elastic modulus, T is temperature in K, R is the
universal gas constant, Q the activation energy of the creep, / the
fast neutron flux (n/m2 s�1) and variables A; ai; n; Ci and the func-
tion f ðTÞ have different values depending on the cladding type and
the environment as described in Ref. [28]. The use of reff

reff ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:5ððra � rhÞ2 þ ðrh � rrÞ2 þ ðrr � raÞ2Þ

q
ð13Þ

is justified by an improved modelling of tensile and compressive
creeps [28]. Here ra;h;r denote stresses in axial, hoop and radial
directions and isotropic behaviour is assumed for simplicity.

3. Experimental verification

3.1. IFA-699

Recently Halden Work Report HWR-882 [23] was declassified. It
describes the experiment IFA-699 featuring on-line measurements
of the creep of Zircaloy-4, E110, M5 and M-MDA cladding tube
segments containing fuel pellets for realistic temperature gradient.
The experiment was still on-going but at the time it had lasted for
nearly 3000 full power hours and had subjected the cladding
samples to hoop stress levels of 0, �75, �50 and +30 MPa of hoop
stress, with negative values indicating compression and positive
values tension. This was achieved by alternating the segment inter-
nal pressure (to 18.2, 8.5, 11.6 and 22.7 MPa) while the external
pressure was at steady 16.2 MPa simulating PWR conditions.

We compare the model with the measurements of Zircaloy-4
segment as the secondary creep model is tuned for it. In order to
simulate the experiment, the effective mid-wall stress reff was
calculated from

reff ¼
ffiffiffi
3
p ðpint � pextÞr2

i r2
o

ððri þ roÞ=2Þ2ðr2
o � r2

i Þ
ð14Þ
where ri and ro are the cladding tube inner and outer radii and pint

and pext the pressures internal and external to the tube. The fast flux
was reported to be 1:5 � 1013 n/cm2/s and cladding temperature
approximately 625 K [23]. Primary creep coefficients
C ¼ 5� 10�6 m2/N and s ¼ 40 h were fitted to match the
experimental data. The measured values are shown as dots and
the base simulation as the solid line in Fig. 2.

The measured values in Fig. 2 consistently trend toward the
positive (or tensile, outward) direction. One possible explanation
would be that the general stress is not the correct driving force
for creep. It should be noted that the original correlation [6] using
hoop stress as a driving force yields a worse match between creep
in tension and compression. Third contender for the driving force is
the deviatoric hoop stress as suggested by Foster and Baranwal
[29]. Other possibility is the growth of oxide layer which did com-
plicate the interpretation of the earlier Halden experiment [12].
We included a oxide growth contribution to the simulations
according to Eq. (15) [30].

d ¼ Ke�
E

RT tn ð15Þ

where d is the oxide layer thickness in lm assuming a constant
temperature, K ¼ 23663:76 lm h�1

; E=R ¼ 8645:4 K, T ¼ 625 K is
the interaction layer temperature, t is time in hours and
n ¼ 1:02474. As the oxidation replaces metal with less dense oxide,
the net effect is the increase of the apparent diameter by a fraction
of one third of the oxide layer thickness. The creep with oxide layer
contribution is shown with dashed line in Fig. 2. This case would
represent a situation where the Zircaloy-4 segment is heated by
the fuel inside and thus oxidises faster than the measurement
calibration piece which we assume would be at coolant tempera-
ture (approximately 50 K lower than the test sample). The used
oxide layer equation is a simple formula fitted to publicly available
post-irradiation data for PWR fuels with Zircaloy-4 cladding, and as
such caution should be used when utilizing it for samples in Halden
flask conditions.

While there are uncertainties regarding the secondary creep
and the effect of oxidation on the measurements it should be noted
that these do not affect the primary creep part of the model which
performs well in describing the experimental results.
3.2. IFA-696

A creep experiment with Zircaloy-2 specimens was conducted
at Halden reactor and reported by Kozar et al. [22]. They reported
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witnessing a contraction of a sample during a period of very low
stress at reactor operational temperatures and flux. Models follow-
ing the traditional strain hardening rule do not predict such a
behaviour. This contraction is well known, as for instance Limbäck
and Andersson describe the need to quickly cool the test samples
after depressurization in order to avoid the recovery of creep strain
in their experiments [6]. However, according to our model this
contraction is to be expected and can be explained by viscoelastic
behaviour. In the case of the behaviour corresponding to our pro-
posed model the rate of the elongation would be similar in both
cases, just in opposite directions.

Data points were taken from Figs. 4 and 5 of Ref. [22] represent-
ing the measured deformation during the initial creep and during
the zero-stress period. The absolute values of deformation for both
cases are shown in Fig. 3 clearly demonstrating that both the rate
and the scale of the creep are the same, therefore supporting the
assumption that the viscoelastic behaviour is responsible for the
sample contraction.
4. Discussion

The major difference of the model presented in this paper to the
conventional approach is that we separate the deformation into
viscoelastic and viscoplastic components instead of using the usual
approach to separate elastic and viscoplastic (creep) components.
The viscoelastic component is modelled with Standard Linear Solid
model which is known to be able to model the behaviour of various
substances for small deformations. As this limitation is also
inherent in the 1D approach for cladding modelling in engineering
level codes, it should not decrease the usability domain of the fuel
performance codes.

Similar approaches to cladding creep have been proposed by
Murty [1] and Geelhood [31]. Murty adds an anelastic component
to the usual elastic and creep components [1], thus indicating that
a part of the transient deformation is due to delayed elasticity (or
viscoelasticity). In contrast to this our model describes the whole
of transient deformation by viscoelasticity. The reason to this
difference might be the difference in in- and ex-pile behaviour.
Murty investigates cladding creep in out-of-pile experiments and
as we saw in our previous work [20] it would appear that the in-
pile creep differs quantitatively from out-of-pile creep. Geelhood
presents a model with a stress threshold for re-initiation of the pri-
mary creep [31] to explain the observations of IFA-699. While our
approach provides similar results with stress steps that are long
enough for the primary creep to fully develop, the viscoelastic
model is more consistent in situations with rapid stress changes.
The SLS-based model is able to replicate the creep behaviour of
IFA-699 creep experiment’s Zircaloy-4 segment. In earlier work
[20] the similar approach was shown to be able to describe the
behaviour of earlier IFA-585 experiment [12,24,25] as well as
out-of-pile Zircaloy-4 creep experiment with load drops and rever-
sals by Matsuo [5]. The used time constant s ¼ 40 h was the same
as the one describing out-of-pile Zircaloy-4 primary creep whereas
the C ¼ 5� 10�6 m2/N is lower than for the out-of-pile tests. This
might be due to the higher temperature (by approximately 30 K)
or significantly higher stress levels (potentially leaving linear stress
response regime) used in Matsuo’s experiments. While the
experimental conditions do not exactly match each other, there
are similarities in the time evolution and stress dependency of
primary creep. This would indicate that the irradiation would not
have a strong effect on primary creep. There are challenges in
modelling the steady state creep behaviour with the chosen model
for secondary creep. There may be several explanations: the usual
variation in creep behaviour between different Zircaloy tubes, the
general stress not being the proper driving force for the creep or
the effect of differing oxide formation rates.

The observed contraction during the stress-free period at
operating temperatures of IFA-696 [22] is similar in magnitude
to the initial primary creep. This is as expected should the visco-
elastic behaviour accurately describe the Zircaloy stress response,
whereas traditional strain hardening law requires additional
assumptions to be made. The match between creep at the
beginning of the experiment and during the stress-free period is
surprisingly good as one would expect secondary creep to show
during the tensile creep. This feature may stem from several
sources. For instance, temperature fluctuated between 530 and
550 K during the zero-stress creep period, thus potentially influ-
encing the measurements. Also, as the data is provided only as a
relative deformation the elastic deformation may affect the
reference level. This would slightly increase the apparent magni-
tude of inwards creep.

Kozar et al. investigate the reason to observed contraction
based on calculated reaction rates [22]. According to their analysis,
irradiation-induced transient creep would be too rapid to account
for the observed contraction, and therefore they deduce that the
relaxation of strain-hardening of the microstructure is the likely
reason to the observations. We would claim instead that the
observed contraction is due to the viscoelastic properties of the
material. It could be argued that these two interpretations are just
different expressions for the same phenomenon, however the dif-
ference becomes evident when behaviour during change in stress
direction is considered. Under such conditions our model based
on SLS behaves in a way that is supported by the observations of
earlier Halden experiments [8,12,23].

5. Conclusions

The cladding tube creep response to transient stresses is
traditionally modelled according to strain hardening law in engi-
neering level integral fuel behaviour codes. This approach has
severe limitations in modelling of situations with load reductions
and reversals. Also, additional postulated phenomena such as
creep recovery have been introduced to account for the experimen-
tal observations. In this paper we have derived a creep model
based on the theory of viscoelasticity. We have shown that it can
be used to model the observed transient creep phenomena on an
empirical macroscopic level as well as provide interpretation on
the experimentally observed creep strain recovery phenomenon.

While conventionally nuclear fuel cladding deformation has
been considered to consist of elastic and viscoplastic components,
our analysis demonstrates that viscoelastic behaviour should also
be considered. This influences cladding response to transient
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conditions, and therefore has implications to analysis of phenom-
ena such as pellet cladding interaction and lift-off.
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Appendix A. Derivation of the SLS solution and the primary
creep algorithm

The elastic and primary creep terms in Eq. (4) can be solved
from the general form of the SLS solution (Eq. (2)) by substituting
for rðtÞ the piece-wise constant stress function of Eq. (3), and
drðtÞ=dt ¼

PN
i¼1Dridðt � tiÞ for the time derivative. Here dðt � tiÞ

is the Dirac delta distribution. This results in the equation

jA�þ jAs
d�
dt
¼
XN

i¼1

DriHðt � tiÞ þ
gC

jB

XN

i¼1

Dridðt � tiÞ:

The strain � can be solved by taking the Laplace transform
�̂ðsÞ ¼

R t
t0
�ðt0Þest0dt0, and assuming the initial condition �ðt0Þ ¼ 0.

Then, one has

jAð1þ ssÞ�̂ðsÞ ¼
XN

i¼1

Drie�sti
1
s
þ gC

jB

� �� �
;

which, after re-arranging gives

�̂ðsÞ ¼ 1
jA

XN

i¼1

Drie�sti
1
s
þ gC

jBs
� 1

� �
1

sþ 1=s

� �	 

:

Inverse Laplace transform of �̂ðsÞ gives

�ðtÞ ¼
XN

i¼1

DriHðt� tiÞ
1
jA
� jB

jAðjAþjBÞ
e�

t�ti
s

� �� �

¼ 1
jAþjB

X
i

DriHðt� tiÞþ
jB

jAðjAþjBÞ
XN

i¼1

Dri 1� e�
t�ti
s

h i
Hðt� tiÞ

¼rðtÞ
j
þC
XN

i¼1

Dri 1� e�
t�ti
s

� �
H t� tið Þ;

with C given by Eq. (6). The primary creep of Eq. (8) is then
identified as the second term,

�pðtÞ ¼ C
XN

i¼1

Dri 1� e�
t�ti
s

� �
H t � tið Þ:

Force balance implies that the stress imposed on the SLS (A, B,
C) and the secondary creep (D) parts of the model shown in
Fig. 1 are equal. Therefore the strain due to secondary creep can
be simply added to the strain of the SLS part, as is done in Eq. (4).

To derive the algorithm of Eqs. (9) and (10), we first use Eq. (8)
to write down �pðt þ DtÞ, then divide the sum over stress changes
into two parts: those changes occurring before time t, and those
occurring between t and t þ Dt:

�pðt þ DtÞ ¼ C
XN

i¼1

Dri 1� e�
tþDt�ti

s

� �
H t þ Dt � tið Þ

¼ C
XN

i¼1

Dri 1� e�
tþDt�ti

s

� �
H t � tið Þ

þ C
XN

i¼1

Dri 1� e�
tþDt�ti

s

� �
H t þ Dt � tið ÞH ti � tð Þ
If the length of the time step Dt is chosen such that the stress is
constant between t and t þ Dt, the last term is equal to zero. In this
case,

�pðt þ DtÞ ¼ C
XN

i¼1

Dri 1� e�
tþDt�ti

s

� �
H t � tið Þ

¼ C
XN

i¼1

Dri 1� e�
t�ti
s

� �
H t � tið Þe�Dt

sþ

� C
XN

i¼1
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Dt
s

� �
H t � tið Þe�Dt

s

¼ �pðtÞe�
Dt
s þ CrðtÞ 1� e�

Dt
s

� �
þ �pðtÞ � �pðtÞ
� �

¼ �pðtÞ þ CrðtÞ � �pðtÞ
� �

1� e�
Dt
s

� �

To derive the form of the algorithm used in this work, we
introduce the internal stress variable rintðtÞ as CrintðtÞ ¼ �pðtÞ.
Hence, from Eq. (8),

rintðtÞ ¼
XN

i¼1

Dri 1� e�
t�ti
s

� �
H t � tið Þ:

Repeating the steps shown for �p above, one gets

rintðtÞ ¼ rintðtÞe�
Dt
s þ rðtÞ 1� e�

Dt
s

� �
:

By re-arranging terms, the primary creep algorithm is then obtained
as

�pðt þ DtÞ ¼ �pðtÞ þ C rðtÞ � rintðtÞ½ � 1� e�
Dt
s

� �
;

rintðt þ DtÞ ¼ rðtÞ � rðtÞ � rintðtÞ½ �e�Dt
s :

We note that one may use the above derivation to write down a
mathematically equivalent algorithm without introducing the
internal stress variable rint. An equivalent algorithm to Eqs. (9)
and (10) would be, for instance,

�pðt þ DtÞ ¼ �pðtÞe�
Dt
s þ CrðtÞ 1� e�

Dt
s

� �
:

Finally, we recall that both forms of the algorithm rely on the
assumption of constant stress over the time step Dt. To take into
account the stress change occurring at ti, one would need to take
small time steps dt that bound the stress change as
t 6 ti 6 t þ dt, and derive the corresponding equations for updating
�p. However, it can be shown that the correction due to this
additional step goes to zero in the limit of small dt. That is,
�pðt þ dtÞ ¼ �pðtÞ as dt ! 0 even when the stress changes between
t and t þ dt. In practice one can ignore this intermediate step and
change the value of rðtÞ at the beginning of each time step Dt.
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a b s t r a c t

In fuel behaviour modelling accurate description of the cladding mechanical response is important for
both operational and safety considerations. While accuracy is desired, a certain level of simplicity is
needed as both computational resources and detailed information on properties of particular cladding
may be limited. Most models currently used in the integral codes divide the mechanical response into
elastic and viscoplastic contributions. These have difficulties in describing both creep and stress relax-
ation, and often separate models for the two phenomena are used.

In this paper we implement anelastic contribution to the cladding mechanical model, thus enabling
consistent modelling of both creep and stress relaxation. We show that the model based on assumption
of viscoelastic behaviour can be used to explain several experimental observations in transient situations
and compare the model to published set of creep and stress relaxation experiments performed on similar
samples. Based on the analysis presented we argue that the inclusion of anelastic contribution to the
cladding mechanical models provides a way to improve the simulation of cladding behaviour during
operational transients.

© 2015 Elsevier B.V. All rights reserved.
1. Introduction

The cladding of a fuel rod both contains the radioactive fission
products and protects the fuel pellets from the cooling water. As
such, the integrity of the cladding tube is of utmost importance.
During its reactor life, the cladding tube is first under a pressure
differential at elevated temperatures and under irradiation, and
creeps inwards. The rate of this inward creep determines in part the
time of hard contact between the fuel pellets and the cladding wall
as well as influences the heat conduction across the gas gap. After a
hard contact between the pellet and the cladding wall the pellets
push the cladding outward as they expand. At high burnup the rod
internal overpressure may even push the cladding to creep faster
than the fuel pellet swells. Ergo, at different times the cladding wall
is either freestanding under a pressure differential, a case where
creep deformation is of interest, or experiences forced displace-
ment with unknown stress that needs to be solved.

Fuel behaviour analysis is commonly performed with integral
codes utilizing separate models to describe various phenomena.
The number of individual models is large and the number of
required fuel rod simulations may rise to hundreds of thousands
depending on the application. As such, a simple and practical
approach to modelling cladding creep and stress relaxation is
needed. Conventionally creep models are derived from experi-
ments conducted with internally pressurized tubes. The models
have been used utilizing strain hardening law to take into account
the cladding behaviour during alternating stresses. However, the
conventional strain hardening law cannot be used to describe creep
response to load drops or reversals [1e4], and this is also an issue
modelling stress relaxation where the stress is constantly
decreasing. Yet in order to model the fuel rod cladding mechanical
behaviour during its whole reactor life, the model needs to be able
to describe also the stress relaxation behaviour. While strain
hardening law has its deficiencies it has beenwidely adopted in fuel
behaviour codes in part due to its simplicity. In order for the
alternative approach to replace the established strain hardening
law it also needs to retain simplicity and implementability of the
old approach.

In our previous work we have introduced an empirical model
based on the viscoelastic theory that is capable of describing the
observed creep response to transient stresses [5,6]. Viscoelastic
models should be able to describe both the creep and the stress

mailto:ville.tulkki@vtt.fi
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relaxation behaviour of the materials, at least for small de-
formations [7]. Therefore assessing the model capability for zirco-
nium alloy stress relaxation is of interest. In this paper we
investigate the time evolution of cladding transient response,
construct a viscoelastic model and both qualitatively and quanti-
tatively investigate the model behaviour.

The structure of the paper is as follows. In Section 2, we discuss
the cladding mechanical behaviour and its relation to viscoelas-
ticity. The simulation model is constructed the Section 3 and its
behaviour is investigated in Section 4. The results of the paper are
discussed in Section 5 and summarized in Section 6.

2. Background

2.1. Mechanical response

The material response to stresses is usually a combination of
elastic, viscous and plastic deformations. For metals the usually
considered responses are elastic and viscoplastic (creep) responses.
Historically, the cladding creep has been considered to follow the
strain hardening law. This was shown by Lucas and Pelloux [1] to
provisionally apply to Zircaloy-2 cladding. While their work also
showed that the strain hardening rule does not hold for load drops
and reversals (further corroborated by Matsuo [2]) many models
have adopted it for taking stress transients into account. The online
measurements of in-pile creepexperiments atHalden reactor [3,4,8]
show primary creep reinitializing at every stress change indepen-
dent of accumulated strain andbeingproportional to the preceeding
stress change, which also is at odds with the strain hardening rule.

Stress relaxation at the imposed specimen elongation is another
difficult behaviour for strain hardening law to handle. In a stress
relaxation experiment the highest stresses are encountered when
the deformation is applied, and then the stresses reduce as the
elastic deformation turns into plastic deformation. The strain
hardening law assumes that at given stress the creep behaves as in
the experiments with a single increase to the given stress. The law
assumes that the change in stress can be dealt by moving to the
creep curve corresponding to the new stress while keeping the
strain constant. In the constantly diminishing stress case this
means that all the changes advance the apparent time towards the
steady state creep region. Effectively in a stress relaxation experi-
ment nearly all of the deformation would be accounted for by the
steady state creep, as the initial high stress provides enough strain
for lower stress primary creep to saturate.

Historically the results obtained from stress relaxation experi-
ments have been successfully used to obtain information on clad-
ding creep properties of Zircaloy-2 and Zr-2.5 Nb samples in the
region where creep stress dependency is linear, which was defined
by the authors of the experimental papers as the region of less than
150 MPa of stress [9,10]. These stresses are encountered after the
initial fast relaxation, and it is implicitly assumed that all the
transient behaviour similar to primary creep has already happened
during the loading of the sample and the initial fast relaxation.
More recently there have been studies [11,12] showing that by
increasing the stress exponent in creep correlations originally
derived from creep experiments of Matsuo [13], the loading and
initial relaxation of ZIRLO segments can be also described. However
in these studies it is assumed that all the cladding behaviour can be
described with equations originally describing only the steady state
behaviour, which is curious considering the transient nature of the
stress relaxation experiments. There are also other interpretations
to the Zircaloy-4 stress relaxation results, such as dividing the
stresses into transient and remnant [14], but these do not have
direct correspondence to creep experiments.

Formulations of increasing complexity for describing the exact
state of cladding do exist, e.g. Refs. [15,16]. Of interest here is the
work of Delobelle et al. [15] where a complexmodel with kinematic
variables is created. They concentrate on describing the anisotropy
of the material and intentionally leave the description of anelastic
properties from the model. However they note that its inclusion
would be warranted to describe the cladding response to changing
temperature. The model created is still considered too calcula-
tionally intensive for use in fuel performance codes [17] so there is
still demand for the simplifying approach.
2.2. Viscoelastic modelling

Several authors have either described observed anelastic con-
tributions [10,18] to cladding mechanical behaviour or used
anelastic components as a part of their creep model [19]. In the
following we use the terminology as defined by Nowick (p. 3 of
[20]) where anelasticity is defined as time-dependent recoverable
and viscoelasticity as time-dependent nonrecoverable mechanical
behaviour. While the model we construct will contain an anelastic
part, the inclusion of permanent deformation or steady state creep
will make the model as a whole viscoelastic in nature.

Anelastic deformation is originated from several sources. Ac-
cording to Blanter et al. [21] these are point defects such an inter-
stitial atoms which move or rotate in response to stresses to new
positions, dislocations that move to accommodate the external
stresses and interfaces of the larger scale structures such as grain
boundaries, and the relaxation may originate from grain boundary
sliding or movement in normal direction (grain growth). Thermo-
elastic relaxation also produce anelastic deformation as spatially
heterogeneous thermoelastic stresses produce temperature gradi-
ents that relax by heat flow. Some of these mechanisms are
accounted for in the mechanistic formulations of the creep, such as
the build-up of internal stresses by pinning of dislocations. Yet in
practice this has led to ignoring the anelastic component in engi-
neering models. Therefore the separation of creep and anelastic
deformation is warranted in a phenomenological formulation.

In metals anelastic strain is often considered small in relation to
the other strain contributions. Also, in the usual applications,
anelastic response operates in parallel with primary creep [22], and
thus its effect is in part included in the primary creep formulations.
However as anelastic deformation is both recoverable and time-
dependent it can influence fuel cladding under changing condi-
tions.While there are exceptions [19], not taking anelastic response
into account can be considered as a norm in fuel behaviour code
creep models.

In studies of viscoelastic properties of solids, a commonmethod
of describing models is via so-called mechanical analogs. These
combine springs representing the elastic component of the mate-
rial to dashpots representing the viscous components. The springs'
displacement is εspring¼s/ki, where ki is the elastic modulus of
spring i and s is the external stress affecting the given component,
while the dashpots' rate of displacement is of _εdashpot ¼ s=hi, where
hi is the viscosity of the dashpot i.

A Kelvin unit is an analog with a spring and a dashpot in parallel.
A general Kelvinmodel is a serial arrangement of n Kelvin units and
a spring, as depicted in Fig. 1. The individual Kelvin units model
various relaxation processes that take place at different time scales.
The strain response to N step stress increases Dsj at times tj is [6].

εðtÞ ¼ sðtÞ
k0
þ
XN
j¼1

Dsj
X1
ki

�
1� e�

t�tj
ti

�
Q
�
t � tj

�
; (1)

where k0 is the elastic modulus of the lone spring, ki is the elastic
modulus of the spring of the ith spring-dashpot system, ti¼hi/ki is



Fig. 1. Mechanical analog for the general Kelvin model (top) and the general Maxwell
model (bottom).

Fig. 2. Mechanical analog for the model describing cladding mechanical response
containing a series of spring, 2 K units and a dashpot representing plastic deformation.
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the characteristic relaxation time of ith spring-dashpot system and
Q is the Heaviside step function. Higher n provides more accurate
representation of a system with multiple relaxation modes at the
cost of increasing model complexity. It should be noted that the
individual Kelvin units are not meant to represent individual
physical processes but instead a macroscopic aggregate of various
microscopic processes acting on similar time scales.

The General Kelvin model is often used to analyse cases where
the stress is a known input as the stress is transmitted along the
whole system as per force balance and the solution of individual
Kelvin units are separable. In cases where the imposed elongation
is known, the general Maxwell model, consisting of parallel
arrangement of a spring and n Maxwell units (a spring and a
dashpot in series) is used instead. For both general models setting
n ¼ 1 creates a Standard Linear Solid (SLS) model (see e.g. pp.
87e88 of [23]).

3. Model for cladding mechanical response to transients

Usually the choice between Kelvin and Maxwell formulations is
done based on the topic investigated. Our aim is to construct a
model capable of simulating both creep and stress relaxation. We
will also need to model the steady state creep, and this has been
accomplished earlier [5,6] with a dashpot-like element placed in
series to the rest of the solution. The steady state creep dashpot is
decoupled from the rest of the solution in the imposed stress case
but affects it in the imposed strain case. Therefore we can still
obtain the ”pure” solution to the general Kelvin model in the creep
simulations while no such advantage can be had with the general
Maxwell model. Therefore the former is chosen as a basis for our
model.

The special case of the general Kelvin model with n ¼ 1 units
yields exponential time evolution, i.e. e�t/t for the viscoelastic
deformation or primary creep. For zirconium alloy claddings, the
time evolution of primary creep has been argued to be of the form
e�

ffiffi
t
p

[13,24] or amore complex one [19]. The e�
ffiffi
t
p

form in particular
is an instance of a stretched exponential or Kohlrausch function
[25,26], which describes a system with several relaxation mecha-
nisms operating at different rates. The stretched exponential can be
approximated by a Dirichlet-Prony series (a weighted sum of
exponential functions) [27]:

e�ðt=tÞ
b

z
Xn
i¼1

gie
�t=ti (2)

where each instance of e�t/ti describes a relaxation mechanism
with a time constant of ti and weight of gi where
P

gi ¼ 1. This is
the mathematical background justifying use of general Kelvin
models with n>1 to describe the systems with observed time
evolution of the type of Eq. (2).

We build a model with a spring for elastic response, n number of
Kelvin units and a dashpot for plastic deformation, all in series.
While conventionally the plastic deformation includes the primary
creep, in this model the primary creep is as a whole given by the
Kelvin units. This is in line with observed in-reactor creep behav-
iour [4e6,8]. In general the higher the model's n the better the
description. However this both increases the complexity of the
model and sets requirements for the amount and quality of the
experimental data. In this work we restrict the model to n¼1,2. For
n ¼ 1 this corresponds to our earlier modified SLS model [6]. The
system for n¼2 is displayed in Fig. 2.

The number of components in a system as depicted in Fig. 2 as
well as nonlinearity of the most plastic deformation correlations
makes finding analytical solution to the system challenging. A
common engineering solution [7] is to use the internal variable
approach, where the elongation of each individual component is
calculated.

For stress relaxation, we use an explicit numerical solution,
calculating the stress arising from the elastic deformation of the
lone spring based on the difference between the imposed elonga-
tion and the elongation of Kelvin units and the lone dashpot as per
Eq. (3). This stress determines the system stress as a whole. Then
the elongations of the Kelvin units and the lone dashpot are
calculated assuming the stress stays constant for the duration of the
time step. The elongations of the Kelvin units are calculated based
on Eq. (4) and the plastic strain from Eq. (5):

sðtÞ ¼
 
εtotðtÞ � εsðtÞ �

Xn
i¼1

εiðtÞ
!
k0; (3)

εiðt þ DtÞ ¼ εiðtÞ þ ðsðtÞ � εiðtÞkiÞ$
�
1� e�

Dt
ti

�
k�1i ; (4)

εsðt þ DtÞ ¼ εsðtÞ þ f ðsðtÞÞ$Dt; (5)

where εtot is the total (imposed) strain, k0 the elastic spring con-
stant, εi, ki and ti are the strain, spring constant and characteristic
time of the ith Kelvin unit, εs is the plastic strain, Dt the time step
used and s the stress. f(s) denotes the function for steady state
creep rate, which may be a simple function of stress as will be used
in this work or a more complex function such as the ones used by
Matsuo [13] or Limback and Andersson [24]. This solution scheme
requires using very short time steps.

For solving the system during imposed stress (creep experi-
ment), Eqs. (4) and (5) can be directly used as the stress s is known
and each Kelvin unit as well as the lone spring and the lone dashpot
experiences the same stress. In order to find out the strain of the
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whole system εtot the individual strain components are combined:

εtotðtÞ ¼
sðtÞ
k0
þ εsðtÞ þ

Xn
i¼1

εiðtÞ: (6)

For the simulations initial values for the internal strains εi are
needed. In this work we assume εi(0)¼0 for the laboratory condi-
tions. Validity of this assumption could be tested with annealing
test of as-manufactured sample with zero externally applied stress.
The experimental study with pressurized tubes published by Gar-
zarolli et al. [28] would indicate that for the reactor conditions εi(0)
s0.

4. Model behaviour

4.1. Qualitative behaviour

We investigate the qualitative behaviour of two models, one
with elastic (instantaneous recoverable deformation) and plastic
(slow nonrecoverable deformation) components and the other
with elastic, anelastic and plastic components. The former model
corresponds in behaviour to traditional strain hardening models in
situations where enough strain has been accumulated for the pri-
mary creep to be fully developed. The anelastic component is
modelled with a single Kelvin unit yielding slow recoverable
deformation, whereas the elastic and plastic components are the
same in both models.

One technique for investigating the metal transient response is
called stress dip experiment (e.g. p. 67 of Ref. [22]). In the experi-
ment a load is first applied to a sample until a steady strain rate is
achieved. Then, the load is reduced for a while and finally increased
to its original value. According to Ref. [22], the sample deformation
appears to stop for a while at the load reduction before it starts to
creep at the rate corresponding to the reduced stress. After the
subsequent increasing of the stress the strain rate increases for a
while before returning to the strain rate corresponding to the
applied stress. Models based on purely plastic deformation do not
explain these observations, but as illustrated in Fig. 3a, the
observed behaviour is well in line with the one provided by the
viscoelastic model.

Several authors of experimental papers [24,29] describe issues
encountered when during a creep experiment the stress is reduced
to zero while the sample is still at the experimental temperatures.
Limback and Andersson [24] describe the need to quickly cool
down the experimental Zircaloy-4 sample before the creep recov-
ery sets in and Kozar et al. [29] measure the change in strain in
Zircaloy-2 samples during zero stress period. Fig. 3b shows the
difference between traditional and viscoplastic interpretation
following a prolonged zero stress period. It should be noted that it
is common to clean up such periods of zero stress from experi-
mental results, as according to strain hardening law they should not
have any effect on the sample strain. However, this results in fast
dips in measured strain, which is subsequently recovered, as seen
for instance in Fig. 3 of Kozar et al. [29].

Kapoor et al. [14] have performed stress relaxation experiments
where they attempt to expedite the acquisition of what they call
remnant stress (stress remaining after a long time from the
beginning of the stress relaxation experiment) by stepwise reduc-
tion of imposed elongation. They report observing at some occa-
sions that after the elongation reduction the stress of the sample
increases, contrary to what the plastic models would indicate. As
demonstrated in Fig. 3c this can be explained by the viscoelastic
properties of the material. The plot also shows that the addition of
viscoelastic component to mechanical model increases the rate of
initial stress relaxation.
Finally, in Fig. 3d, the strain recovery annealing experiment is
illustrated. While the rate of stress relaxation depends on the
assumed plastic strain rate, one definite viscoelastic effect can be
demonstrated. At the end of the stress relaxation experiment when
the loading device is relaxed, i.e. no elongation is imposed and the
stress of the sample is at zero, the viscoelastic deformation con-
tinues if the elevated temperature is maintained. Should the
deformation be purely plastic no deformation should be seen after
the load is removed. The same effect can be obtained with post test
annealing of the samples. Such observations of strain recovery
annealing are reported by Causey et al. [10] who describe it being
anelastic in nature.

4.2. Quantitative behaviour

In order to demonstrate the model capability to describe both
creep and stress relaxation behaviour, we need experimental data
on both experiment types performed on similar samples. These are
surprisingly hard to find from open literature, as most of the
experimental publications focus on either creep or stress relaxation
experiments. As the cladding mechanical properties are strongly
influenced by the manufacturing processes and the final heat
treatment, the different samples require different model
parameters.

Delobelle et al. [15] performed various experiments, including
both creep and stress relaxation, for unirradiated Zircaloy-4 sam-
ples with two different experimental heat treatments. As they
performed both experiments using similar samples we can use the
creep experiment to determine the required material-dependent
coefficients for our model and use them to simulate the stress
relaxation experiment. While Ref. [15] provides a wealth of
experimental data, most of it focuses on investigation of material
anisotropy. In this work we use the available uniaxial data from the
publication, which concerned the experiments in the axial direc-
tion for both the recrystallized (denoted by Denobelle et al. as the R
sample) and the cold worked stress relieved (denoted by Denobelle
et al. as the CWSR sample) Zircaloy-4 at 623 K (350 �C). The former
state was achieved with a thermal treatment of 4e5 h at 973 ± 30 K
and the latter with 5 h at 733 K. The data for creep experiment was
taken from Fig.16 of Ref. [15] and for stress relaxation from Fig.15 of
Ref. [15]. As all the experiments discussed in this work have been
performed at the same temperature, we can focus on the me-
chanical response of the material.

In the creep experiments the stress was stepwise increased and
the elongation measured. For R sample the stress steps used were
125, 135, 150 and 170 MPa and for the CWSR sample 170, 250 and
300 MPa. In the stress relaxation experiments the sample was
deformed to a desired strain at the rate of 6.6$10�4 s�1. Then the
strain was held constant for 48 h and the stress measured. The
strain steps were 0.4%, 0.8%, 1.2%, and 4% for the R sample and 0.4%,
0.8%, and 1.2% for the CWSR sample, with the original zero strain
kept as a reference level during the experiment.

Delobelle et al. [15] provide measured Young's modulus for both
R and CWSR samples (7.8�104 MPa and 7.3�104 MPa, respectively).
These are relatively close to the MATPRO [13,24,30] formula

E ¼ 1:148$105 � 59:9T MPa; (7)

where T is temperature in K, giving E¼7.7482$104 MPa at 623 K. The
reported value is used for the CWSR material. However, the R
material appears to be extremely soft so that in order to use the
reported value for Young's modulus and match the experimental
observations we would need to assume very rapid deformation
after the initial elastic jump. In the following the rapid deformation
is combined with the elastic response, represented by the apparent



Fig. 3. Qualitative behaviour of viscoelastic model as compared to model with purely elastic and plastic components. The solid line denotes the viscoelastic model results and the
dashed line a corresponding model with only elastic and plastic components. In the simulation shown in the upper left plot (a), the sample stress has first been held until steady
state creep has been obtained. Then the stress is reduced for a while, and returned to its original value. The viscoelastic model shows apparent stop at stress dip, and faster
elongation at return to stress. The upper right plot (b) features similar situation, but with the stress reduced to zero. The apparent deformation continues in viscoelastic model, but
will return to in line with the previously achieved rate as is seen in several experiments [24,29]. The lower left plot (c) features a stress relaxation experiment where the elongation
is reduced mid-experiment as per Ref. [14]. The viscoelastic model shows in this particular case an increase in stress as reported. In the lower right plot (d) the stress relaxation
experiment ends with a release of the sample, yielding s¼0 at the last part of the plot. This causes a viscoelastic deformation that is not seen if the sample deformation is assumed to
consist of solely elastic and plastic components.
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Young's modulus of 3.9$104 MPa, as the coarse experimental data
does not allow us to differentiate between them. This effectively
reduces the maximum stresses in the stress relaxation predictions.

We use a simple engineering model for the modelling of the
steady state creep:
Fig. 4. Steady state creep rate for R and CWSR claddings as a function of applied stress.
Lines represent model results and circles and squares values calculated from experi-
mental data. Experimental data obtained from Fig. 6 of [15] and simulated rates as per
Eq. (8).
_εt ¼ A sinhðBsÞ; (8)

where A and B are coefficients fitted to the steady state creep data
obtained from Fig. 6 of [15]. The coefficients are listed in Table 1 and
the steady state creep rate provided by Eq. (8) as a function of
applied stress is shown in Fig. 4. The use of hyperbolic sine function
is a common engineering approximation used to cover both low
stress region below 100 MPa where _ε � s and high stress region
where _ε � s5 [31,32]. At high stress limit the hyperbolic sine tends
to exponential behaviour, which is in line with power law break
down region.

The first stress step is simulated for the creep experiment and
the model parameters are fitted to match the experimental data.
Creep experiments have been successfully modelled earlier with a
n ¼ 1 model [5,6], and a n ¼ 2 model will be used to investigate the
effect of increasing the number of Kelvin units. For the individual
Kelvin units the strength of the springs (ki) determine the extent of
the elongation in creep experiments and the characteristic time is
determined by ti ¼ hi/ki. For the model with n ¼ 1 both k and t are
fitted to the creep experiments. For the model with n ¼ 2 we use t1
to correspond to the fast and t2 to the slow creep compliance,
assuming t2 ¼ 10t1 to limit the number of free variables and obtain
a clear separation of effect of individual Kelvin units, and use
Matlab optimization tools to fit the curves to the creep experi-
ments. The resulting coefficients are listed in Table 1. The stress
transient in the creep experiment is assumed to be instantaneous.

For the stress relaxation experiment all the experimental strain
steps were modelled. During the periods where the strain was
increased to new holding level several steps of the strain increase
were modelled. In most of the cases this resulted in maximum



Fig. 5. Creep and relaxation of R samples. Comparison between the experimental data (circles) and simulations with model with different number n of Kelvin units. n ¼ 0 represents
the pure elastic and plastic deformation, n ¼ 1 is the Standard Linear Solid and plastic deformation, n ¼ 2 the model introduced in this paper.

Fig. 6. Creep and relaxation of CWSR samples. Comparison between the experimental data (circles) and simulations with model with different number n of Kelvin units. n ¼ 0
represents the pure elastic and plastic deformation, n ¼ 1 is the Standard Linear Solid and plastic deformation, n ¼ 2 the model introduced in this paper.
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stress reduction of less than 5 MPa when compared to instanta-
neous strain. As the strain was applied at the rate of 6.6$10�4 s�1

yielding strain of 0.4% in approximately 6 s, the small difference
between instant and very fast strain increase is understandable.
The exceptionwas the last step of the R sample (to 4% strain) where
the strain increasewas high enough to require taking the relaxation
into account during the increase.
The simulation of the creep and stress relaxation experiments

are shown in Fig. 5 for R samples and in Fig. 6 for the CWSR sam-
ples. The simulations are performed with models with 0, 1 and
2 Kelvin units. The model with 0 Kelvin units is shown only for the
stress relaxation plot, where it represents the traditional strain



Table 1
Model coefficients used to model both R and CWSR claddings.

Cladding A (1/h) B (1/MPa) k0 (MPa) k1 (MPa) k2 (MPa) t1 (h) t2 (h)

R n ¼ 0 4.5168 � 10�6 4.82 � 10�2 3.9 � 104 e e e e

R n ¼ 1 4.5168 � 10�6 4.82 � 10�2 3.9 � 104 2.52 � 104 e 26 e

R n ¼ 2 4.5168 � 10�6 4.82 � 10�2 3.9 � 104 4.80 � 104 4.49 � 104 6.5 65
CWSR n ¼ 0 4.2416 � 10�7 3.43 � 10�2 7.3 � 104 e e e e

CWSR n ¼ 1 4.2416 � 10�7 3.43 � 10�2 7.3 � 104 2.08 � 105 e 24 e

CWSR n ¼ 2 4.2416 � 10�7 3.43 � 10�2 7.3 � 104 4.40 � 105 3.03 � 105 8.0 80
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hardening law model in stress relaxation, as discussed in Section 2.
5. Discussion

The anelastic contribution to cladding mechanical behaviour
has been investigated and accounted for in some models in the
1970s and 1980s [10,18,19]. However, later on it has been neglected
[1,2,15,24], either implicitly or explicitly, and several experimen-
tally observed cladding transient responses have remained unex-
plained. Yet the viscoelastic model described in this paper is able to
provide a qualitative interpretation of the observations on the
metal response to transient stresses such as load drops, creep
reversal and quick stress relaxation. The observed time evolution of
the primary creep can be explained by various concurrent pro-
cesses operating at different time scales and approximated by a
series of relaxation processes. In our previous work we have shown
that similar models can be used to simulate various creep experi-
ments performed both in laboratory conditions and in-pile [5,6].
The model is self consistent in the sense that the creep and stress
relaxation are simulated with the single model.

Figs. 5 and 6 show the benefit of inclusion of Kelvin units to the
simulation model, as both the creep and stress relaxation model-
ling is improved. While the creep results with the model without
anelastic contribution (n¼0) would not represent traditional
models as there is no primary creep contribution, with the stress
relaxation it provides the results corresponding to the use of strain
hardening law. Increasing the number of Kelvin units enhances the
correspondence between the measurements and the simulation
results. This is especially noticeable in stress relaxation of R sample
in Fig. 5. However, the stress relaxation experiments also demon-
strate the current shortcomings of the model. The stresses, espe-
cially the maximum ones, are generally overestimated. The time
evolution of the model, while qualitatively correct, is still some-
what too slow. However, for the uniaxial creep and stress relaxa-
tion, the simplemodel presented in this paper performs similarly to
the one derived by Delobelle et al. [15].

The maximum stresses are encountered when the strain has
reached the target value. They are overestimated by our model as
well as the model used by the authors of the original experimental
paper [15]. The stress given by the model is dominated by the
elastic modulus of the material. Delobelle et al. [15] assume the
reason is that during the imposing of the strain the sample plasti-
cally deforms. This is probable as the strain rate is high enough to
require very fast relaxation processes if the instantaneous plastic
deformation is ruled out. However there is not enough experi-
mental data to create a strain rate dependent plastic deformation
model.

The modelling of especially R specimen could be improved by
using higher n to simulate a larger range of time dependent pro-
cesses. However, as the data available are just a few points, that is
not feasible within this work. Also, it should be noted that the
current implementation presented in Eqs. (3)e(5) requires the use
of time steps shorter than the smallest ti in the stress relaxation
simulations. This limits the n to be used in an actual fuel
performance application.
The comparison of Figs. 5 and 6 demonstrates that the creep

strength of the material also has an effect on whether taking
viscoelastic effects into account is necessary. The viscoelastic
contribution to creep resistant CWSR specimen is small and this
shows in the stress relaxation experiment. On the other hand in the
soft R specimen the viscoelastic contribution is visible in both the
creep and stress relaxation experiments. It should be noted that in-
pile conditions appear to enhance the viscoelastic contribution [10]
and it is not affected by the accumulated fluence according to the
observations in the instrumented creep experiments performed at
Halden reactor [4,8].

It should be also noted that in the stress relaxation experiments
the viscoelastic behaviour has most effect on the first relaxation.
This stems from the assumptions made in the model. First, initially
the sample is assumed to be relaxed to zero stress, yielding the
stress differential of 200e300 MPa depending on material at the
start of the experiment. At subsequent strain jumps this difference
is somewhat smaller. And while the viscoelastic part is assumed to
be linear and to operate on the stress difference, the plastic part of
the model depends on the stress and is strongly non-linear in the
region of the later strain steps.
6. Conclusions

Accurate modelling of nuclear fuel cladding mechanical behav-
iour is important for both fuel performance and safety analysis. The
mechanical response to transient stresses has traditionally been
analysed as consisting of elastic and (visco)plastic components,
with the latter containing all non-instantaneous phenomena.
Usually the changing conditions have been taken into account by
strain hardening rule, which is an engineering approximation
assuming accumulated creep strain stays invariant when the con-
ditions change. Historically the anelastic contribution to nuclear
fuel cladding mechanical behaviour has been identified. However
for some reason it has not been taken into account in the models
currently in use in nuclear fuel behaviour analysis. This has lead to
the inability to explain several experimental observations such as
re-initiation of in-pile primary creep.

In this paper we have derived a model for describing both the
creep and the stress relaxation using the methods from the theory
of viscoelasticity. An appropriate model formulation has been
designed based on the application, and its ability to model cladding
mechanical transients has been demonstrated. Also, an interpre-
tation on the observed time-dependence of the primary creep
evolution has been provided. Based on the analysis presented we
argue that the inclusion of anelastic contribution to the cladding
mechanical models provides a simple way to improve the simula-
tion results. While the effect is most pronounced at small strain
jumps and low stress situations, it should be noted that both slow
strain rates and reactor conditions can be expected to make the
viscoelastic effects more important.

The ultimate goal of the research presented is a creation of a
cladding mechanical model both capable of consistent description
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of creep and stress relaxation behaviour and implementable to a
fuel behaviour code. The remaining major methodological chal-
lenges are the cladding response to the changes in temperature and
the correspondence between the in-pile and the out-of-pile clad-
ding behaviour. These, along with the validity of the assumption
made in this work that the anelastic part of the model is initialized
at rest, are to be investigated in the future.
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