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Development of a stochastic temperature treatment technique for
Monte Carlo neutron tracking

Tuomas Viitanen. Espoo 2015.

Abstract

Thermal motion of nuclides has a significant effect on the reaction probabilities and

scattering kinematics of neutrons. Since also the nuclides in nuclear reactor materi-

als are in constant thermal motion, the temperature-induced effects need to be taken

into account in all neutron transport calculations. This task is notably complicated by

the fact that the temperature distributions within operating power reactors are always

non-uniform.

With conventional transport methods, accurate modeling of temperature distribu-

tions within a reactor is cumbersome. The temperature distributions that are in reality

continuous in space need to be approximated with regions of uniform temperature.

More importantly, pre-generated temperature-dependent data on reaction probabil-

ities must be stored in the computer memory at each temperature appearing in the

system, which restricts the feasible level of detail in the modeling of temperature

distributions.

This thesis covers the previous development of a temperature treatment technique

for modeling the effects of thermal motion on-the-fly during Monte Carlo neutron

transport calculation. Thus, the Target Motion Sampling (TMS) temperature treat-

ment technique is capable of modeling arbitrary temperature distributions such that

the memory footprint of the interaction data is unaffected by the resolution of the tem-

perature discretization. As a very convenient additional feature the TMS technique

also provides for modeling of continuous temperature distributions as-is, making the

discretization of temperature distributions unnecessary altogether.

The basic idea of the TMS technique is introduced, and the results are shown

to be in accordance with reference solutions calculated with conventional neutron

transport methods. The TMS method is developed further by optimizing its imple-

mentation, and the performance is compared against conventional neutron trans-

port methods in different reactor systems. The results show that the TMS method

significantly facilitates the modeling of complex temperature distributions in nuclear

reactors without compromising the accuracy of the calculations. The method also

proves to be well-feasible in terms of performance, especially as long as the number

of temperature-dependent nuclides remains relatively small.

Keywords Monte Carlo, neutron tracking, temperature, Doppler-broadening, DBRC,

Target motion sampling, TMS, temperature majorant cross section
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1. Introduction

Nuclear fission reactors play a very important role in contemporary society. As it

is well known, most of the fission reactors around the world are harnessed to pro-

duce clean and carbon dioxide-free energy, but nuclear reactors serve also many

less prominent but important purposes. Other common applications include mate-

rials research and production of artificial isotopes for various medical and industrial

applications.

The operation of nuclear fission reactors is based on a self-sustaining fission chain

reaction in fissile fuel material, typically uranium. The chain reaction is driven by neu-

trons that are released in each fission event and that are able to induce new fission

reactions when interacting with fissile material. The power production of fission reac-

tors is based on the fact that a significant amount of recoverable energy is released in

each fission, while most of the other applications take advantage of excess neutrons

present in the reactor core.

Safe and economical operation and design of nuclear fission reactors requires

thorough understanding of their behavior in varying conditions. The behavior of an

operating reactor is governed by the propagation of neutrons maintaining the fission

chain reaction, and hence neutron transport studies constitute an essential part of

practically all reactor analyses. For a couple of decades, reactor physics has been

mainly analyzed with computer programs, “codes”, that simulate neutron transport

based on physical models and semi-empirical data describing the properties of re-

actor materials. Output from a neutron transport calculation includes for example

the multiplication factor, which basically determines whether the neutron population

in the system is increasing or decreasing, and the spatial power distribution.

The power distribution of the system affects the temperature and material density

distributions within the system via heat transfer, but at the same time the transport of

the neutrons is strongly affected by these distributions. Thus, an accurate solution for

the state of the reactor can only be achieved by solving the neutronics and the thermal

hydraulics simultaneously. Traditionally, the coupled solution has been achieved

using an approximative scheme based on splitting the neutron transport calculation

into two parts: First, the average properties of fuel assemblies are determined in

accurate lattice physics calculations that are performed separately for a few different

thermal hydraulic state points. Then, the averaged properties of the assemblies are

11



1. Introduction

used as input in a more coarse, full-core thermal hydraulics/neutronics simulation

such that the feedback to neutronics is modeled by interpolating between the state

points.

This approach has been successfully used in the past and will probably be used

also for many years to come, at least in production calculations in which fast calcu-

lation is a high priority. However, quite recently there has been a growing interest

in performing high-fidelity multi-physics calculations in which both the thermal hy-

draulics and the neutronics are converged truly simultaneously. When applied with

high-fidelity transport techniques like the continuous-energy Monte Carlo method,

multi-physics simulations provide highly accurate reference solutions that can be

used, for instance, in the validation of lighter calculation tools.

One non-trivial task in multi-physics calculations is the modeling of the tempera-

ture and density distributions, as obtained from the thermal hydraulics solver, within

the neutron transport code. Traditional neutron transport methods can only be ap-

plied with material regions that are homogeneous in terms of material composition,

density and temperature. Consequently, the temperature distributions that are factu-

ally continuous need to be approximated using spatial discretization1. This does not

necessarily limit the accuracy of the transport calculation if the discretization is fine

enough. However, splitting the geometry into numerous regions inflicts the perfor-

mance of the transport calculations and increases the memory requirement, since

nuclide interaction data needs to be stored separately at each temperature appearing

in the system.

The main topic of the current thesis is a new technique for overcoming the chal-

lenges related to modeling the temperature distributions in continuous-energy Monte

Carlo neutron transport calculations. The technique is discussed in Publications I-VII

which are summarized in Chapter 5. Chapters 2–4 of the current article provide an

introduction to the modeling of thermal motion in neutron transport calculations and

neutron transport in general. The thesis is written strictly from the neutron physics

point of view, i.e. assuming a given thermal-hydraulic state and nuclide composition

within the system.

1The situation is, in fact, the same also with density distributions.

12



2. Physical background of neutron transport

Neutron transport analyses are required in the design and operation of all nuclear

reactors. Practically all quantities studied in reactor physical analyses can be derived

from the distribution of neutrons within the reactor in energy, space and time. Thus,

solution of this distribution can be considered as the main goal of neutron transport

calculations. Following the propagation of neutrons from birth at fission events to

termination at the next generation fission events, absorptions or leakage requires a

deep understanding of different phenomena affecting the transport process, as well

as knowledge on the exact geometry, nuclide composition and thermal hydraulic

state of the system. The most important concepts and phenomena related to the

neutron transport are shortly introduced in the following.

2.1 Neutron interactions

The neutron interactions can be divided roughly into fission, scattering and capture

reactions, the essentials of which are introduced in the current section.

2.1.1 Fission

In a fission reaction the target nucleus splits into two2 lighter nuclides called fission

fragments or fission products, releasing about 200 MeV of energy and a couple of

fission neutrons, the average number of which depends on the energy of the incident

neutron that induced the fission event. As it can be seen in Figure 2.1, at incident

neutron energies lower than 100 keV the average number of neutrons emitted per

fission, ν tot(E), is between two and three for the common fissile nuclides 235U, 239Pu

and 241Pu, but at higher energies the number of neutrons increases along with neu-

tron energy. Even though it is hard to see in Figure 2.1 because of the logarithmic

scale, the dependence of ν tot(E) on neutron energy is roughly linear.

Most of the energy released in the nuclear fission event is received by the fission

fragments and ends up heating the nuclear fuel material. A small fraction of the en-

ergy is, however, received by the fission neutrons. The energy distribution of fission

2To be precise, also ternary and quaternary fissions, in which the fissile nuclide splits into three or four

nuclides respectively, occurs but these reactions are relatively rare.
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2. Physical background of neutron transport
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Figure 2.1. The average number of fission neutrons released in a fission event in-

creases along with neutron energy [1].

neutrons is often described by a Maxwellian distribution with the peak of the distribu-

tion around 1 MeV. As can be seen in Figure 2.2, the exact shape of the distribution

depends somewhat on the nuclide.

In fact, all of the fission neutrons are not released at the instant of the fission event,

but following the beta decay of a special type of fission fragments called delayed neu-

tron precursors. These precursor nuclides, for example 87Br, may release a neutron

immediately following their beta decay. Since the beta decay is a relatively slow pro-

cess, the time difference between the prompt neutrons born in the fission event and

the emission of the delayed neutrons makes a difference in reactor dynamics even

though the proportion of delayed neutrons is very small. If the total number of fission

neutrons ν tot(E) is divided into contributions from prompt and delayed neutrons, the

proportion of νdelayed(E) at 1 eV is 0.66 % for 235U, 0.23 % for 239Pu and 0.55 % for
241Pu [1]. Also the energy distribution of the delayed neutrons differs from the prompt

neutron distribution.

Fission reactions are the primary neutron source in the fission reactors, and also

the vast majority of the energy production originates from the fission reactions.
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2. Physical background of neutron transport
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Figure 2.2. The energy distributions of fission neutrons are slightly different for each

fissile nuclide, but the most probable energy is close to 1 MeV for all of the nu-

clides [1].

2.1.2 Capture

In this thesis capture reactions refer to all the interactions in which no secondary

neutrons are emitted. The simplest of such interactions is called radiative capture

(n,γ), in which the neutron is absorbed in the target nucleus, increasing its neutron

number by one. In these interactions the daughter nuclide is born in an excited

state, which is discharged via emission of a gamma photon. Other capture reactions

include, for example, (n,p) and (n,α) interactions in which the neutron is absorbed in

the target nucleus and a proton or an α particle is released, respectively.

Capture reactions are parasitic reactions that remove neutrons from the reactor

system and consequently restrain the fission chain reaction. This effect can be used

intentionally to regulate the operation of a nuclear reactor by inserting and removing

absorbing materials to and from the reactor. On the other hand, the emergence of

absorbing fission products introduces inevitable capture reactions in the reactor as

the nuclear fuel gains burnup.

It should also be mentioned that some of the capture reactions produce useful

nuclides. For instance the reaction chain

238U(n, γ)239U
β−−−−−−→

23.45 min

239Np
β−−−−−→

2.365 d

239Pu

15



2. Physical background of neutron transport

produces new fissile material in nuclear reactors and reaction 54Fe(n, p)54Mn is often

used in the neutron dosimetry of pressure vessel materials.

2.1.3 Scattering

The scattering reactions can be divided further into elastic and inelastic scattering

reactions, of which elastic scattering reactions dominate at energies below about

1 MeV and inelastic scattering occurs mainly at the MeV-range3. In an elastic scat-

tering event a neutron collides with a target nucleus and scatters such that both the

total kinetic energy and momentum are conserved in the collision, whereas only the

momentum is conserved in inelastic scattering.

Assuming that the target is at rest, the collision kinematics of an elastic scatter-

ing event can be straightforwardly solved in the laboratory frame (L-frame). If the

direction of the neutron is assumed to change by angle φ in the scattering process,

the L-frame energy of the incident neutron is E and the mass of the target, MAn, is

expressed relative to the neutron mass M using atomic weight ratio An of the target

nuclide n, equation

E∗ =
E

(An + 1)2
(cosφ +

√

A2
n − sin2 φ)2 (2.1)

can be derived for the energy of the neutron after the scattering [2]. The equation

follows straightforwardly from the conservation laws of energy and momentum in the

L-frame, and it can be used to perceive some basic properties of the elastic scattering

events.

However, in actual neutron transport calculations it is more practical to approach

the scattering problem in center-of-mass frame (C-frame) in which the total momen-

tum is always zero. There are basically two reasons for this:

• The L-frame equations are significantly complicated when the (thermal) motion

of the target nuclide is taken into account.

• More importantly, the C-frame is the natural frame of reference for the solution

of collision physics, specifically scattering angles. For instance, under certain

conditions elastic scattering is isotropic in the C-frame, but the same does not

apply to the L-frame.

The center-of-mass system is moving in the L-frame with velocity

VC =
Mv + AnMVt

M + AnM
=

v + AnVt

1 + An
, (2.2)

where v is the velocity of the neutron and Vt is the velocity of the target. The L-frame

3To be precise, inelastic scattering may occur also at the keV-range from metastable nuclides like 242mAm,

but since the abundance of these nuclides in typical reactors is small, the keV-range inelastic scattering is

of minor importance.
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2. Physical background of neutron transport

velocities can be converted to C-frame and vice versa using equations

vC = v − VC =
An(v − Vt)

1 + An
(2.3)

Vt,C = Vt − VC = −v − Vt

1 + An
. (2.4)

Using the classical relation between kinetic energy and velocity

E =
1

2
Mv2 , (2.5)

the conservation laws for the energy and momentum can be written in the C-frame

as

1

2
v2

C +
1

2
AnV 2

t,C + Qr =
1

2
v∗2

C +
1

2
AnV∗2

t,C (2.6)

vC + AnVt,C = v∗

C + AnV∗

t,C = 0 , (2.7)

where vC
∗ and Vt,C

∗ are the neutron and target velocities after the collision and Qr

is the amount of energy released in the reaction, which is zero in the case of elastic

scattering and Qr < 0 in the case of inelastic scattering. In an inelastic scattering

event the energy Qr is absorbed by the target nucleus, which is left in an excited state

after the interaction. From Equations (2.6)–(2.7) it is possible to derive the C-frame

speed of the neutron after the scattering [3]

v∗

C =

√

v2
C +

2AnQr

(An + 1)M
. (2.8)

It should be noted that in the case of an elastic scattering collision the C-frame speed

of the neutron remains unchanged.

Instead, the scattering event affects the C-frame direction of the neutron. The

change in direction is governed by two angles in the C-frame: cosine of the polar

angle µC between the incident and exiting neutron directions and azimuthal angle

θC, which describes the rotation of the velocity vector in the plane perpendicular to

vC. In general, angle θC changes isotropically in the scattering reactions, but the

distribution of the cosine µC may be either isotropic or anisotropic. After rotating

the C-frame velocity vector vC according to these angles, the L-frame velocity of the

neutron is obtained with Equation (2.3).

The energy change of the neutron in an elastic scattering event can be easily

studied with Equation (2.1) in the simplified case when the target nucleus is at rest.

First of all, this equation shows that the neutron tends to lose a proportion of its

energy in each elastic scattering event. Secondly, the energy change is the highest

when φ = 180◦ and Equation (2.1) simplifies to

E∗ = E(
An − 1

An + 1
)2 . (2.9)

From this equation it can be seen that for a hydrogen target with A ≈ 1 the energy

change may reach even 100 % in a single collision, but for a heavy nuclide like 238U
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2. Physical background of neutron transport

with A ≈ 238 the theoretical maximum is less than 2 %. This property makes light

nuclei like hydrogen in water very efficient materials for slowing down, or moderat-

ing, neutrons. Losing energy in elastic scattering collisions, down-scattering, is the

primary slowing-down mechanism for the fission neutrons. The slowing-down can

be facilitated by adding light moderator materials in the reactor, as it is done in all of

the reactors based on fissions at the thermal energy range.

When the thermal motion of target nuclei is taken into account, the process be-

comes slightly more complicated and the neutron may also gain energy, up-scatter,

in certain conditions. Thermal motion-induced effects are covered in Section 3.2 in

detail.

Interactions denoted with (n,xn) do not quite fit in the previously mentioned reac-

tion categories. In these reactions a neutron interacts with the target such that one

(x = 2) or more (x ≥ 3) additional neutrons are released from the nucleus. Part of the

incident neutron energy is lost in the reaction, which makes these interactions some-

what similar to inelastic scattering reactions. However, the reactions also contribute

to neutron multiplication, and the solution of the collision kinematics is complicated

by the fact that the momentum and the kinetic energy are distributed among three or

more particles.

2.2 Cross sections

The probabilities of the neutron interactions are described by cross sections, σ, which

have the dimension of area. Usually cross sections are measured in barns such that

one barn equals 10−24 cm2. Physically they can be interpreted as the effective cross

sectional area corresponding to a specific reaction of a nuclide. For example, the

radiative capture cross section of nuclide n is designated σγ,n and summing over all

reaction cross sections of a nuclide results in the total cross section σtot,n.

In addition to being nuclide- and reaction-dependent, the cross sections depend

strongly on the energy of the incident neutron. The energy dependencies of two

typical cross sections, namely the radiative capture and elastic scattering cross sec-

tions of 238U, are depicted in Fig. 2.3. In this figure, several energy regions can be

recognized: At the lowermost energies, in this case below about 10−6 MeV, the ra-

diative capture cross section behaves as 1/v, where v is the velocity of the incident

neutron, while the elastic scattering cross section is constant. Between 10−6 MeV

and 2 × 10−2 MeV the cross section curve contains peaks called resonances. It

should be noted that the shape of the cross section curves around the resonances is

somewhat different for the scattering and capture resonances: the scattering cross

section drops right below the resonance energy and peaks above the energy, while

the capture resonances have a purely increasing effect on the cross section. As can

be seen in the figure, the cross section may increase more than by a factor of 104 in

the vicinity of the resonances.

In Fig. 2.3 it seems that the resonances suddenly cease to exist when the energy

of the incident neutron increases above 2 × 10−2, but this not the real case. This

energy corresponds to the boundary between the energy regions of resolved and un-
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Figure 2.3. Radiative capture and elastic scattering cross sections of 238U at 0 K

temperature (cross section data from JEFF-3.1.2 [1]).

resolved resonances, an artificial boundary forced by practice. At the energy region

of unresolved resonances, i.e. above the boundary, the relative energy difference

between the adjacent resonances is so small that the resonances can no longer be

distinguished from each other, but the resonances still have a significant effect on the

reaction probabilities in practice. The unresolved resonances are usually described

by average parameters for resonance spacing, resonance width and various other

quantities, and their effect on reaction probabilities must be taken into account using

special techniques. The smooth cross section curve plotted in Fig. 2.3 within this

energy region represents energy-averaged or infinitely dilute cross sections that can

only be applied to very thin geometries or very low abundances without compromis-

ing the accuracy of the transport calculations.

Even though it cannot be easily recognized in Fig. 2.3, the energy region of unre-

solved resonances also has an upper energy limit above which it is no longer nec-

essary to take the effect of the resonance structure into account and the reaction

probabilities can be again described as a smooth function of energy. In the case of
238U from the JEFF-3.1.2 data library this boundary is at 3 × 10−1 MeV [1].

Not all nuclides or cross sections have all the previously mentioned regions in their

cross section data. For example, cross section curves of the very lightest nuclides

do not contain any resonances. It should also be mentioned that there are many

threshold reactions, such as the (n,xn) reactions and the fission reactions of non-
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2. Physical background of neutron transport

fissile actinides, for which the cross section is zero below the threshold energy Ethr.

Thus, these reactions cannot be induced by neutrons with energies E < Ethr.

2.3 Reaction rates

The microscopic cross sections σ that describe the probabilities for individual targets

need to be multiplied by the atomic density of the target nuclide Nn to get macroscopic

interaction probabilities in practical materials. The result

Σi,n(E) = Nnσi,n(E) (2.10)

is the macroscopic cross section for reaction i of nuclide n and is expressed as cm−1.

In case a material consists of several nuclides, the macroscopic cross section of the

material is simply the sum over nuclide-wise contributions

Σi (E) =
∑

n

Σi,n(E) . (2.11)

In the following, the macroscopic cross sections Σ without the subscript n refer to

material total cross sections.

Because of the connection to the effective area, macroscopic cross section Σi

can also be interpreted as the probability for reaction i to occur per unit path length.

Hence, the probability distribution of the distance between the reactions Pi obeys the

differential equation
dPi (E, l)

dl
= −Σi (E)P(E, l) (2.12)

where l is the distance traveled within the material. Solving the equation and nor-

malizing the distribution to unity yields

Pi (E, l) = Σi (E)e−Σi (E)l , (2.13)

which is also known as the probability density function of exponential distribution.

Reaction rates together with their derivatives constitute the main output of neu-

tron transport calculations. When calculating the reaction rates within a reactor, it is

practical to describe the density and velocity distribution of neutrons within the reac-

tor with a quantity called neutron flux. It is defined as the neutron velocity (vector)

multiplied by the corresponding neutron density ρn(E, r). However, since this thesis

only deals with the scalar form of the neutron flux, it is practical to remove the an-

gular dependencies via integration over all spatial angles. The scalar neutron flux is

designated Φ(E, r), where r is the spatial coordinate.

If the neutron flux and the macroscopic cross sections are known, the reaction

rate R of reaction i within a volume V can be calculated with the double integral

Ri =

∫

V

∫

E

Σi (E, r)Φ(E, r)dEd3r . (2.14)

The energy integration is usually performed over all energies to get total reaction

rates, but in some applications it is beneficial to calculate the contribution of a cer-

tain neutron energy interval to the total reaction rate, in which case the integration
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2. Physical background of neutron transport

limits are chosen according to the boundaries of this interval. For generality, the

spatial dependence of Σi is added in Eq. (2.14) to allow spatial integration over in-

homogeneous material regions.

2.4 Multiplication factor and criticality

As it was previously mentioned, the nuclear reactions are based on a fission chain

reaction in which the fission neutrons from one fission generation induce the next

generation of fission events. The properties of this chain reaction are of great impor-

tance when designing and operating nuclear reactors and, hence, it is necessary to

introduce also some nomenclature describing the state of the chain reaction.

In case the chain reaction is exactly self-sustaining, meaning that the neutrons

released in a fission event induce exactly one new fission reaction on average, the

reactor is critical and the multiplication factor, defined as

k =
Number of neutrons in generation n + 1

Number of neutrons in generation n
(2.15)

is exactly k = 1.0. In case the neutron population and, thus, the fission power of

the reactor are increasing, k > 1.0 and the reactor is referred to as super-critical,

whereas the reactor is called sub-critical if k < 1.0. In addition to absolute units, k

is often measured in pcms (per cent mille), one pcm corresponding to 10−5.
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3. Effects of thermal motion

Practical nuclear systems appear always at temperatures significantly above zero

Kelvin. Usually the temperatures are at least around room temperature 300 K, but

for example in operating light water reactors the temperature of the coolant is usually

above 500 K, the center-line temperature of fuel rods often reaches 1200 K and in

accident conditions the temperatures may even exceed 3000 K.

Whenever the temperature of a material is above zero Kelvin, the target nuclei

are in constant thermal motion and the temperature determines the extent of the

motion. In the case of free gases, the relation between the temperature and the

energy distribution of the targets is given by the Maxwell-Boltzmann distribution

PMB(E, T ) = 2

√

E

π

( 1

kBT

)3/2

e
−

E
kBT . (3.1)

where kB is the Boltzmann constant and T is the local temperature [4]. However,

the same distribution has been traditionally applied for all reactor materials including

crystalline solids and liquids, for the sake of practicality. The validity of this approxi-

mation has been studied by Lamb in Reference [5].

The thermal motion of targets affects neutron transport in several different ways,

which are introduced in this chapter. Sections 3.1 and 3.2 discuss the effects on

reaction rates and scattering kinematics, respectively, by assuming Maxwellian en-

ergy distribution for the thermal motion of targets. Section 3.3 covers the special

case of bound atoms that do not obey the Maxwellian distribution and for which also

the scattering kinematics is affected by molecular bonds.

3.1 Effect of thermal motion on reaction rates

Because of the thermal vibration of the target nuclei, the relative speed of the incident

neutron to the target, v ′, may be either higher (target moving towards the neutron) or

lower (target moving away from the neutron) than the L-frame velocity v. This affects

the probabilities at which the neutrons interact with matter and, consequently, the

reaction rates.

Perhaps the most intuitive way of examining the overall effect of thermal motion

on reaction rates is via thermal-motion-averaged or effective cross sections. Using
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3. Effects of thermal motion

effective cross sections Σeff must result in the correct reaction rates, i.e.

Φ(E, r)Σeff,n(E, T , An) (3.2)

must be equal to the reaction rate calculated with zero Kelvin cross sections with the

effect of thermal motion taken into account. By writing the neutron flux Φ(E, r) as

the neutron density ρn(E, r) multiplied by the neutron velocity v and by expressing all

quantities in terms of neutron velocity rather than energy using Equation (2.5), the

formula

ρn(v, r)vΣeff,n(v, T , An) = ρn(v, r)

∫

|v′|Σn(|v′|)P(Vt, T , An)dv′ ⇔

vσeff(v, T , An) =

∫

|v′|σ(|v′|)P(Vt, T , An)dv′ ⇔

σeff(v, T , An) =
1

v

∫

|v′|σ(|v′|)P(Vt, T , An)dv′ (3.3)

is obtained for the effective cross section of nuclide n. In Equation (3.3) Vt is the

target velocity, P(Vt, T , An) is the velocity distribution of the target nucleus and the

integration is performed over all relative velocities. The target velocity Vt can be

written also in terms of the two other velocities using the cosine law

Vt = v − v′ (3.4)

Vt = |Vt| =
√

v2 + v ′2 − 2vv ′ν , (3.5)

where ν = cosβ is the cosine of the angle between the neutron velocity and relative

velocity vectors, as illustrated in Figure 3.1.

As it was previously mentioned, it is customary to describe the thermal motion of

targets with Maxwell-Boltzmann distribution, which can be written in terms of velocity

as

PMB(Vt, T , An) =
( γ√

π

)3

e−γ2(Vt·Vt) =
( γ√

π

)3

e−γ2V2
t = PMB(Vt, T , An) , (3.6)

where

γ(T , An) =

√

AnM

2kBT
(3.7)

and the dependence of γ on T and An is not explicitly shown for the sake of clarity.

With the target velocity distribution defined, Equation (3.3) becomes

σeff(v, T , An) =
1

v

( γ√
π

)3
∫

∞

0

∫ π

0

∫ 2π

0

v ′σ(v ′)e−γ2(v2+v′2−2vv′ cos β)v ′2 sinβdθdβdv ′ ,

(3.8)

where the integration is performed in spherical coordinates and θ is the azimuthal

angle. After performing the integration over θ and substituting cosβ with ν, the equa-

tion reduces to

σeff(v, T , An) =
2π

v

( γ√
π

)3
∫

∞

0

∫ 1

−1

v ′3σ(v ′)e−γ2(v2+v′2−2vv′ν)dνdv ′ . (3.9)
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β

v

Vt

−Vtv′

θ

α

Figure 3.1. The vector diagram illustrates the symbol choices used in the integration

over all relative velocities.

By further integrating over ν, the well-known kernel broadening equation

σeff(v, T , An) =
γ

v2
√
π

∫

∞

0

v ′2σ(v ′)(e−γ2(v−v′)2 − e−γ2(v+v′)2 )dv ′ (3.10)

emerges. The equation is sometimes also called the Solbrig’s kernel according to

its original developer [6].

This equation describes fully and accurately the effect of thermal motion on reac-

tion probabilities through the concept of effective cross sections. What this means

in practice is that the effects of thermal motion on reaction probabilities can be taken

into account by simply replacing the zero Kelvin cross sections with effective cross

sections in all basic equations, such as Equations (2.13) and (2.14). Additionally,

Equation (3.10) is rather easy to apply in practice for all cross sections expressed in

a continuous-energy format.

The following sections discuss the consequences of this equation in three different

cases.

3.1.1 Thermal energy region

As it was noticed in 2.2, the elastic scattering and radiative capture cross sections

of 238U act quite predictably at energies below about 10−6 MeV: the elastic scatter-

ing cross section is constant and the (n,γ) cross section acts as 1/v. This kind of

behavior of cross sections is common to all nuclides excluding nuclides with strong

resonances at low energies, such as 113Cd and 135Xe. For these special cases the

low-energy capture cross sections increase slightly steeper than 1/v towards low

energies and the shape of the elastic scattering cross section curve also is affected

by the resonance.
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Figure 3.2. The elastic scattering cross section of 238U increases at very low ener-

gies along with increasing material temperature.

By applying Equation (3.10) to a constant cross section σ(E) = C, formula

σeff(v, T , An) = C
(

(

1 +
1

2γ2v2

)

erf(γv) +
e−γ2v2

√
πγv

)

, (3.11)

where erf is the error function, is obtained. The effect of this formula is demonstrated

in Figure 3.2, in which the low energetic end of the elastic scattering cross section

of 238U has been plotted at both 0 K and 300 K.

As can be seen in the figure, thermal motion increases the cross section at very

low energies. This phenomenon originates from an increase in potential scattering,

or “billiard-ball scattering”, in conditions where the thermal motion of the targets is

significant compared to the speed of the neutron. This phenomenon can be under-

stood by considering a stationary neutron within a scattering medium. The neutron

cannot experience a collision with the surrounding targets in case also the targets

are stationary, but if the surrounding targets are in thermal motion, a collision occurs

certainly sooner or later. Remembering that the cross section corresponds to the

reaction probability per unit neutron path length, which is zero for the stationary neu-

tron, it is evident that in a medium with thermal motion the cross section approaches

infinity as the velocity of the neutron approaches zero. The broader the thermal

motion, the faster the approach.

26



3. Effects of thermal motion

10
−11

10
−10

10
−9

10
−8

10
−7

10
−6

0

20

40

60

80

100

120

140

Energy (MeV)

C
ro

ss
 s

ec
tio

n 
(b

ar
ns

)

 

 

0 K
300 K

Figure 3.3. The 1/v-shaped low-energy end of the radiative capture cross section

of 238U is unaffected by the thermal motion.

For an 1/v shaped cross section σ(E) = D/v Equation (3.10) simplifies to

σeff(v, T , An) =
γ

v2
√
π

∫

∞

0

v ′2 D

v ′
(e−γ2(v−v′)2 − e−γ2(v+v′)2 )dv ′

= D
γ

v2
√
π

∫

∞

0

v ′(e−γ2(v−v′)2 − e−γ2(v+v′)2 )dv ′

= D/v , (3.12)

i.e. the cross section is unaffected by thermal motion. This is demonstrated in Fig-

ure 3.3 in which the radiative capture cross section of 238U has been plotted in two

temperatures.

This phenomenon can be explained by considering the physical meaning of 1/v

cross sections. In case a cross section behaves as 1/v, the reaction probability is

in practice directly proportional to the time the neutron spends in the vicinity of the

target nuclide. If thermal motion is moving the target towards the neutron, the time

is reduced, and vice versa for a target moving away from the neutron. Since the

thermal motion is isotropic in the L-frame, these two effects are in perfect balance.

Consequently, the average time the neutron spends in the vicinity of the target nuclei

is unaffected by thermal motion and, hence, the 1/v cross sections are not affected

either.
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Figure 3.4. Thermal motion has a smoothing effect on the cross sections near res-

onances: the resonances are Doppler-broadened. This figure involves the elastic

scattering and radiative capture cross sections of 238U.

3.1.2 Energy region of resolved resonances

Thermal motion has a significant effect on the reaction rates near resonance ener-

gies. This effect has been demonstrated in Figure 3.4 by applying Equation (3.10)

to the radiative capture and elastic scattering cross sections of 238U.

As can be seen in Figure 3.4, the resonances become flatter and wider under

the influence of thermal motion. Since the effect of thermal motion is analogous to

the classical Doppler-effect, this phenomenon is called Doppler-broadening of reso-

nances. In fact, the whole thermal-motion averaging procedure with Equation (3.10)

is often called Doppler-broadening even though thermal motion has also other, yet

less-important effects on the cross sections.

Doppler-broadening of resonances has a very important consequence consider-

ing the operation of nuclear reactors. As the resonances become wider, the proba-

bility of a neutron ending up under the influence of a resonance during the slowing-

down process increases significantly, which has an increasing effect on reaction

probabilities. On the other hand, flattening of the resonances decreases the reaction

probabilities for neutrons that have energies very close to the resonance energy.

Unless studying very thin or dilute targets, the resonance flattening has only little

practical effect on the reaction probabilities and from the reactor physics point of view
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3. Effects of thermal motion

the broadening of the resonances is the dominant phenomenon affecting the reaction

rates. In other words, increasing of the temperature tends to increase the probabil-

ities of resonance reactions. The corresponding effect on reactor physics and, for

example, the multiplication factor k depends on the composition of the material. For

typical fuel materials with high 238U abundance, the increase in parasitic resonance

capture is the most important effect, and consequently an increase in fuel tempera-

ture tends to decrease k. This naturally occurring temperature feedback significantly

facilitates the design and operation of nuclear reactors.

3.1.3 Energy region of unresolved resonances

Doppler-broadening of resonances occurs, naturally, also at the energy region of

unresolved resonances. However, since the cross sections within this energy region

are usually not expressed in continuous-energy format, it is not practical to perform

Doppler-broadening using the Solbrig’s kernel, Equation (3.10). Instead, the effects

of thermal motion are usually taken into account with approximative methods that

can be applied directly to the resonance formalism used at the unresolved energy

region, without the need of reconstructing the cross sections in continuous-energy

format [7].

Doppler-broadening of unresolved resonances is outside the topic of the current

thesis and is, therefore, not discussed any further.

3.2 Effects on scattering kinematics

When considering a collision between two billiard balls A and B, it is quite easy to

imagine that the post-collision velocity and angle of ball A depend on the velocity and

direction of ball B prior to the collision. In a similar manner, thermal motion affects

the kinematics of scattering events also on the microscopic scale.

In the special case of isotropic (in C-frame) elastic scatting, the basic effects of

thermal motion on scattering kinematics can be described with Figure 3.5. The figure

has been generated by studying the energy change in elastic scattering collisions

with various equally probable scattering angles θC and target directions µC, using

procedures described in Section 2.1.3. In the calculations it has been taken into ac-

count that the collision probabilities are directly proportional to the relative velocity

between the neutron and the target v ′, which slightly increases the collision probabil-

ities with targets moving towards the neutron compared to those moving away from

them. The scattering cross sections are assumed to be constant.

Several conclusions can be drawn based on the minimum, maximum and average

curves for the energy change, plotted in Figure 3.5. First of all, it can be seen that the

curves are in accordance with Section 2.1.3: For the light nuclei the energy transfer in

the elastic scattering process is high and the neutron may either receive all the kinetic

energy of the target or lose all or nearly all of its energy to the target. The energy

transfers are significantly lower for heavy nuclei, but both up- and down-scattering

still occurs. Secondly, it can be seen that neutrons with energies higher than the
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Figure 3.5. Average (solid lines), minimum and maximum (dashed lines) relative

energy changes during isotropic elastic scattering when a neutron collides with a

target that weights 1, 2 or 238 times the neutron mass.

target energy tend to lose energy during elastic scattering and, on the other hand,

neutrons with small energies tend to gain energy. It should be noted that the solid

lines describing the average behavior do not intersect at the relative incident neutron

energy of 100 = 1 because of the fact that the collision probabilities are proportional

to v ′.

The results of this simplified calculation model brought only little new information

compared to the target-at-rest model discussed previously in Section 2.1.3. Accord-

ing to this model, thermal motion makes up-scattering possible and affects the sec-

ondary particle distributions from scattering events only slightly when the energy of

the neutron is high compared to the target energy, i.e. during the slowing-process of

fission neutrons. However, the effects of thermal motion become much more signif-

icant when the neutron energy is of the same order as the energy of the target, i.e.

at thermal energy region.

The effects of thermal motion on scattering kinematics at the thermal energy re-

gion is discussed further in Section 3.2.1. It also turns out that the assumption on

constant scattering cross sections, as in the simplified model, is not valid at the reso-

nance energy region. The effect of resonances on scattering kinematics is discussed

in Section 3.2.2.
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3.2.1 Thermal peak

The most well-known consequence of thermal motion on the kinematics of elastic

scattering occurs at thermal energies. As it was previously noticed, neutrons with

energies lower than the target energy are likely to gain energy in the elastic scattering

collisions and vice versa for neutrons with energies significantly higher than the target

energy. In other words, it seems that the neutrons tend towards some kind of a

thermal equilibrium with the surrounding matter.

In fact, using statistical mechanics it can be shown that in the absence of fast neu-

trons, absorbing reactions and leakage, the energy spectrum of neutrons eventually

starts to obey the Maxwell-Boltzmann distribution as a result of repeated collisions

with the surrounding matter [8, 9]. The temperature of the Maxwellian is the same

as that of the matter. The neutron density spectrum, described by Equation (3.1),

can be converted to the neutron flux spectrum by multiplying the spectrum with the

neutron velocity v. Consequently, the thermal neutron flux is given by

Φth(E) = 2E

√

2

Mπ

( 1

kBT

)3/2

e
−

E
kBT . (3.13)

The thermal peak, described by Equation (3.13), is a good approximation of the

thermal flux spectrum in thermal reactors. However, in practice the shape of the

distribution is slightly affected by the presence of absorption reactions in realistic

reactor systems. Because absorption reactions have (at least approximately) 1/v

cross sections, neutrons are removed more efficiently from the low-energy tail of the

distribution and, hence, the thermal flux spectrum is somewhat tilted in the direction

of high energies compared to Equation (3.13). The tilt is emphasized in reactor

systems with strong absorbers mixed together with the moderator material.

3.2.2 Effect of resonances

In the simplified scattering model, the results of which were given in Figure 3.5, the

scattering cross sections were assumed to be constant. However, the scattering

probability of a neutron with a target is not only proportional to the relative velocity of

the neutron to the target, v ′, but also to the (zero Kelvin) scattering cross section of

the target corresponding to this relative velocity. Since the scattering cross sections

may vary by several orders of magnitude in the vicinity of strong resonances, the

consequences on scattering kinematics are significant when it comes to scattering

from heavy nuclides with strong resonances, for example 238U.

This effect was for a long time omitted in reactor physical analyses either by as-

suming the target nuclei to be stationary when solving the scattering kinematics

(asymptotic scattering kernel) or by assuming the scattering cross sections to be

constant (cross section independent scattering kernel) like in the previous simplified

model. Ouisloumen and Sanchez studied the importance of this effect by deriv-

ing a formula for the cross section-dependent scattering kernel, which provides the

accurate energy and angle distributions of scattered neutrons from elastic scatter-

ing assuming Maxwellian velocity distribution of targets [10]. Later on, Rothenstein
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developed this kernel into a more practical form, facilitating its use in everyday anal-

yses [11].

The most important consequence of the cross section dependence of the scat-

tering kernel concerns neutrons with energies corresponding to the wings of a scat-

tering resonance (a Doppler-broadened scattering resonance of 238U is shown in

Figure 3.4). At these neutron energies, the scattering reactions tend to occur with

targets that have a suitable velocity and direction in the sense that the relative veloc-

ity of the collision, v ′, corresponds to the elevated cross sections near the peak of

the resonance. Consequently, when a neutron with energy right below the energy of

a scattering resonance scatters from the target, the relative velocity v ′ of the collision

is usually higher than the neutron velocity v, and vice versa for neutron energies right

above the resonance. Since scattering with v ′ > v on average leads to up-scattering

in the case of heavy nuclides, this phenomenon increases resonance up-scattering

from energies right below the resonance and, on the other hand, increases reso-

nance down-scattering from energies right above the resonance.

This tendency of elastic scattering towards resonance energies increases the

probability of resonance captures. Consequently, in typical reactor applications, tak-

ing the cross section dependence of the scattering kernel of 238U into account usually

decreases the multiplication factor estimates slightly.

3.3 Bound atoms

All of the previous results in the current chapter were derived from the properties

of free gases. Thus, it was assumed that the target motion obeys the Maxwell-

Boltzmann distribution, and that the chemical bonds and the lattice structure of the

atoms do not affect the scattering kinematics. These assumptions cannot be applied

for strongly bound atoms at neutron energies lower than the binding energy of the

nucleus in the crystal lattice or molecule, typically a few electron volts. Below the

binding energy, the chemical bonds affect both the scattering cross sections and

kinematics significantly, necessitating a special treatment. The special treatment is,

in practice, required for all common moderator materials in reactor systems involving

neutron thermalization.

The effect of the chemical binding on cross sections is described in Figure 3.6 for

hydrogen in water and for carbon in graphite. The cross sections of bound and free

hydrogen are slightly different, and also the shape of the bound cross section curve

differs from typical free atom cross sections within this energy region. The difference

between the carbon cross sections is much more dramatic. The sharp edges in the

cross section result from various lattice effects caused by the regular lattice structure

of graphite.

When a neutron interacts with a bound atom, the scattering kinematics are also

affected by the bond. For instance, in the case of graphite it is possible that the

neutron interacts such that the neutron energy remains unchanged in the scattering,

the classical counterpart of which would be elastic scattering from a target with an

infinite mass.
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Figure 3.6. Chemical bonds affect the cross sections at low incident neutron ener-

gies.
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4. Continuous-energy Monte Carlo neutron

transport

Monte Carlo particle transport calculations are based on simulation of individual par-

ticle tracks within the problem geometry. The interaction sites, reactions and sec-

ondary particle distributions are randomly sampled from physically representative

distributions, and thus the particle tracks correspond to the real-life transport pro-

cess provided that the distributions are justified and the nuclear interaction data is

accurate.

An individual particle track does not give almost any practical information on the

properties of a system, but when numerous particle tracks are calculated, the distri-

bution of the tracks can be used to estimate average properties of the system. The

more particle tracks are simulated, the smaller is the statistical noise of the results.

The number of simulated particles in neutron transport simulations usually varies

between 106–1010, depending on the size of the problem geometry, and the type

and accuracy requirement of the quantities being calculated. In continuous-energy

Monte Carlo the energy domain is treated continuously, as opposed to group-wise

techniques in which the energy domain is divided into several energy groups and the

physics treatment within each energy group is group-averaged.

Continuous-energy Monte Carlo is a very attractive method for modern neutron

transport, because

• It is very general and well-applicable to all kinds of reactors.

• The simulations can be based on the most accurate available nuclear data with

minimal approximations and processing.

• Specifically, continuous-energy Monte Carlo treats self-shielding effects inher-

ently, making complicated self-shielding corrections unnecessary.

• The calculations can be easily made in parallel.

On the downside,

• Modeling of numerous neutron histories is computationally intensive.

• The memory footprint is relatively large compared to multi-group techniques.
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• The results always involve statistical uncertainty.

Selected techniques behind continuous-energy Monte Carlo neutron transport are

described in the current chapter. The processing of cross section data from stan-

dard nuclear data files to a more practical format is discussed in Section 4.1. The

basics of the neutron tracking process are introduced in Section 4.2 and the calcula-

tion of different reactor physical quantities based on the simulated neutron tracks is

described in Section 4.3. Sections 4.4 and 4.5 introduce two special techniques that

deserve to be mentioned because of their strong relevance considering the topic of

the current thesis.

4.1 Nuclear data processing

Standard nuclear data is distributed in ENDF (Evaluated Nuclear Data File) format.

The file format is specified in Reference [12], and it includes standardized ways of

interpreting all kinds of nuclear data including for example cross sections, angular

distributions, thermal scattering data, decay data and covariance information.

The cross sections in ENDF format are represented as a combination of back-

ground cross sections and resonance parameters. There is in principle no reason

why a Monte Carlo calculation tool could not utilize this data as-is, but it is by many

means beneficial to process, or reconstruct, the basic data into a piece-wise linear

format before use. This means that the energy dependence of cross sections is

described by discrete energy-value pairs such that linear interpolation is assumed

between the energy grid points. Pre-processing of the cross sections usually saves

computational effort, since the once reconstructed cross sections can be utilized in

multiple transport calculations.

The most common tool for cross section processing is called NJOY [7]. The RE-

CONR module of NJOY is responsible of the cross section reconstruction. The en-

ergy grid of the cross section is chosen such that the relative error from the linear in-

terpolation remains smaller than an input parameter called reconstruction tolerance,

which is normally between 0.1–1 %.

It is also practical to perform Doppler-broadening for the cross sections, since

the newly reconstructed zero Kelvin cross sections are often useless in practical

calculations. This can be done using the BROADR module of NJOY, which is also

capable of adjusting the energy grid so that the reconstruction tolerance is main-

tained despite the changes in the cross section curve. Since higher temperature

leads to smoother cross section curves, Doppler-broadening actually decreases the

number of grid points required for a certain reconstruction tolerance. Consequently,

the Doppler-broadened cross sections consume less memory than the original zero

Kelvin cross sections.

The cross section processing for Monte Carlo codes often proceeds with the gen-

eration of probability tables that are used in many Monte Carlo codes for a rigorous

treatment of unresolved resonances [13]. This can be done using the PURR mod-

ule of NJOY. Eventually, the cross section data may be converted to a Monte Carlo

code-specific ACE file format using the module ACER. The ACE (A Compact ENDF)
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format has been developed for the most widely used Monte Carlo particle transport

code MCNP, developed at the Los Alamos National Laboratory [14]. The format is

also used by a few other Monte Carlo codes, such as Serpent and OpenMC [15,16].

4.2 Neutron tracking

In the absence of external sources, i.e. when performing criticality source simula-

tions, all of the neutron tracks begin at fission sites and terminate because of capture

or fission reactions, resulting in neutron absorption, or leakage. Monte Carlo neutron

tracking involves basically four kinds of sampling all of which are discussed in the

current section:

1. path length sampling that moves the neutron between collision sites,

2. reaction sampling that determines the reactions occurring at the collision

points,

3. in the case of a fission reaction, sampling the number, type and energy of the

fission neutrons or

4. in the case of a scattering or a (n,xn) reaction, sampling of the direction and

energy of the scattered neutron or neutrons.

4.2.1 Path length sampling

In practice, the standard pseudo random number generators implemented in pro-

gramming languages and Monte Carlo codes always produce random numbers ξ

that are distributed uniformly on the unit interval [0,1). However, as it was discussed

in Section 2.3, the distance between collisions obeys the exponential distribution with

Σi(E) = Σtot(E). Thus, to obtain valid path length samples, some kind of conversion

is required for the uniformly distributed random variables ξ. The conversion can be

based on the cumulative distribution function (CDF) of the exponential distribution,

Equation (2.13)

PCDF(E, l) =

∫ l

0

Σtot(E)e−Σi (E)xdx = 1 − e−Σtot(E)l , (4.1)

which relates the path lengths l with cumulative probabilities. By denoting the cumu-

lative probability with ξ and solving the inverse of this distribution, formula

l(E, ξ) = − ln(1 − ξ)

Σtot(E)
≃ − ln(ξ)

Σtot(E)
(4.2)

is obtained for the conversion from uniformly distributed random variables to expo-

nentially distributed path lengths l. This kind of inversion sampling is a standard

technique for sampling non-uniformly distributed random variables in cases when

the inverse of the CDF can be resolved [17].
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If a neutron is at spatial coordinate rp and is moving in direction Ω, the coordinates

of the next collision are

rp+1 = rp + lΩ , (4.3)

where the path length l has been sampled with Equation (4.2). When modeling het-

erogeneous systems, it is possible that this collision point is no longer in the same

material region as the starting point and, consequently, the total cross section Σtot(E)

that was used in the sampling of the collision point is not valid for the whole path

length. In case l is greater than the distance to the next material boundary, the neu-

tron is first moved to the material boundary and the tracking proceeds from this point

by sampling of a new path length using the total cross section in the next material

region.

This neutron tracking algorithm, in which the material cross sections are updated

at each material interface, is often referred to as ray tracing or surface tracking. An

alternative algorithm is introduced later in Section 4.4.

4.2.2 Reaction sampling

Since material total cross section Σtot is just the sum over the partial reaction cross

sections, the probability of reaction i of nuclide n to occur at the collision point is

simply

Pi,n =
Σi,n(E)

Σtot(E)
. (4.4)

Consequently, the reaction and corresponding nuclide can be easily sampled by

summing macroscopic reaction cross sections as long as

ξ <
∑

i

∑

n

Σi,n(E)

Σtot(E)
(4.5)

and picking the reaction for which ξ was first exceeded.

If a capture or a fission reaction is sampled, the neutron path is terminated at

the collision point. Fission reactions generate new fission neutrons the sampling of

which is discussed in Section 4.2.3. The treatment of scattering and (n,xn) reactions

is discussed in Section 4.2.4.

4.2.3 Fission neutrons

If a fission reaction occurs, the number and properties of the new source neutrons,

generated in the fission event, need to be determined. In reactor physical applica-

tions it is not necessary to take into account the exact distribution of the number of

fission neutrons, and the number of fission neutrons can thus be determined simply

by ensuring that ν tot(E) neutrons are generated in each fission on average. Since

ν tot(E) is not an integer, the decimal part must be handled using random sampling

in analogous Monte Carlo simulation. The simplest method for sampling on average

ν tot(E) fission neutrons at each fission site is to take the truncated integer value Nν of

ν tot(E) and sampling the number of fission neutrons as either Nν or Nν + 1 according
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to the probability given by the remaining decimal fraction ν tot(E) − Nν . Thus, the

number of fission neutrons is Nν + 1 at probability ν tot(E) − Nν and Nν at probability

1 − (ν tot(E) − Nν ) [14].

Since ν tot(E) includes both prompt and delayed neutrons, the next step is to deter-

mine whether each of the sampled fission neutrons is a prompt or a delayed neutron.

The probability of sampling a delayed neutron is simply

Pd =
νdelayed(E)

ν tot(E)
=

νdelayed(E)

νprompt(E) + νdelayed(E)
(4.6)

and a prompt neutron is sampled with probability 1 − Pd.

Finally, the energy of each fission neutron is sampled according to the fission

energy distributions specific to the target nuclide, as provided in the ENDF data files.

Different energy distributions are applied for the prompt and delayed neutrons, and

the directions of the fission neutrons are sampled isotropically.

4.2.4 Kinematics of scattering and (n,xn) reactions

If the reaction sampling results in a scattering reaction, the energy and angle of the

scattered neutron need to be resolved. More precisely, in most cases it is sufficient

to determine only the angle of the scattered neutron, and the energy is determined by

the conservation of total energy and momentum. The treatment of (n,xn) reactions

is somewhat similar to scattering reactions, but the directions and energies need to

be sampled for two or more neutrons instead of just one.

As it was discussed in Section 2.1.3, it is beneficial to solve the kinematics of

elastic scattering events in the C-frame in which the collision cosine µC can be eas-

ily sampled, either isotropically or based on ENDF scattering laws in the case of

anisotropic scattering. However, as it was learned in Section 3.2, thermal motion

cannot, in general, be neglected in the solution of elastic scattering kinematics, and

therefore it is necessary to take the velocity of the target into account when per-

forming the coordinate transform from L-frame to C-frame and back. In Monte Carlo

neutron transport this can be done by sampling the target velocity at each scattering

event.

In Section 2.1.3, the basic properties of the target velocity distribution were al-

ready introduced: the probability of a neutron colliding with a target is directly propor-

tional to the relative velocity of the neutron to the target v ′ and the zero Kelvin capture

cross section. The velocity distribution is, however, usually written in a slightly dif-

ferent but practically equivalent form4, in accordance with the Doppler-broadening

equations. If the definition of effective cross section, Equation (3.3), is divided by the

effective scattering cross section and the integration is performed over the cosine of

the angle between the neutron and target velocity vectors µ = cosα (see Figure 3.1)

such that

v ′ =

√

v2 + V 2
t − 2vVtµ , (4.7)

4The differences affect only the normalization, not the shape of the distribution.
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equation

1 =

∫

∞

0

∫ 1

−1

σs(v
′, 0)

σeff,s(v, T , An)

v ′

2v
PMB(Vt, T , An)dµdVt , (4.8)

is obtained. This form of the integral reveals nicely the contribution of each target

velocity and collision angle to the effective cross section corresponding to neutron

velocity v. This contribution can also be interpreted as the probability that the neutron

scatters from a target with a specific angle and energy, and the probability distribution

of targets can thus be written

PFGT(v, Vt,µ, An) =
σs(v

′, 0)

σeff,s(v, T , An)

v ′

2v
PMB(Vt, T , An) (4.9)

Traditionally, the energy dependence of the cross sections has been neglected by

assuming [14]
σs(v

′, 0)

σeff,s(v, T , An)
≈ 1 , (4.10)

after which the sampling of target velocities can be performed using a rather compli-

cated sampling scheme, described in the original Reference [18]. Since the inversion

of Equation (4.9) cannot be resolved in closed form, the sampling from this distribu-

tion must be based on more complicated techniques. The distribution can be written

in the form

PFGT(v, Vt,µ, An) = C
{ v ′

v + Vt

}

{

(2γ4)V 3
t e−γ2V2

t + B(4γ3/
√
π)V 2

t e−γ2Vt
}

, (4.11)

where C and

B =
γv

√
π

2
(4.12)

are constants that are independent of Vt. It turns out that sampling from distributions

V 3
t e−γ2V2

t and V 2
t e−γ2V2

t is possible. Consequently, the correct velocity distribution

for target velocity candidates can be obtained by first sampling the correct distribution

out of the two candidates such that the first distribution is sampled with probability

1/(1+B) and the second with probability B/(1+B). After sampling the velocity candi-

date from the sampled distribution and the collision cosine from a uniform distribution,

the velocity sample is accepted or rejected using the criterion

ξ <
v ′

v + Vt
, (4.13)

where the right-hand side of the equation is always smaller than or equal to unity.

In case the sample is rejected, the whole sampling procedure restarts from the be-

ginning. These rejection sampling techniques were first suggested by Neumann in

Reference [19].

This solution procedure for the kinematics of elastic scattering, including sam-

pling from Equation (4.9) with the assumption of constant cross sections, coordinate

transform to the C-frame, sampling the collision angles in this frame and transform-

ing back to the L-frame, is usually called the free gas treatment. As it was discussed

in Section 3.2.2, the energy dependence of the scattering cross sections in fact has
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a significant effect on the velocity distribution and collision kinematics in some cases.

A correction to this traditional sampling scheme is introduced later in Section 4.5.

Inelastic scattering and (n,xn) reactions occur at such high neutron energies that

the accurate treatment of thermal motion is no longer necessary. Consequently, the

L-frame velocity of the target can be assumed to be zero. The method of solution

for the kinematics of these reactions depends on the nuclear data and the reaction.

In the case of inelastic scattering the solution procedure is often similar to elastic

scattering with the exception that the reaction Qr value needs to be taken into account

as a loss in the kinetic energy. However, in some cases the angle and energy of the

exiting particle, or particles in the case of (n,xn) reactions, are sampled directly based

on ENDF scattering laws.

As previously mentioned, scattering from bound atoms requires a special treat-

ment at the thermal energy region. In bound-atom scattering the collision kinematics

are sampled directly in the L-frame, using pre-calculated cosine or energy-cosine ta-

bles which are based on so called S(α,β) data available in a special set of ENDF

files.

4.3 Result estimates

All kinds of information can be obtained from a system by simply performing a track-

ing calculation and looking at the reactions occurring during this calculation. For

instance, it is possible to keep track of the fission reactions at each material zone

during transport to get an approximative power distribution, or the multiplication fac-

tor can be estimated based on the size of the neutron population at the beginning

and at the end of a simulated neutron generation. These analog estimators, based

solely on the reactions and other phenomena observed during the tracking calcu-

lation, are, however, less efficient than non-analog estimators that contribute to the

estimator value each time a neutron draws a track in a material zone (track-length es-

timators, Section 4.3.1) or collides with a target (collision estimators, Section 4.3.2).

Consequently, the calculation of reaction rates in Monte Carlo transport codes is

usually based on non-analog estimators.

The estimators can be used to calculate reaction rates and other integrals of the

type

R =

∫

V

∫

E

f (r, E)Φ(r, E)dEd3r , (4.14)

where the integration is performed over volume and energy, Φ(r, E) is the neutron

flux and f (r, E) is a response. When calculating reaction rates, the response corre-

sponds to the reaction cross section, the neutron flux is obtained with f = 1 et cetera.

From these quantities it is possible to derive many of the output quantities of interest

in reactor physical analyses. For example, the homogenized cross section for an
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energy group bounded by energies E1 and E2 is defined

Σg =

∫

V

∫ E2

E1

Σ(r, E)Φ(r, E)dEd3r

∫

V

∫ E2

E1

Φ(r, E)dEd3r

(4.15)

and also the multiplication factor can be expressed using several reaction rates and

ν tot.

4.3.1 Track-length estimates of reaction rates

The basic idea behind track-length estimators is the fact that the integral of neutron

flux over a volume and a time interval equals the total track length of the neutrons

within this time interval in the volume. Consequently, the neutron track-lengths pro-

vide an estimate for the neutron flux. In analog Monte Carlo transport the track-length

estimator scores are defined as

si = wfi lt,i , (4.16)

where fi = f (ri , Ei) is the value of the response function corresponding to the track

length lt,i . In non-analog Monte Carlo simulation the scores are additionally multiplied

by the neutron weight w.

The sum of the scores gives an estimate for the integral R. If the absolute value

of a quantity is of interest, the result can be normalized for example with respect

to total fission power. By binning the scores according to incident neutron energy

or geometry region it is possible to gain information on the distribution of different

quantities in energy or space.

4.3.2 Collision estimates of reaction rates

Since the collision density of neutrons in a material is the neutron flux multiplied by

the total cross section within the material, the collisions in the Monte Carlo neutron

transport can be used to estimate the neutron flux and other integral quantities. The

collision estimator scores are defined

si =
wfi

Σtot(E)
. (4.17)

Naturally, the scores can be binned and the results can be normalized just like in the

case of track-length estimators.

4.3.3 Estimator uncertainties and figures-of-merit

Because of the random nature of the Monte Carlo neutron transport process, all of

the estimator results include statistical uncertainty. The amount of uncertainty can

be estimated from the sample variance of the scores collected during the transport

calculation. From basic statistical mathematics it follows that the amount of statistical
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deviation in the average value of the scores is inversely proportional to the square

root of the number of scores
√

n, given that the individual scores are independent of

each other [20].

The statistical errors of a Monte Carlo calculation can be decreased by affecting

the number of scores in the regions of interest. The apparent way for doing this is

by increasing the number of neutron histories in the calculation: if the number of

neutron histories is doubled, also the number of scores for each estimator doubles

on average and the statistical deviances of the estimators are decreased by factor

1/
√

2 ≈ 0.7. Since the errors tend to zero as n approaches infinity, the statistical

error in Monte Carlo results can also be characterized as “The error from not cal-

culating an infinite amount of neutron histories”. It should be mentioned that there

are also other significant error sources in the Monte Carlo calculations, for example

uncertainties in the nuclear data and calculation models.

Since the Monte Carlo transport time depends linearly on the number of neutron

histories, doubling the number of neutrons roughly doubles also the calculation time.

Because of this apparent connection, the performance of a Monte Carlo simulation

is often measured with figure-of-merit (FOM), defined

FOM =
1

s2τ
, (4.18)

where s is the standard deviation of an estimator and τ is the transport calculation

time. FOM should be independent of τ because of the specific dependence of s

on τ . In addition to being a good measure for comparing the performance of differ-

ent transport algorithms, the figure-of-merit of an estimator can be used to estimate

the calculation time required for a certain level of statistical accuracy in a specific

computation environment.

4.4 Woodcock Delta-tracking

Woodcock Delta-tracking is a tracking technique that is an alternative to the ray trac-

ing method introduced in Section 4.2.1. The main idea in Delta-tracking is that the

tracking is based on a global majorant cross section Σmaj, which is at all energies

equal to the maximum total cross section within the whole system. Consequently,

the tracking proceeds in smaller steps than in the ray tracing algorithm, but only a

fraction of the collisions are accepted. The probability of accepting a collision point

is determined by the ratio of the local total cross section to the majorant cross sec-

tion. The rejected collision points which do not have any effect on the neutron track

are called virtual collisions. The idea of the method has been introduced in Refer-

ence [21], by Woodcock et al.

The advantage of this kind of a tracking scheme is that the tracking does not have

to stop at each material boundary, which makes Woodcock delta-tracking an efficient

tracking technique when the geometry contains small details. On the downside, the

proportion of virtual collisions may become very large at some energies if the geom-

etry contains strong absorbers, which may significantly deteriorate the performance.
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This drawback can, however, be avoided by using a combination of Delta-tracking

and ray tracing in the neutron tracking.

The mathematical background of Woodcock tracking deserves to be discussed

further. For the method to be valid, the path lengths between actual collisions must

obey the same exponential distribution as in the case of ray tracing. In the case of

average path lengths the equality of the two tracking techniques is easy to show:

When sampling the distance to the next collision in Delta-tracking, the average path

length is 1/Σmaj. As long as the neutron travels within a homogeneous material

region, this path length is accepted with probability

Pacc =
Σtot(E)

Σmaj(E)
, (4.19)

and the average distance is obtained by dividing the average path length with the

probability, i.e.
1

Σmaj(E)
× Σmaj(E)

Σtot(E)
=

1

Σtot(E)
, (4.20)

which corresponds to the average path length when using the ray tracing technique.

The equivalence is slightly more complicated to show in the case of the probability

distribution of the path lengths. In Delta-tracking the path lengths are sampled from

the exponential distribution

P1(E, l) = Σmaj(E)e−Σmaj(E)l . (4.21)

Because of the rejection sampling scheme, the probability of sampling path length

from this distribution is Pacc, assuming again that the neutron travels within a homo-

geneous material region. With probability 1 − Pacc the first sample is rejected and a

new path length is sampled. In this case the total path length becomes (at least) the

sum of the first path length and the second path length with the same distribution.

The probability density distribution for the sum of j exponentially distributed random

variables is given by the Erlang distribution [22]

Pj (E, l) =
Σ

j
majl

j−1e−Σmaj l

(j − 1)!
, (4.22)

and the distribution for the sum of the first two path lengths is P2. However, it is

possible that also the second path length is rejected. Thus, the probability that the

path length obeys P2 is Pacc(1 − Pacc) and the rest of the probability is reserved for

higher sums of exponentially distributed random variables.
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Collecting the terms into a single formula yields

Psum(E, l) = PaccΣmaj(E)e−Σmaj(E)l + (1 − Pacc)
(

PacclΣ
2
maj(E)e−Σmaj(E)l + (1 − Pacc)

(

1

2
Paccl

2
Σ

3
maj(E)e−Σmaj(E)l + (1 − Pacc)(... )

)

)

=

∞
∑

i=0

(1 − Pacc)
iPaccl

i
Σ

i+1
maj(E)e−Σmaj(E)l

i!

= PaccΣmaj(E)e−Σmaj(E)l
∞
∑

i=0

(

(1 − Pacc)lΣmaj(E)
)i

i!
. (4.23)

The sum term can be recognized as the definition of the exponential function [20],

and the equation simplifies to

Psum(E, l) = PaccΣmaj(E)e−Σmaj(E)le(1−Pacc)lΣmaj(E))

=
Σtot(E)

Σmaj(E)
Σmaj(E)e−Σmaj(E)le

(1−
Σtot (E)

Σmaj(E)
)lΣmaj(E)

= Σtot(E)e−Σmaj(E)l+(Σmaj(E)−Σtot(E))l

= Σtot(E)e−Σtot(E)l , (4.24)

which is exactly the same distribution from which the track-lengths are sampled in

the ray tracing algorithm. This derivation was first presented by Coleman in Refer-

ence [23].

The derivation can be straightforwardly generalized to a case where the neutron

crosses a material boundary and Pacc changes along the neutron track. The only pre-

requisite for the Delta-tracking to provide the same results as the ray tracing method

is that Σmaj(E) > Σtot(E) in which case the rejection sampling scheme is valid. Of

course, this reproducibility applies only in a statistical sense. Delta-tracking results

in a different random number sequence than ray tracing, i.e. the results are not ex-

actly the same with the same random number seed as long as the number of neutron

histories is finite.

4.5 Doppler-broadening rejection correction

In Section 3.2.2 it was mentioned that the cross section dependence of the scattering

kernel increases scattering towards strong resonances. On the other hand, in Sec-

tion 4.2.4 it was shown that in the traditional free gas treatment for elastic scattering

kinematics the cross section dependence is omitted by assuming constant scattering

cross sections or, more precisely,

σs(v
′, 0)

σeff,s(v, T , An)
≈ 1 , (4.25)

which effectively removes the dependence of the scattering kernel on σs(v
′, 0). Since

the denominator of Equation 4.25 is independent of the target velocity Vt, it only

contributes to the normalization of the probability distribution.
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To make accurate solution of scattering physics possible in Monte Carlo neutron

tracking, a couple of correction methods for the scattering kernel have been devel-

oped relatively recently. The methods by Lee et al., introduced in Reference [24], and

Mori and Nagaya, introduced in Reference [25], rely on varying the particle weights

and can only be applied together with non-analog Monte Carlo transport. Perhaps

the most commonly used method for the cross section dependence is called Doppler-

broadening rejection correction (DBRC), which is also applicable to analog Monte

Carlo transport.

The DBRC method was first suggested by Rothenstein in Reference [26], and it

has later been shown by Becker et al. in Reference [27] that the suggested tech-

nique is equivalent with the analytical version of the exact scattering kernel, studied

in References [10, 11]. In the DBRC technique, an additional rejection sampling

criterion is introduced in the sampling process of the target motion. To take into ac-

count the dependence of the target velocity distribution on the zero Kelvin scattering

cross section, it is evident that the rejection criterion must be proportional to σs(v
′, 0).

Since the rejection criterion must be always smaller than unity for the rejection sam-

pling to be possible, the rejection criterion must be normalized with a number that is

greater than or equal to σs(v
′, 0) for each L-frame neutron energy v. A safe bet for

the denominator would be the global maximum scattering cross section

max
E∈[Emin,Emax]

σs(E, 0) (4.26)

with Emin = 0.0 and Emax = ∞. However, as we remember from Section 2.2, the

scattering cross section may vary by several orders of magnitude with the maximum

cross sections being in the vicinity of very strong resonances. Consequently using

the global maximum would lead to very poor sampling efficiencies in general, since

the average sampling efficiency is determined by the average ratio of σs(v
′, 0) to the

denominator.

A much more practical choice is to take advantage of the fact that the high-energy

tail of the Maxwellian distribution converges to zero relatively fast. Thus, it can be

assumed that the target velocity is bounded by a maximum value and the range of rel-

ative velocity v ′ corresponding to each velocity v becomes finite. As a consequence,

it is possible to determine the denominator as a function of v such that the rejection

sampling is valid at a very high probability. Beckert et al. have chosen to determine

the maximum target velocity using a cut-off criterion originally used in the Sigma1

Doppler-broadening code [28,29], in which the maximum target energy is truncated

to 16kT when calculating the Doppler-broadening integral in Equation (3.10). With

this choice, the normalization function becomes

σmaj,s(E, T , An) = max
E∈[Emin,Emax]

σs(E, 0) , (4.27)

where

Emin(E, T , An) =
(√

E − 4

√

kBT

An

)2

(4.28)

and

Emax(E, T , An) =
(√

E + 4

√

kBT

An

)2

, (4.29)
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and the rejection sampling criterion can be written

ξ <
σs(v

′, 0)

σmaj,s(E, T , An)
. (4.30)

This “normalization function” is also called the temperature majorant cross section

of the scattering cross section in this thesis. The majorant can be calculated either

in the pre-processing phase or during the transport calculation. If the majorant cross

section is pre-calculated and stored in the computer memory, it may be beneficial to

choose the temperature T of the majorant cross section as the maximum tempera-

ture within the system. This way the majorant cross section needs to be stored only

once regardless of the number of different temperatures, but on the downside the

sampling efficiency of the rejection sampling criterion in Equation (4.30) is compro-

mised.

In summary, with the Doppler-broadening rejection correction the target velocities

are sampled from distribution

PDBRC(v, Vt,µ, An) =
σs(v

′, 0)

σmaj,s(v, T , An)

v ′

2v
PMB(Vt, T , An) . (4.31)

Sampling from this distribution is otherwise similar to the standard free gas treatment,

but the energy dependence of the scattering cross section is taken into account by

introducing an additional rejection sampling. In case the target velocity is rejected in

the DBRC sampling, the whole sampling process restarts from the beginning.
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ment methods

The conventional methodology for taking the thermal motion into account in

continuous-energy Monte Carlo transport calculations was discussed in Chapter 4.

In a nutshell, the effects of thermal motion on reaction rates and mean free paths

are traditionally taken into account by using pre-calculated effective cross sections,

which are stored in the computer memory during the transport calculation. The ef-

fects on scattering kinematics are modeled by solving the collision kinematics on-

the-fly within the relevant energy region. This is done by first sampling the target

velocity at each scattering event (Sections 4.2.4 and 4.5) and then solving the scat-

tering kinematics taking into account the motion of the target (Section 4.2.4). In

addition, the effects of thermal motion on the scattering of bound atoms and the re-

action rates in the energy region of unresolved resonances must be handled using

special techniques, which are not discussed further in the current thesis.

The memory footprint of the cross section data in problems involving burned fuel

varies roughly between 0.1–30 GB per temperature (Reference [30] and Publica-

tion [IV]), depending strongly on the number of resonance absorber nuclides taken

into account, accuracy of the cross section reconstruction and the way the cross

sections are stored in the memory, which varies between Monte Carlo codes. Con-

sequently, the standard approach works perfectly fine when modeling systems in-

cluding only a few different temperatures: the memory capacity of modern work-

stations is large enough to contain the cross section data in at least a couple of

temperatures, and the solution of the scattering kinematics is in any case based on

temperature-independent data5. Instead, the memory footprint of the cross section

data becomes a significant limitation when modeling systems with realistic temper-

ature distributions, which is the case in multi-physics applications of Monte Carlo

neutron transport, for example in coupled neutronics / thermal hydraulics calcula-

tions.

To overcome this limitation, different methods for reducing the memory footprint

of the cross section data have been studied relatively recently. In practice, all of

5To be precise, the temperature majorant cross section required with the DBRC technique (Section 4.5)

depends on the maximum temperature in the system, but the memory requirement is nevertheless unaffected

by the number of temperatures.
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the methods are based on making the temperature corrections on-the-fly during

the transport calculation. These methods are generally called on-the-fly Doppler-

broadening techniques, but the author prefers the term “on-the-fly temperature treat-

ment” because of the nature of the Target Motion Sampling (TMS) technique de-

veloped in the current thesis. The current state-of-the-art of on-the-fly temperature

treatment techniques is described in Section 5.1, and the development of the TMS

temperature treatment technique, reported in Publications I–VII, is summarized in

Section 5.2.

5.1 Overview of existing methods

This section provides an overview of selected on-the-fly temperature treatment tech-

niques found in the literature. All of the techniques aim at resolving the effective

cross sections during the Monte Carlo calculation based on different kinds of raw

data and can, thus, be characterized as on-the-fly Doppler-broadening techniques.

5.1.1 Interpolation between data in different temperatures

The simplest way of handling the temperature dependence of effective cross sections

is to interpolate between cross section data in different temperatures. Since the

accuracy of this approach is determined by both the interpolation scheme and the

spacing of the temperatures in the available cross section data, the main question

considering the feasibility of this approach is the accuracy that can be reached with

a reasonable amount of data stored in the memory.

The interpolation between temperatures can be done in at least two different ways.

The first way is often called stochastic mixing or the pseudo materials approach.

In this scheme the cross sections are actually not interpolated in any way, but the

interpolation between temperatures is done by defining the material compositions as

mixtures of nuclides in different temperatures. For example, a nuclide at temperature

325 K can be approximately modeled by mixing proportion X of this nuclide at 300 K

with proportion 1 − X at 350 K.

The functionality of this approach has been studied for example in References [31,

32]. In Reference [31], using stochastic mixing introduced about 10–35 pcm biases

in the multiplication factors when the cross section data was stored in 300 K steps.

Instead, in Reference [32] the cross section data was stored in 100 K steps and the

multiplication factors were in good agreement with the reference solutions, at least

in the rather narrow temperature region studied in the article. Thus, the stochastic

mixing seems to work fine as long as the spacing of the temperatures is relatively

narrow, but it is hard to justify the use of this method in high-fidelity analyses because

the physical background of the method is rather dubious.

Another interpolation approach, based on direct interpolation of cross section

data, was studied by Trumbull in Reference [33] in which the effect of interpolation

schemes and temperature spacing on the accuracy of the interpolated cross sec-

tions was studied. Out of the interpolation schemes studied in the article, log-log
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interpolation performed the best. However, even with this interpolation scheme the

0.1 % accuracy goal of the interpolation could not be achieved with cross section

data tabulated in 28 K intervals in the challenging case of 238U.

Even with 28 K intervals, covering the roughly 600–1200 K temperature range

of typical light water reactors would require storing the cross section data at more

than 20 different temperatures, and many more temperatures are required before the

0.1 % accuracy goal is met. Whether or not this huge amount of data can be stored

in a computer’s memory depends on many factors, but in any case the memory

consumption of the interpolation method can be considered very high. Because of

this, the feasibility of the direct interpolation method is highly questionable.

5.1.2 Direct Doppler-broadening with Solbrig’s kernel

Another straightforward solution to the on-the-fly Doppler-broadening problem is to

simply calculate the Doppler-broadened cross sections during the transport calcu-

lation using a methodology similar to that normally used in the cross section pre-

processing phase, i.e. based on Solbrig’s kernel (Equation (3.10)). Because this

method requires the cross section data in one temperature only, the memory foot-

print of the method is relatively small. The approach has been studied for example

in Reference [34], which discusses a run-time Doppler-broadening implementation

in the Monte Carlo neutron transport code MONK, and in Reference [30], where this

approach is used in the calculation of a reference solution.

In both of the references, direct on-the-fly Doppler-broadening with the Solbrig’s

kernel slowed down the calculations substantially: in MONK the calculation times

were 10 times higher than with pre-calculated cross sections, while the correspond-

ing overhead in Reference [30] was approximately 40. Thus, even though direct

Doppler-broadening is attractive considering the memory footprint of the approach,

low performance makes the method practically useless in production calculations.

5.1.3 On-the-fly Doppler-broadening based on series expansions

Perhaps the most well-known on-the-fly Doppler-broadening technique has been in-

troduced by Yesilyurt et al. in References [30, 35]. This method is based on fast

Doppler-broadening of resonances using series expansions with pre-calculated co-

efficients, and the background of this technique is in the multi-level Adler-Adler for-

malism.

The method requires standard continuous-cross section data in 0 Kelvin and, ad-

ditionally, a library of coefficients for the series expansions. In Reference [36] the

size of the library is reported to be relatively small, only 3.25 GB for a full set of

about 380 nuclides, and the memory consumption of the continuous-energy data

is usually not a problem, as long as it needs to be stored in one temperature only.

Hence, the memory consumption of the method is well-tolerable but not negligible.

The method has been implemented in the MCNP6 Monte Carlo transport code.

For this implementation, the computational overhead from using the method is about
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10–15 % in large problems and somewhat higher for smaller problems [36]. Hence,

also the computational performance of the method is feasible and the method can

be considered a practical solution for the on-the-fly Doppler-broadening of cross sec-

tions.

5.1.4 On-the-fly Doppler-broadening based on the multipole representation

Another promising on-the-fly technique has been introduced in Reference [37] and

has been studied further in Reference [38]. This method relies on the multipole repre-

sentation, which transforms the resonance parameters in the Reich-Moore formalism

into a set of poles and residues which can be used for analytical Doppler-broadening.

With this approach it is possible to represent the cross sections using resonance pa-

rameters only, without the need of storing the continuous-energy cross section data

in a piece-wise linear format. Consequently, the memory requirement of the cross

section data is significantly reduced.

The development of the method is still on-going and, hence, the performance of

the method in practical Monte Carlo calculations remains to be seen in the future.

Nevertheless, the results provided in Reference [38] indicate that the memory foot-

print of cross sections data can be reduced roughly by one decade compared to

techniques relying on a piece-wise linear cross section format. With the windowed

multipole approach studied in Reference [38] also the performance of the method

seems very promising.

5.2 Target Motion Sampling (TMS) temperature treatment technique

The main topic of the current thesis is the development of the Target Motion Sampling

(TMS) temperature treatment technique. It is a stochastic on-the-fly temperature

treatment method which is based on sampling the thermal motion of target nuclides

at each collision site and determining the reaction probabilities in the target-at-rest

frame using cross sections at a temperature below that of the material or, originally,

zero Kelvin. Since the effective cross sections are not calculated at any point of the

transport calculation, this method is in fact not a Doppler-broadening technique.

When performing neutron transport with the TMS method, the total cross section

becomes a distributed quantity, which needs to be handled using rejection sampling

techniques, somewhat similar to the Woodcock Delta-tracking algorithm. The path

lengths are sampled based on a temperature majorant cross section which takes into

account the variation of the total cross section within the range of thermal motion. At

each collision point candidate the thermal motion of the target is sampled from the

same distribution that is also used in the ordinary free gas treatment, Equation (4.11).

The collision point is accepted or rejected according to the ratio of the target-at-rest

frame total cross section to the temperature majorant cross section. If the collision

point is rejected, a new path length is sampled starting from the newly rejected col-

lision point. Otherwise, a reaction is sampled based on the reaction probabilities in

the target-at-rest frame. It should be noted that in this tracking scheme the normal
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continuous-energy cross sections need to be stored at one temperature only and,

on top of that, it is beneficial to pre-calculate and store a temperature majorant cross

section for each nuclide. As a unique feature, the TMS method is capable of model-

ing geometry regions with inhomogeneous temperature profiles, which significantly

facilitates the high-fidelity modeling of continuous temperature distributions.

The TMS method was introduced for the first time in English-written journals in

Publication I under the initial name “Explicit treatment of thermal motion”, but it

was learned later that a similar method was introduced already in 1984 in a Rus-

sian journal [39] and is routinely used, for example, in Russian Monte Carlo code

PRIZMA [40]. After introduction of the TMS method, the main emphasis in develop-

ment has been on the optimization of the method and studying its performance in

different circumstances. The further development of the method is summarized in

Sections 5.2.1 and 5.2.2.

5.2.1 Performance of the method

Shortly after the introduction of the method it was implemented in Serpent 2 Monte

Carlo reactor physics code [15], and the first practical results of the method were

reported in Publication II. In this first implementation the majorant cross section was

expressed in multi-group format, since this approach provided for straightforward im-

plementation of the method in Serpent. The multi-group majorant was expected to

inflict the performance of the method since in multigroup representation the majo-

rant is at all energies greater than or equal to a continuous-energy majorant. This

excess conservativity in the majorant cross section reduces the right-hand side of

the rejection sampling criterion

ξ <
g(E)σtot,n(E′)

σmaj,n(E)
, (5.1)

where g is a normalization factor, E′ is the target-at-rest energy of the neutron and

σmaj,n is the temperature majorant cross section of the target nuclide n. Consequently,

the sampling efficiency of the rejection sampling criterion is reduced and some CPU

time is unnecessarily spent in the handling of extra virtual collisions.

Even with the very first implementation of the TMS method the slow-down from

using the method was close to feasible: in the two test cases the overhead to con-

ventional transport methods varied between 2–4 in a fair comparison. Nevertheless,

it was decided to put some effort in the optimization of the method to make it more

practical for production use.

The optimization of the method was mainly based on increasing the sampling ef-

ficiency defined by Equation (5.1). In practice this means increasing the right hand

side of the equation by reducing the average gap between the total cross section

and the majorant. Three different ways of increasing the sampling efficiency were

shortly introduced in Publication III. The first of the techniques was changing to a

continuous-energy majorant representation. The second technique involved increas-

ing the temperature of the basis cross sections from 0 K to the minimum temperature
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Figure 5.1. The neutron flux calculated with the TMS method corresponds to the ref-

erence solution, calculated with NJOY-based pre-broadened cross sections, within

statistics. The red dashed curve corresponds to 2σ statistical deviation. The com-

parison corresponds to the PWR-BU case in Publication [V].

within the system. The justification of this approach and a more thorough study on

its effects on performance were provided in Publication IV.

The third of the optimization techniques deals with the truncation of target veloc-

ity distribution. In the original implementation of the method, the cut-off for the tar-

get velocity was taken directly from the generation of temperature majorants for the

DBRC method (Section 4.5), which again was adopted from the Sigma1 Doppler-

broadening code [28]. Even though this cut-off condition is mathematically well-

justified, in practice also less conservative cut-off conditions can be used without

compromising the accuracy of the transport. In Publication V a revised cut-off con-

dition is introduced and optimal levels of conservativity are determined for both the

traditional and the revised majorant types by means of trial and error. The effect of

the revised majorant generation was studied for both TMS and DBRC methods, and

finally a value of 2 × 10−5 was chosen for the confidence level parameter Q when

generating temperature majorant cross sections in Serpent 2. In Figure 5.1 it can

be seen that the TMS method is able to reproduce the neutron spectrum of a NJOY

-based reference calculation within statistical accuracy even with a less conservative

majorant for which Q = 10−4.
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Table 5.1. Performance results for the TMS temperature treatment in three differ-

ent thermal systems, compared to NJOY-based reference calculations. The perfor-

mance of the TMS method in Serpent is compared against two different calculations:

Serpent with reduced optimization (optimization mode 2, “fair” comparison) and Ser-

pent with full optimization.

Relative calculation time

PWR-Gd PWR-BU HTGR

Serpent 2, reference with full optimization 1.24 12.33 1.18

Serpent 2, reference with reduced optimization 0.89 1.36 0.84

OpenMC (preliminary results) 1.09 1.04 1.02

As a result of all the optimization techniques, the average sampling efficiency

of the TMS method in PWR pin-cell problems could be increased from 26 % in

the original implementation [III] to about 53 % in the optimized implementation [V].

The overhead from using the optimized TMS method varies between Monte Carlo

codes, and in the case of the Serpent 2 code the performance comparison is also

affected by the amount of optimization used in the calculation of the reference so-

lution. Since pre-calculated material cross sections cannot be utilized together with

the TMS method, the reference should be calculated using Serpent with reduced op-

timization (optimization mode 2) to get closer to an apples-to-apples comparison6.

However, since Serpent 2 is usually run with full optimization, the slow-down ob-

served by Serpent users is much higher than that seen in the fair comparison, es-

pecially in systems involving numerous resonance absorbers. The results of the

calculation times relative to an NJOY-based reference solution, presented in Publi-

cations [V] and [VII], are summarized in Table 5.1. The results are provided for three

systems: a pressurized water reactor (PWR-Gd) assembly including Gd-doped rods,

the same assembly at 40 MWd/kgU burnup including about 250 nuclides (PWR-BU)

and a high-temperature gas cooled reactor (HTGR) system. It should be noted that

the implementation of the TMS method in OpenMC is not yet working properly (see

Section 5.2.2 below) and the performance results must therefore be considered pre-

liminary.

5.2.2 Reaction rate estimators

The performance of the method in terms of CPU time per calculated neutron, dis-

cussed in the previous section, is only a part of the whole truth. A much better

measure for the true performance of a Monte Carlo calculation routine is the figure-

of-merit, FOM, which describes the performance of a Monte Carlo calculation in the

estimation of reaction rates. Using FOM instead of only the total calculation time

in the performance comparisons is exceptionally relevant in the case of the TMS

method, because the effective cross sections are not available during the transport

6Optimization mode 2 is, however, not a perfect reference either. In optimization mode 2 the Delta-tracking

majorant cross sections are stored in multi-group format, which unnecessarily slows down the calculation,

thus making the reference calculation slightly too slow for a true apples-to-apples comparison.
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Figure 5.2. The standard deviation spectrum of TMS (N = 1) corresponds to the

reference solution when the basis cross sections are at an elevated temperature.

The figure is for the PWR-BU case in Publication [VI].

calculation and, as a consequence, the reaction rate estimators need to be scored

using sampled cross section responses. The additional randomness in the estimator

values may propagate also to the variances of the estimators and, thus, decrease the

true performance of the transport calculation without affecting the calculation times.

Another important question considering the implementation of the TMS method

in Monte Carlo codes other than Serpent is whether or not the track-length estima-

tors can be scored with these sampled cross section responses altogether. Because

Serpent in any case relies on collision estimators, this is of no concern for the imple-

mentation of the TMS method in Serpent 2.

The effect of the TMS method on the statistics of collision estimators was studied

in Publication [VI]. The study was based on examining the standard deviation spectra

of total and capture rate estimators in a few relevant systems. In these studies the

“quality” of the responses was made variable by using an average of N cross section

samples as the final response in the scoring, N = 1 corresponding to the normal

use and N = 100 being already very close to scoring with effective cross sections.

The results showed that with 0 Kelvin basis temperatures the standard deviations

of the estimators are increased in the keV region, but when using TMS with basis
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Figure 5.3. However, by looking closely at the surroundings of a strong resonance

in Figure 5.2 it can be seen that the standard deviations are somewhat increased

near strong resonances compared to the reference (Publication [VI]).

cross sections at an elevated temperature, i.e. the standard way, the method has

no effect on the statistics of the estimators. This can also be seen in Figure 5.2.

Hence, the effect of the TMS method on figures-of-merit is governed by the general

slowing-down of the transport calculation.

As an exception to this conclusion it was found out that using the TMS method

increases the statistical deviations of all estimators including the flux estimator near

very strong resonances. This effect is demonstrated in Figure 5.3.

The applicability of the TMS method together with track-length estimators was

studied in Publication [VII]. In this article, the TMS method was preliminarily imple-

mented in the OpenMC Monte Carlo reactor physics code. Results calculated with

the TMS were compared to NJOY-based reference solutions in three practical cases.

At first glance, i.e. when looking at the multiplication factors of the fresh fuel cases,

the implementation of the TMS method in OpenMC seemed to work fine. However,

more thorough investigation of the reaction rate spectra revealed a small but statis-

tically significant bias around the keV region. Thus, the implementation of the TMS

method in OpenMC does not yet work properly. The bias is most probably related to

the use of the TMS method together with track-length estimators.
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This thesis covers the previous development of a temperature treament technique

for continuous-energy Monte Carlo neutron tracking. The method is able model the

effects of thermal motion on mean free paths and reaction rates, also known as

“Doppler-broadening” effects, on-the-fly during the transport calculation with only a

small computational overhead. The method is based on sampling target velocities

at each collision point and determining the reaction probabilities in the target-at-rest

frame using cross sections at a temperature below the temperature of the matter.

Since the total cross section becomes a distributed quantity, neutron transport is

done using a rejection sampling scheme based on temperature majorant cross sec-

tions.

As it has been shown in the publications included in the thesis, the Target Mo-

tion Sampling temperature treatment technique is capable of accurately reproducing

the results of conventional transport calculations based on NJOY -broadened cross

sections, at least when using collision estimators for reaction rate calculation. Ad-

vantageously, the TMS method requires cross sections to be stored in the computer

memory in one temperature only, regardless of the number of temperatures appear-

ing in the transport problem. This saves significant amounts of computer memory

in transport problems with realistic temperature distributions, compared to standard

transport methods in which separate cross sections are required for each tempera-

ture appearing in the system. As a novel and very convenient feature considering the

coupling of Monte Carlo transport codes with thermal hydraulics solvers, the TMS

method is capable of modeling continuous temperature distributions as-is, without

the need of approximating them with regions of uniform temperature.

Use of the TMS method increases the transport calculation times compared to

normal transport with pre-broadened cross sections, because the sampling of target

velocities at each collision point and the processing of additional virtual collisions

consumes extra CPU time. Overhead from using the TMS method depends on the

calculation code and the transport problem to which it is applied. In addition, the

higher optimization modes of Serpent 2 include some optimization tweaks that can-

not be applied with the TMS method, which makes defining of a fair reference solution

complicated in Serpent. In an “unfair” comparison against Serpent with full optimiza-

tion, the final implementation of the TMS method required 20 % more calculation
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time than the NJOY-based reference when calculating systems with only a couple of

nuclides. However, in a system with about 250 temperature-dependent nuclides, the

TMS calculation required 12 times more time than the reference. The inability to use

pre-calculated macroscopic cross sections together with the TMS method accounts

for most of this considerable slow-down. In the preliminary and incomplete imple-

mentation of the TMS method in OpenMC the slow-down remained smaller than 10 %

in all test cases, including a test case involving numerous resonance absorbers.

When considering a constant number of neutron histories, using TMS does not

have an effect on the variances of estimators in practice. Hence, the TMS method

affects the performance of reaction rate estimators, i.e. the figures-of-merit, mainly

via the general slowing-down of the transport calculation.

In summary, the TMS method has proven to be a well-feasible and, in general, also

an efficient method for on-the-fly temperature treatment. The method is especially

well-suited for neutron transport codes based on collision estimators because of the

ability to model continuous temperature distributions. This property cannot be taken

advantage of with track-length estimators and, to be precise, the functionality of the

TMS method together with track-length estimators has not yet been demonstrated

either.

6.1 Future prospects

There are still many open questions and research topics left concerning the develop-

ment of the TMS method. The most obvious deficiency in the present methodology

is the unsolved bias that affects the reaction rate spectra when using the method

with track-length estimators. Studying the cause for the bias and correcting the im-

plementation of the method in OpenMC accordingly is a high-priority development

topic.

Another important topic considering the practical use of the method in the Ser-

pent 2 reactor physics code is the optimization of the method in burnup calculations

involving numerous resonance absorber nuclides. The method is about as fast as it

gets as long as all of the nuclides are treated temperature-dependently, but whether

or not all the 250–300 nuclides need to be treated in a temperature dependent man-

ner is a very important question considering the performance of the method. In case

the temperature dependence can be neglected for part of the nuclei, the method can

be optimized further.

It should also be noted that the applicability of the TMS method is currently lim-

ited to the energy region of resolved resonances and the thermal energy region in

the case of free atom scattering. It should be relatively straightforward to extend

the basic idea of the TMS method to the energy region of unresolved resonances

in the future. Instead, bound-atom scattering is a rather complicated phenomenon,

which currently requires solving of both the temperature-dependent cross sections

and secondary particle distributions relying on special thermal scattering data, based

on quantum mechanical models and experiments. Consequently, applying the ba-

sic idea of TMS to bound-atom scattering would require developing and implement-
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ing very complicated models within the Monte Carlo calculation code, which is not

considered reasonable in terms of performance or effort. At least with the currently

available formalism for bound-atom scattering, the most practical way of handling the

temperature dependence is by interpolating between data at different temperatures.
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Errata

A few very unfortunate errors have been identified in the Publications after their pub-

lication. The author apologizes all the inconvenience these errors may have caused.

• Publication I, Page 168, Equation (22): The sign of the exponential term in the

equation should be positive instead of negative. The correct formula is, thus

g(v, T , A) =
(

1 +
1

2γ(T , A)2v2

)

Erf(γ(T , A)v) +
e−γ(T ,A)2v2

√
πγ(T , A), v

,

similar to Equation (3.11) in the current thesis.

• Publication II, Page 79, Equation (5): All γ symbols should be replaced with γ2

in the equation. The correct formulation for the Maxwell-Boltzmann distribution

is thus

P(Vt, T , A)dVt = (
γ√
π

)3e−γ2(Vt·Vt)dVt (6.1)

• Publication II, Page 84, Section V.A: The nuclides that were recognized to re-

quire a DBRC treatment to get correct results in a test case involving burned

fuel were correctly identified in Fig. 3, but two plutonium isotopes are missing

in the list of the DBRC nuclides within the text. The corresponding sentence

should be written

“The reference calculation was repeated such that the use of DBRC was ex-

tended to nuclides 95Mo, 108Pd, 131Xe, 145Nd, 147Pm, 152Sm, 239Pu, 240Pu, 242Pu

and 241Am, in addition to 238U.”.

This is the list of DBRC nuclides actually used in the calculations.
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Abstract – This paper introduces a new stochastic method for taking the effect of thermal motion into
account on the fly in a Monte Carlo neutron transport calculation. The method is based on explicit
treatment of the motion of target nuclei at collision sites and, consequently, requires simply cross sections
at a temperature of 0 K regardless of the number of temperatures in the problem geometry. It utilizes
rejection sampling techniques to manage the fact that total cross sections become distributed quantities.
The method has a novel capability of accurately modeling continuous temperature distributions.

The new stochastic method is verified using a simple test program, which compares its results to an
analytical reference solution based on NJOY-broadened cross sections. Future implementation to Monte
Carlo reactor physics code Serpent is also discussed shortly.

I. INTRODUCTION

Material temperature plays an important role in nu-
clear reactor analysis, as all reaction rates are affected by
the thermal motion of nuclides in the medium. Temper-
ature effects cannot be neglected in any application with-
out inflicting serious errors in the results, but their role is
particularly emphasized in coupled neutronics0thermal
hydraulics calculations dealing with heat transfer and
feedback between fission power and coolant flow. These
applications are becoming increasingly important for
continuous-energy Monte Carlo codes as well, along with
the development of computer capacity.

The traditional approach to dealing with the temper-
ature effects involves using pregenerated, Doppler-
broadened cross sections. This approach is well sufficient
for applications where materials are at constant temper-
ature or where the distributions can be approximated by
constant effective values. More rigorous description of
temperature gradients requires dividing the materials into
several homogeneous subregions, each assigned with a
different set of cross sections. This, in turn, requires ad-
ditional storage space, which may become a practical

limitation if the number of subregions and nuclides is
large.

One possibility to treat temperature distributions with-
out excessive storage space requirements is to use inter-
polation between tabulated values.1 This approach,
however, requires relatively narrow spacing between the
temperature points to reduce the interpolation errors to
an acceptable level. The capability to use 0 K cross sec-
tions is another option that has been studied extensively
within the past few years. Yesilyurt et al. have developed
an efficient on-the-fly Doppler-broadening routine, based
on series expansions and the multilevel Adler-Adler res-
onance representation.2 Becker et al. have used another
approach, relying on a stochastic algorithm for calculat-
ing effective integral and double-differential cross sec-
tions, which were utilized in the confirmation of the
analytic scattering kernel.3

This paper presents another stochastic method for
performing temperature corrections on reaction rates dur-
ing the Monte Carlo transport simulation. The basic idea
is very similar to Becker’s method, but instead of per-
forming stochastic Doppler broadening on the cross sec-
tions, the thermal motion of target nuclides is handled
explicitly by making a coordinate transformation to target-
at-rest frame ~T-frame! at each collision point. The fact*E-mail: tuomas.viitanen@vtt.fi
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routine applied to the problem accounts for this variation
by using a majorant cross section for sampling the neu-
tron path lengths. Similar to in delta tracking, the actual
value of Stot is needed only at the tentative collision
points. In delta tracking this value depends on the mate-
rial where the collision occurs. In this case the velocity
of the target nucleus is sampled from a Maxwellian-
based distribution to make a transfer from L-frame to
T-frame, and the result dictates the energy at which cross
section is evaluated.

It should be noted that the explicit temperature treat-
ment method only governs the way neutrons are trans-
ported inside a material region. Thus, the method is
applicable to all kinds of tracking schemes including
delta and surface tracking. As an additional remark, the
track-length estimators—usually utilized with surface
tracking—can only be used to calculate integrals of quan-
tities that are homogeneous inside a material zone. There-
fore, for example, reaction frequencies inside a region
with an inhomogeneous temperature profile must be cal-
culated using collision estimators. This is a limitation
of the track-length estimator, not of the explicit temper-
ature treatment itself.

II.B. Forming the Majorant Cross Section

The majorant cross section must be defined in such a
way that the value is always greater than or equal to the
T-frame total cross section at the collision point:

Smaj ~E ! � Stot
0 ~E ', x! , ~8!

where the superscript indicates that the cross sections
are generated at absolute zero temperature. Since the
T-frame energy is a distributed quantity, finding the max-
imum value requires determining the variation of rela-
tive velocity v' � @vmin

' ,vmax
' # , corresponding to relative

energy E ' , as a function of L-frame velocity v, material
temperature T, and nuclide mass m � AMn .

If the velocity of the target nucleus equals Vt, the
maximum of

v ' � Mv 2 � Vt
2 � 2vVt m ~9!

corresponds to a parallel collision with m� �1. Relative
velocity v' is minimal for a head-on collision with m�1
unless Vt � v, in which case the velocity may reach
arbitrarily small values. Thus,

vmax
' � v� Vt ~10!

and

vmin
' � �v� Vt , if Vt � v

0 � v0 , if Vt � v ,
~11!

where v0 corresponds to the lowest energy in the cross-
section energy grid.a

Both of the extremities are obtained with the highest
possible value of Vt. Target velocity Vt is assumed to
obey the Maxwell-Boltzmann distribution

PMB~Vt ! �
4

Mp g
3Vt

2 e�g2Vt
2

~12!

and

g~T, A! � � AMn

2kT
, ~13!

where k is the Boltzmann constant. To be precise, this
assumption is only valid for ideal gases, not for example
crystalline materials like UO2. Hence, the sampling of
target velocities from the Maxwell-Boltzmann distribu-
tion may cause bias in the results. This issue, however,
concerns not only the current study but also many other
calculation codes in which this very common assump-
tion is made. For instance, all effective cross sections
broadened by the SIGMA1 code ~used in NJOY! have
the same assumption built in.6

Since the distribution ~12! has an infinite tail, it is
impossible to determine an unambiguous maximum for
the velocity, and therefore, an approximation must be
introduced. If the approximative maximum is chosen too
high, Smaj becomes inefficiently conservative, while too-
small values may result in significant errors.

A convenient way of dealing with a similar problem
was introduced in the SIGMA1 module of NJOY ~Ref. 7!
and was recently utilized in the creation of a majorant
cross section for the Doppler broadening rejection cor-
rection method by Becker et al.8 In SIGMA1, a target
velocity of

Vt �
4

g~T, A!
~14!

was used as a cutoff value in the integrals of the Doppler-
broadening algorithm. The same cutoff value is adopted
as the maximum of Vt in the current study also. This
approximation omits a proportion of 5 � 10�7 of the
most energetic nuclei, which is considered a suitable com-
promise between efficiency and accuracy. For the majo-
rant to be conservative, the temperature T in Eq. ~13!
must be chosen as the maximum Tmax inside a material
region in the case of nonuniform temperature distributions.

aPhysically correct cross-section extrapolation to zero ve-
locity would result in an unfeasible, infinite majorant in the
case of 10v-shaped cross sections. Hence, cross sections for
v' � v0 are approximated with Stot ~v0 ! when forming the ma-
jorant. The effect of this approximation was studied and found
insignificant.
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that material total cross sections become distributed quan-
tities is handled using a rejection sampling routine on
the neutron path lengths. As an additional feature, the
use of this method also removes the homogeneity require-
ment and allows the modeling of continuous tempera-
ture distributions without approximations.

The current version of the method is unable to uti-
lize the thermal scattering laws for bound atoms at ther-
mal energies or probability table treatment at the
unresolved resonance region, which somewhat limits
the usability of the method in practical reactor calcula-
tions. The explicit treatment method also slightly com-
plicates the implementation of flux estimators.

This paper considers only transport in a homo-
geneous material region with heterogeneous tempera-
ture, which is the simplest case that provides for proper
verification of the method. However, the method can be
straightforwardly generalized to transport in heteroge-
neous systems.

The methodology used in the calculation routines is
introduced in Sec. II and demonstrated in Sec. III. The
future implementation of the new method in the Serpent
Monte Carlo code is discussed in Sec. IV, and Sec. V is
left for the conclusions.

II. METHODS

The core of every Monte Carlo neutron transport
code is the tracking routine, which simulates the random
walk process by transporting neutrons through the ge-
ometry from one interaction to the next. The simulation
is based on the fact that the free path length between two
collision points is exponentially distributed, with the well-
known probability density function ~PDF! of the form

f ~E, x! � Stot ~E !e
�xStot ~E ! , ~1!

where Stot is the macroscopic total cross section of the
medium. The conventional approach to sampling neu-
tron path lengths from this distribution is to use the in-
version method, which requires calculating the cumulative
distribution function ~CDF! of Eq. ~1!,

F~E, x! � �
0

x

f ~E, x ' ! dx ' � 1 � e�xStot ~E ! , ~2!

and using the inverse of the CDF with a uniformly dis-
tributed random variable j on the unit interval as a sam-
ple from f:

x � F�1~E,j!� �
1

Stot ~E !
ln~1 � j! . ~3!

The prerequisite of this technique is that the total cross
section remain constant throughout the path. If this is not
the case, the integration in Eq. ~2! does not hold, and the
sample in Eq. ~3! is not statistically valid. This happens,

for example, when the sampled collision point lies out-
side the material boundaries, in which case the neutron
is stopped at the boundary surface and a new path length
is sampled using the total cross section of the next ma-
terial. The same limitation requires the geometry to be
defined using homogeneous material regions without in-
ternal spatial variation in the total cross section.

II.A. Rejection Techniques for Sampling
Neutron Path Length

It is important to notice that material homogeneity is
a demand resulting from the use of the inversion sam-
pling technique and not a characteristic of the Monte
Carlo method itself. The limitation can be easily lifted
by using rejection sampling techniques,4 which are based
on the use of two distribution functions: the original PDF
and a majorant function satisfying

fmaj ~z! � f ~z! ~4!

for all values of the random variable and formed in such
a way that values from fmaj can be sampled using the
inversion method. According to the theory, values sam-
pled from the majorant function and accepted with
probability

P �
f ~z!

fmaj ~z!
~5!

follow the distribution of f. Rejected values are dis-
carded, and the procedure is repeated until a successful
sample is obtained from Eq. ~5!.

A good example of using rejection techniques for
sampling neutron path lengths is the Woodcock delta-
tracking method,5 which allows the random walk to be
continued over one or several material boundaries with-
out stopping the track at each boundary surface. The free
path length is sampled using Eq. ~3!, with material total
cross section replaced by the majorant cross section:

Smaj ~E ! � Stot ~E, x! . ~6!

The collision point is accepted with probability

P~E, x! �
Stot ~E, x!

Smaj ~E !
. ~7!

If the point is rejected, the procedure is restarted by sam-
pling a new path length using the majorant cross section.

This study deals with a very similar problem. Mate-
rial total cross sections are not constant, but instead of
discrete discontinuities at boundary crossings, the values
are characterized by a continuous distribution. The vari-
ation in the value of Stot results from the fact that reac-
tion cross sections are evaluated in the T-frame at energy
E ' , which depends not only on the neutron energy E
in the laboratory frame ~L-frame!, but also on the ther-
mal motion of the target nucleus. The rejection sampling
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routine applied to the problem accounts for this variation
by using a majorant cross section for sampling the neu-
tron path lengths. Similar to in delta tracking, the actual
value of Stot is needed only at the tentative collision
points. In delta tracking this value depends on the mate-
rial where the collision occurs. In this case the velocity
of the target nucleus is sampled from a Maxwellian-
based distribution to make a transfer from L-frame to
T-frame, and the result dictates the energy at which cross
section is evaluated.

It should be noted that the explicit temperature treat-
ment method only governs the way neutrons are trans-
ported inside a material region. Thus, the method is
applicable to all kinds of tracking schemes including
delta and surface tracking. As an additional remark, the
track-length estimators—usually utilized with surface
tracking—can only be used to calculate integrals of quan-
tities that are homogeneous inside a material zone. There-
fore, for example, reaction frequencies inside a region
with an inhomogeneous temperature profile must be cal-
culated using collision estimators. This is a limitation
of the track-length estimator, not of the explicit temper-
ature treatment itself.

II.B. Forming the Majorant Cross Section

The majorant cross section must be defined in such a
way that the value is always greater than or equal to the
T-frame total cross section at the collision point:

Smaj ~E ! � Stot
0 ~E ', x! , ~8!

where the superscript indicates that the cross sections
are generated at absolute zero temperature. Since the
T-frame energy is a distributed quantity, finding the max-
imum value requires determining the variation of rela-
tive velocity v' � @vmin

' ,vmax
' # , corresponding to relative

energy E ' , as a function of L-frame velocity v, material
temperature T, and nuclide mass m � AMn .

If the velocity of the target nucleus equals Vt, the
maximum of

v ' � Mv 2 � Vt
2 � 2vVt m ~9!

corresponds to a parallel collision with m� �1. Relative
velocity v' is minimal for a head-on collision with m�1
unless Vt � v, in which case the velocity may reach
arbitrarily small values. Thus,

vmax
' � v� Vt ~10!

and

vmin
' � �v� Vt , if Vt � v

0 � v0 , if Vt � v ,
~11!

where v0 corresponds to the lowest energy in the cross-
section energy grid.a

Both of the extremities are obtained with the highest
possible value of Vt. Target velocity Vt is assumed to
obey the Maxwell-Boltzmann distribution

PMB~Vt ! �
4

Mp g
3Vt

2 e�g2Vt
2

~12!

and

g~T, A! � � AMn

2kT
, ~13!

where k is the Boltzmann constant. To be precise, this
assumption is only valid for ideal gases, not for example
crystalline materials like UO2. Hence, the sampling of
target velocities from the Maxwell-Boltzmann distribu-
tion may cause bias in the results. This issue, however,
concerns not only the current study but also many other
calculation codes in which this very common assump-
tion is made. For instance, all effective cross sections
broadened by the SIGMA1 code ~used in NJOY! have
the same assumption built in.6

Since the distribution ~12! has an infinite tail, it is
impossible to determine an unambiguous maximum for
the velocity, and therefore, an approximation must be
introduced. If the approximative maximum is chosen too
high, Smaj becomes inefficiently conservative, while too-
small values may result in significant errors.

A convenient way of dealing with a similar problem
was introduced in the SIGMA1 module of NJOY ~Ref. 7!
and was recently utilized in the creation of a majorant
cross section for the Doppler broadening rejection cor-
rection method by Becker et al.8 In SIGMA1, a target
velocity of

Vt �
4

g~T, A!
~14!

was used as a cutoff value in the integrals of the Doppler-
broadening algorithm. The same cutoff value is adopted
as the maximum of Vt in the current study also. This
approximation omits a proportion of 5 � 10�7 of the
most energetic nuclei, which is considered a suitable com-
promise between efficiency and accuracy. For the majo-
rant to be conservative, the temperature T in Eq. ~13!
must be chosen as the maximum Tmax inside a material
region in the case of nonuniform temperature distributions.

aPhysically correct cross-section extrapolation to zero ve-
locity would result in an unfeasible, infinite majorant in the
case of 10v-shaped cross sections. Hence, cross sections for
v' � v0 are approximated with Stot ~v0 ! when forming the ma-
jorant. The effect of this approximation was studied and found
insignificant.
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Equation Eq. ~17! is rewritten in the form

P~Vt ,m! � g~v, T, A!P1~Vt ,m! , ~23!

where the integral of

P1~Vt ,m! �
1

g~v, T, A!

v '

2v
PMB~Vt ! ~24!

equals unity for all v and, therefore, is the actual distri-
bution used in the sampling of target velocity since only
one nuclide is considered per collision. Taking this into
account, Eq. ~15! is corrected in accordance with the
sampling procedure as

��g~v, T, A!Si
0~v ', x!P1~Vt ,m! dVt dm

� Seff ~v, x, T ! . ~25!

Equation ~25! points out that the low-energy phenom-
enon can be correctly accounted for by multiplying all
the 0 K cross sections used in the transport simulation
with factor g~E, T, A!. Correspondingly, the same correc-
tion must be applied also for the majorant cross sections
with T � Tmax, i.e.,

Smaj, corr ~E ! � g~E, Tmax, A!Smaj ~E ! , ~26!

where Smaj is as defined in Sec. II.B.

II.F. Materials Consisting of Multiple Nuclides

Since the distribution of target velocity depends on
nuclide mass, the procedure introduced in Secs. II.B
through II.E cannot be directly applied to materials con-
sisting of multiple nuclides. The simplest way to solve
this problem is to form a material-wise majorant cross
section by summing over the nuclide-wise majorants in
the composition

Smaj, corr ~E ! �(
n

Smaj, corr, n~E !

�(
n

g~E, Tmax, An !Smaj, n~E ! . ~27!

Neutron path lengths are sampled using Smaj,corr , and
rejection sampling is divided into two parts. First, the
target nuclide n is sampled with probability

Pn �
Smaj, corr, n~E !

Smaj, corr ~E !
�

g~E, Tmax, An !Smaj, n~E !

Smaj, corr ~E !
. ~28!

This selection is then followed by the sampling of T-frame
energy E ' , rejection sampling with acceptance criterion

j �
g~E, T ~x!, An !Stot, n

0 ~E ', x!

g~E, Tmax, An !Smaj, n~E !
, ~29!

and, finally, the reaction sampling using the 0 K cross
sections

Pi �
g~E, T ~x!, An !Si, n

0 ~E ', x!

g~E, T ~x!, An !Stot, n
0 ~E ', x!

�
Si, n

0 ~E ', x!

Stot, n
0 ~E ', x!

.

~30!

III. DEMONSTRATION

The validity of the new method is demonstrated with
a test program. It uses the methodology described in
Sec. II to sample next collision sites and reactions for
neutrons with user-defined L-frame energies E. To dem-
onstrate the capability of heterogeneous temperature mod-
eling, the test calculations are performed for a one-
dimensional single-material system in which neutron paths
begin from x � 0, region x � x0 is at temperature T1, and
region x � x0 is at temperature T2.

Advantageous to the verification purpose, the neu-
tron mean free path ~mfp! can be analytically resolved
in the chosen system. The mfp for a neutron with en-
ergy E is

l~E ! �
1

Stot,1~E !

� e�Stot,1~E !x0� 1

Stot, 2~E !
�

1

Stot,1~E !
� , ~31!

where Stot,1 and Stot,2 are the Doppler-broadened total
cross sections for temperatures T1 and T2, respectively.
The test program uses this result, together with reaction
probabilities

Pi � ~1 � e�Stot,1~E !x0 !
Si,1~E !

Stot,1~E !

� e�Stot,1~E !x0
Si, 2~E !

Stot, 2~E !
, ~32!

to provide analytical reference results. Sampling path
lengths and reactions using the stochastic method should
reproduce the same behavior with 0 K data, when the
results are averaged over a large number of samples.

The medium in the test case consists of 8.3% en-
riched uranium oxide. Fuel material is at 900 K for x � x0
and at 1800 K for x � x0 . Temperature boundary x0 is at
0.0197 cm, which corresponds to the lethargy-averaged
mfp at 900 K. The calculations were performed with
JEFF-3.1–based cross-section data.
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To summarize the above discussion, Smaj for
neutron energy E is obtained as the maximum
of the 0 K total cross section Stot

0 within an interval
E ' ; v' � @vmin

' ,vmax
' # defined by Eqs. ~10!, ~11!, and

~14!.

II.C. Sampling Target Velocity

The tracking routine proceeds in the conventional
way, the only difference being that the neutron path
lengths are sampled using majorants instead of macro-
scopic total cross sections. Once the collision point x is
reached, the T-frame energy E ' is sampled based on dis-
tribution P~Vt ,m!.

For the tracking routine to be consistent with the
traditional transport methods relying on effective cross
sections, it is obvious that the distribution P~Vt ,m! must
satisfy relation

��Si
0~v ', x!P~Vt ,m! dVt dm � Seff ~v, x, T ! , ~15!

where Seff ~v, x, T ! is the effective cross section for tem-
perature T, defined9,10

Seff ~v, x, T ! �
1

v
��v 'Si

0~v ', x!PMB~Vt ! dVt d
m

2
.

~16!

From Eqs. ~15! and ~16!, it results that consistency is
achieved if

P~Vt ,m! �
v '

2v
PMB~Vt ! , ~17!

which is exactly the same distribution that is used in the
sampling of target velocities in the free gas thermal treat-
ment of MCNP. Hence, also the sampling procedure is
the same, as described in the following.

Because of the v' multiplier, direct sampling from
the distribution Eq. ~17! is problematic. Consequently,
Eq. ~17! is rewritten in the form

P~Vt ,m! � C � v '

v� Vt
�$~2g4 !Vt

3 e�g2Vt
2

� B~4g30Mp!Vt
2 e�g2Vt

2

% ,

~18!

where constants C and

B �
gvMp

2
~19!

are both independent of Vt . The nuclide velocity is sam-
pled from V 3e�g2V 2

distribution with probability Q �

10~1 � B! and from V 2e�g2V 2
with probability 1 � Q.

The cosine between the velocity vectors is obtained from
an isotropic distribution, and the sample is accepted with
probability v'0~v � Vt ! � 1. The sampling is repeated
until an accepted v' is found.11

II.D. Rejection Sampling at Collision Point

The procedure continues by rejection sampling using
the 0 K total cross section at energy E ' corresponding to
the sampled relative velocity v' . The collision point x is
accepted with probability

P �
Stot

0 ~E ', x!

Smaj ~E !
. ~20!

If the point is rejected, the whole procedure restarts by
sampling a new path length starting from x. The 0 K
cross sections are also used for sampling the reaction
mode. The probability of sampling reaction i is simply

Pi �
Si

0~E ', x!

Stot
0 ~E ', x!

. ~21!

II.E. Normalization Factor for Low Energies

The explicit treatment of target motion, as intro-
duced above, cannot fully account for the low-energy
effects on effective cross sections, namely, the increase
in potential scattering rate when E �� kT. As the energy
of a neutron approaches zero, the thermal motion of the
surrounding nuclei becomes an increasingly important
cause for collision events. Thus, the slower the velocity
of the neutron, the more thermal-motion-initiated colli-
sions occur per traveled path length, and consequently,
the larger the apparent increase in effective potential scat-
tering cross section. This effect does not affect the fis-
sion and capture cross sections that typically behave as
10v at low energies.

A mathematical explanation for this phenomenon is
concealed in Eq. ~17! or, more precisely, the fact that
Eq. ~17! is not actually a distribution in the sense that its
integral over Vt and m differs significantly from unity if
E �� kT. The value of this integral depends on the L-frame
velocity of the incident neutron v and equals

g~v, T, A! � �� v '
2v

PMB~Vt ! dm dVt

� �1 �
1

2g~T, A!2v 2 �erf~g~T, A!v!

�
e�g~T, A!2v2

Mpg~T, A!v
, ~22!

which can be easily written also in terms of energy as
g~E, T, A! ~Ref. 11!.
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Equation Eq. ~17! is rewritten in the form

P~Vt ,m! � g~v, T, A!P1~Vt ,m! , ~23!

where the integral of

P1~Vt ,m! �
1

g~v, T, A!

v '

2v
PMB~Vt ! ~24!

equals unity for all v and, therefore, is the actual distri-
bution used in the sampling of target velocity since only
one nuclide is considered per collision. Taking this into
account, Eq. ~15! is corrected in accordance with the
sampling procedure as

��g~v, T, A!Si
0~v ', x!P1~Vt ,m! dVt dm

� Seff ~v, x, T ! . ~25!

Equation ~25! points out that the low-energy phenom-
enon can be correctly accounted for by multiplying all
the 0 K cross sections used in the transport simulation
with factor g~E, T, A!. Correspondingly, the same correc-
tion must be applied also for the majorant cross sections
with T � Tmax, i.e.,

Smaj, corr ~E ! � g~E, Tmax, A!Smaj ~E ! , ~26!

where Smaj is as defined in Sec. II.B.

II.F. Materials Consisting of Multiple Nuclides

Since the distribution of target velocity depends on
nuclide mass, the procedure introduced in Secs. II.B
through II.E cannot be directly applied to materials con-
sisting of multiple nuclides. The simplest way to solve
this problem is to form a material-wise majorant cross
section by summing over the nuclide-wise majorants in
the composition

Smaj, corr ~E ! �(
n

Smaj, corr, n~E !

�(
n

g~E, Tmax, An !Smaj, n~E ! . ~27!

Neutron path lengths are sampled using Smaj,corr , and
rejection sampling is divided into two parts. First, the
target nuclide n is sampled with probability

Pn �
Smaj, corr, n~E !

Smaj, corr ~E !
�

g~E, Tmax, An !Smaj, n~E !

Smaj, corr ~E !
. ~28!

This selection is then followed by the sampling of T-frame
energy E ' , rejection sampling with acceptance criterion

j �
g~E, T ~x!, An !Stot, n

0 ~E ', x!

g~E, Tmax, An !Smaj, n~E !
, ~29!

and, finally, the reaction sampling using the 0 K cross
sections

Pi �
g~E, T ~x!, An !Si, n

0 ~E ', x!

g~E, T ~x!, An !Stot, n
0 ~E ', x!

�
Si, n

0 ~E ', x!

Stot, n
0 ~E ', x!

.

~30!

III. DEMONSTRATION

The validity of the new method is demonstrated with
a test program. It uses the methodology described in
Sec. II to sample next collision sites and reactions for
neutrons with user-defined L-frame energies E. To dem-
onstrate the capability of heterogeneous temperature mod-
eling, the test calculations are performed for a one-
dimensional single-material system in which neutron paths
begin from x � 0, region x � x0 is at temperature T1, and
region x � x0 is at temperature T2.

Advantageous to the verification purpose, the neu-
tron mean free path ~mfp! can be analytically resolved
in the chosen system. The mfp for a neutron with en-
ergy E is

l~E ! �
1

Stot,1~E !

� e�Stot,1~E !x0� 1

Stot, 2~E !
�

1

Stot,1~E !
� , ~31!

where Stot,1 and Stot,2 are the Doppler-broadened total
cross sections for temperatures T1 and T2, respectively.
The test program uses this result, together with reaction
probabilities

Pi � ~1 � e�Stot,1~E !x0 !
Si,1~E !

Stot,1~E !

� e�Stot,1~E !x0
Si, 2~E !

Stot, 2~E !
, ~32!

to provide analytical reference results. Sampling path
lengths and reactions using the stochastic method should
reproduce the same behavior with 0 K data, when the
results are averaged over a large number of samples.

The medium in the test case consists of 8.3% en-
riched uranium oxide. Fuel material is at 900 K for x � x0
and at 1800 K for x � x0 . Temperature boundary x0 is at
0.0197 cm, which corresponds to the lethargy-averaged
mfp at 900 K. The calculations were performed with
JEFF-3.1–based cross-section data.
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probabilities of the uranium isotopes and 16O. To distin-
guish the impact of thermal motion, analytical solutions
are also provided at zero temperature. Three energy in-
tervals are considered:

Thermal region: 1 � 10�11 to 1 � 10�6 MeV—This
energy region lies below the first resonances and shows
the low-energy behavior of elastic scattering cross
sections.

Low resonance region: 1�10�6 to 1�10�5 MeV—
This region covers the lowest resonance peaks of 235U
and 238U.

High-resonance region : 19.9 � 10�3 to 20 �
10�3 MeV—This is the higher end of the resolved reso-
nance region, just below unresolved resonances.

Neutron capture and fission are the dominant reac-
tion modes at low energies. Since the cross sections of
these reactions are unaffected by thermal motion, differ-
ences in neutron mfp remain small as well. Elastic scat-
tering cross sections are increased, which is shown in the
reaction probabilities. The curves for 16O are plotted in
Fig. 1a. The agreement is good and the differences clear
when compared to 0 K data.

The low-resonance region covers the first high peak
of 238U and several lower humps of 235U. The high cap-
ture resonance at 6.7 eV drops neutron mfp close to zero,

as seen in Fig. 1b. Broadening of the resonance peaks is
clearly shown in the reaction probabilities, and the effect
is well reproduced by the stochastic model.

Resonances in the high end of the resolved region
exhibit strong overlap when broadened to 900 or 1800 K
temperature. Neutron mfp and 238U capture probability
in Figs. 1e and 1f barely resemble the 0 K data. The
analytical and stochastic results are in good agreement.

Test calculations were also performed for the whole
energy spectrum using two cross-section libraries of dif-
ferent reconstruction tolerances, namely, 0.010 and 0.003.
To minimize the statistical errors, the number of neu-
trons per energy grid point was increased to one hundred
million. Relative differences in mfp are plotted in Fig. 2
for both of the libraries.

In Fig. 2, a small negative bias can be recognized at
energies below 10�7 MeV. It originates from the limited
accuracy of the cross-section representation in which the
cross sections between energy grid points are obtained
via linear interpolation. NJOY chooses the energy grid
so that the proportional error of linear interpolation does
not exceed the reconstruction tolerance.12 In the reso-
nance region of a typical cross-section curve, the linear
interpolation results occasionally in both too-high and
too-small values. Instead, when a 10v-shaped cross-
section curve is approximated with linear interpolation,
the result is systematically larger than the actual cross
section. Since the dominating fission and capture cross

Fig. 2. The relative difference plot between the test routine and reference results points out a minor bias at thermal energies.
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In the specific test case, the sampling efficiency of
acceptance criterion Eq. ~29! varied between 0.2% at an
energy point in the resonance region ~186 eV! to almost
100% at energies close to 1 MeV. The average efficiency
was 41% when the energies E were chosen in 500 equi-
lethargy intervals from 10�11 to 15 MeV.

Selected results are presented in Fig. 1. The results
in Fig. 1 are calculated using a cross-section library pro-
cessed with NJOY using 0.003 reconstruction tolerance.
Ten million samples were run per each energy E.

Comparison of the results is carried out for neu-
tron mfp and fission, capture, and elastic scattering

Fig. 1. The correspondence between the test routine and the NJOY-based reference results is excellent. ~a! Elastic scattering
probability of 16O ~thermal energy region!. ~b! Neutron mfp ~low-resonance region!. ~c! Uranium-238 capture probability
~low-resonance region!. ~d! Uranium-235 fission probability ~low-resonance region!. ~e! Neutron mfp ~high-resonance region!.
~f ! Uranium-238 capture probability ~high-resonance region!.
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energy region lies below the first resonances and shows
the low-energy behavior of elastic scattering cross
sections.

Low resonance region: 1�10�6 to 1�10�5 MeV—
This region covers the lowest resonance peaks of 235U
and 238U.

High-resonance region : 19.9 � 10�3 to 20 �
10�3 MeV—This is the higher end of the resolved reso-
nance region, just below unresolved resonances.

Neutron capture and fission are the dominant reac-
tion modes at low energies. Since the cross sections of
these reactions are unaffected by thermal motion, differ-
ences in neutron mfp remain small as well. Elastic scat-
tering cross sections are increased, which is shown in the
reaction probabilities. The curves for 16O are plotted in
Fig. 1a. The agreement is good and the differences clear
when compared to 0 K data.

The low-resonance region covers the first high peak
of 238U and several lower humps of 235U. The high cap-
ture resonance at 6.7 eV drops neutron mfp close to zero,

as seen in Fig. 1b. Broadening of the resonance peaks is
clearly shown in the reaction probabilities, and the effect
is well reproduced by the stochastic model.

Resonances in the high end of the resolved region
exhibit strong overlap when broadened to 900 or 1800 K
temperature. Neutron mfp and 238U capture probability
in Figs. 1e and 1f barely resemble the 0 K data. The
analytical and stochastic results are in good agreement.

Test calculations were also performed for the whole
energy spectrum using two cross-section libraries of dif-
ferent reconstruction tolerances, namely, 0.010 and 0.003.
To minimize the statistical errors, the number of neu-
trons per energy grid point was increased to one hundred
million. Relative differences in mfp are plotted in Fig. 2
for both of the libraries.

In Fig. 2, a small negative bias can be recognized at
energies below 10�7 MeV. It originates from the limited
accuracy of the cross-section representation in which the
cross sections between energy grid points are obtained
via linear interpolation. NJOY chooses the energy grid
so that the proportional error of linear interpolation does
not exceed the reconstruction tolerance.12 In the reso-
nance region of a typical cross-section curve, the linear
interpolation results occasionally in both too-high and
too-small values. Instead, when a 10v-shaped cross-
section curve is approximated with linear interpolation,
the result is systematically larger than the actual cross
section. Since the dominating fission and capture cross

Fig. 2. The relative difference plot between the test routine and reference results points out a minor bias at thermal energies.
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sections are 10v-shaped at low energies, the total cross
section becomes positively biased, which results in a
negative bias in the mfp.

As can be seen in Fig. 2, the proportional deviances
in mfp are smaller than the reconstruction tolerances. In
other words, the limited accuracy of the cross-section
representation, together with an insignificant amount of
statistical error, accounts for all the perceived errors in
mfp. Thus, the new explicit temperature treatment method
seems just as accurate as the available cross-section li-
braries, at least when compared to an NJOY-based
benchmark.

IV. FUTURE IMPLEMENTATION IN SERPENT

Serpent is a three-dimensional continuous-energy
Monte Carlo neutron transport code, specifically devel-
oped for reactor physics calculations.b The code uses
multitemperature ACE format cross-section libraries that
can be Doppler-broadened to an arbitrary temperature
using a built-in preprocessor routine.13,14 This approach
is considered sufficient for most of the present applica-
tions, typically related to group constant generation,
burnup calculation, and research reactor modeling, in
which the number of material temperatures is usually
very limited. The main reason for this study was to
develop a method that could extend the temperature
treatment to an arbitrary number of temperatures, which
is a requirement encountered in coupled neutronics0
thermal hydraulics calculations and other multiphysics
applications.

The theoretical basis and demonstration discussed
in this paper show the viability of the new method, but
the practical implementation still requires much work.
In addition to the transport routine, the on-the-fly sam-
pling of cross sections must be compatible with the meth-
ods used for calculating various reaction rate tallies,
needed for group constant generation and burnup calcu-
lation. We are currently investigating the best practices
for implementing these routines in the Serpent code. This,
and the performance of the new method, remain topics
for future studies.

V. SUMMARY AND CONCLUSIONS

A new stochastic method for performing Doppler
broadening on the fly in a Monte Carlo transport simu-
lation is introduced. The method is based on explicit
treatment of target motion at collision sites. A collision
point candidate x is first sampled using a majorant cross

section, the relative velocity of the collision nuclide to
the incident neutron is sampled from a Maxwellian-
based distribution, and finally, the collision point is ac-
cepted or rejected according to the 0 K cross section
corresponding to the relative velocity. In case of a rejec-
tion the procedure restarts by sampling of a new path
length starting from x.

The method is verified with a test program, which
compares results of the stochastic algorithm to analytical
reference results based on effective NJOY cross sec-
tions. The results of the algorithm are in good agreement
with the reference. The minor differences between the
results are recognized to originate from the finite accu-
racy of the reconstructed cross sections, not the method
itself.

Sampling efficiency of the method varied substan-
tially with neutron energy, but the average efficiency
was a rather promising 41%. Nevertheless, no conclu-
sions can be drawn on the practical efficiency or even
feasibility of the method in a Monte Carlo transport rou-
tine before a thorough implementation in a transport code.

There are at least two significant advantages in the
new method. First of all, as a common feature to all
on-the-fly Doppler-broadening techniques including
Ref. 2, merely 0 K cross-section libraries are required
regardless of the number of different temperatures ap-
pearing in a problem geometry. Consequently, the pro-
cessing and storage of cross-section libraries is reduced
to one temperature. More importantly, only 0 K cross
sections need to be stored in the computer memory dur-
ing transport calculation, significantly decreasing the
memory demand of multitemperature transport problems.

The second advantageous property is unique for the
explicit temperature treatment method: It provides for
accurate modeling of continuous temperature distribu-
tions. This property can be taken advantage of, for in-
stance, in the verification of current methods used in the
determination of effective fuel temperatures. The impor-
tance of accurate temperature modeling is also empha-
sized in coupled neutronics0thermal hydraulics and
neutronics0fuel behavior calculations that are increas-
ingly important applications for Monte Carlo reactor phys-
ics codes.
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ABSTRACT

This article discusses the preliminary implementation of the new explicit temperature treatment
method to the development version Monte Carlo reactor physics code Serpent 2 and presents the
first practical results calculated using the method. The explicit temperature treatment method, as
introduced in [1], is a stochastic method for taking the effect of thermal motion into account
on-the-fly in a Monte Carlo neutron transport calculation. The method is based on explicit
treatment of the motion of target nuclei at collision sites and requires cross sections at 0 K
temperature only, regardless of the number of temperatures in the problem geometry. The method
includes a novel capability of modelling continuous temperature distributions.
Test calculations are performed for two test cases, a PWR pin-cell and a HTGR system. The
resulting keff and flux spectra are compared to a reference solution calculated using Serpent 1.1.16
with Doppler-broadening rejection correction [2]. The results are in very good agreement with the
reference and also the increase in calculation time due to the new method is on acceptable level
although not fully insignificant. On the basis of the current study, the explicit treatment method can
be considered feasible for practical calculations.

Key Words: Monte Carlo, tracking routine, rejection, on-the-fly, Doppler-broadening

1. INTRODUCTION

The traditional approach to temperature modelling in Monte Carlo neutron tracking routines is
based on pre-generated, Doppler-broadened cross sections. Each material zone is associated with
a temperature to which the cross section libraries are prepared beforehand using cross section
processing codes such as NJOY [3] or pre-processing techniques [4,5]. In case the user of a
reactor physics code wants to increase the amount of detail in the temperature modelling, the
geometry has to be split into smaller homogeneous zones, each assigned with a different set of
cross sections that need to be stored in the computer memory. If the number of different
temperatures or the number of nuclei appearing in the problem is large, the memory usage may
become a practical limitation. The importance of detailed temperature modelling is emphasized in
multiphysics calculations.

Different means of avoiding this memory limitation have been studied recently. Trumbull et al.
studied a method in which cross sections at arbitrary temperatures are obtained by interpolating
between tabulated values [6]. However, to reach high accuracy, this method requires a narrow
spacing between the different temperatures. Yesilyurt et al. have developed an efficient on-the-fly
Doppler-broadening method that is based on the multi-level Adler-Adler resonance
representation [7]. This method is able to reach high accuracy in practically no extra calculation
time, but requires the resonances to be presented using the Adler-Adler formalism.

mailto:tuomas.viitanen@vtt.fi
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2.1. Calculating the majorant

The majorant used in the sampling of the path lengths must satisfy

Σmaj(E) >
∑

n

gn(E)Σ0
tot,n(E

′, x) ∀E ′ , (1)

where E is the energy of the incident neutron, Σmaj is the majorant cross section of a material
zone, Σ0

tot,n is the 0 K total cross section of nuclide n and E ′ is the energy corresponding to the
relative velocity of the incident neutron to the target. The temperature-initiated increase in
potential scattering cross section is taken into account using the correction factor

gn(E, T ) =

(

1 +
1

2λn(T )2E

)

erf
(

λn(T )
√
E
)

− e−λn(T )2E

√
πλn(T )

√
E

(2)

λn(T ) =

√

An

kT
, (3)

where An is the weight ratio of nuclide n to the neutron massM , k is the Boltzmann constant and
T is the temperature of the material [9]. Since E ′ is a variable depending on the velocities of the
neutron and target, its range of variation must be taken into account when calculating the
majorant cross section.

The variation of E ′ depends strongly on the mass of the nuclide and, therefore, it is necessary to
calculate the majorants for each nuclide separately. The nuclide-wise majorants Σ0

tot,n are formed
in a similar manner as σmax

s (vξ, 0) in Reference [2]. Basically, the majorant for nuclide n satisfies

Σmaj,n(E) = gn(E) max
Eξ∈[(

√
E−4/λn(T ))2,(

√
E+4/λn(T ))2)

Σ0
tot,n(Eξ) (4)

for each incident neutron energy E. In case the temperature inside material zone is non-uniform,
T in (4) must be chosen as the maximum temperature Tmax within the material region.

The procedure in (4) involves an assumption that the kinetic energies of target nuclei remain
smaller than 16/λi(T )

2. If nuclide velocities are assumed to obey the Maxwell-Boltzmann (MB)
distribution, this assumption omits about a proportion of 5 · 10−7 of the most energetic nuclei.
Consequently, the inequality in (1) does not necessarily apply for all E ′. This cut-off condition
was first introduced in the NJOY SIGMA1 module [10].

After the nuclide-wise majorants have been calculated using (4), the material majorant is obtained
simply as the sum of the nuclide-wise majorants

Σmaj(E) =
∑

n

Σmaj,n(E) . (5)

2.2. Sampling the target nuclide and velocity

Since the velocity of the target nuclide depends on its mass, the target nuclide has to be sampled
at each collision site before the velocity sampling is possible. Target nuclide n is sampled with
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This study deals with a new approach to the problem, introduced in [1]. This temperature
treatment method is an on-the-fly tracking technique, which takes the thermal motion of target
nuclei into account explicitly by making a coordinate transform to target-at-rest frame at each
collision site. The fact that the total cross section becomes a distributed quantity is handled using
rejection sampling techniques.

The new method is able to model arbitrary temperatures with only 0 K continuous-energy cross
sections available. As a novel feature, the explicit treatment method removes the homogeneity
requirement for cross section temperatures, consequently providing for rigorous modelling of
continuous temperature distributions. Because of the way the target velocities are sampled and
collision point candidates accepted, the target velocities at accepted collision sites can be
re-utilized as such in the free gas thermal treatment for thermal scattering. The secondary particle
distributions become automatically the same as if calculated using the free gas treatment with
Doppler-broadening rejection correction (DBRC) [2].

Currently, the method is not compatible with the thermal scattering laws, which significantly
limits its applicability to realistic reactor calculations. Also the usage of the method with the
unresolved region probability table treatment is not yet discussed. In addition, the method is only
applied in homogeneous temperature zones despite the capability to model continuous
temperature distributions.

The current study discusses the preliminary implementation of the method to the development
version of the Monte Carlo reactor physics code Serpent 2 [8] and presents the very first results
calculated using the method. The explicit treatment method is shortly introduced in Section 2 and
details of the first implementation are discussed in Section 3. The pin-cell and HTGR test cases
together with simulation results are presented in Section 4 and the last Section 5 is left for
conclusions.

2. EXPLICIT TREATMENT METHOD

In a nutshell, the explicit treatment method is based on sampling the neutron path lengths from a
majorant cross section in which the effect of thermal motion on the variation of total cross section
is taken into account (i.e. majorant at E equals the largest possible value assigned for the total
cross section within the range of thermal motion around E). At each collision site the target
nuclide is first sampled according to the nuclide-wise majorants. After this, the velocity of the
target nuclide is sampled and the relative velocity of the incident neutron to the target nuclide is
calculated. Finally, the collision point is rejected or accepted according to the nuclide-wise 0 K
total cross section corresponding to the relative velocity. In the case of an accepted collision the
procedure continues by reaction sampling using 0 K cross sections of the partial reactions.

This section introduces the methodology of the explicit treatment method as-is. A more detailed
description with more thorough discussion can be found in Reference [1].
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where An is the weight ratio of nuclide n to the neutron massM , k is the Boltzmann constant and
T is the temperature of the material [9]. Since E ′ is a variable depending on the velocities of the
neutron and target, its range of variation must be taken into account when calculating the
majorant cross section.

The variation of E ′ depends strongly on the mass of the nuclide and, therefore, it is necessary to
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for each incident neutron energy E. In case the temperature inside material zone is non-uniform,
T in (4) must be chosen as the maximum temperature Tmax within the material region.

The procedure in (4) involves an assumption that the kinetic energies of target nuclei remain
smaller than 16/λi(T )

2. If nuclide velocities are assumed to obey the Maxwell-Boltzmann (MB)
distribution, this assumption omits about a proportion of 5 · 10−7 of the most energetic nuclei.
Consequently, the inequality in (1) does not necessarily apply for all E ′. This cut-off condition
was first introduced in the NJOY SIGMA1 module [10].

After the nuclide-wise majorants have been calculated using (4), the material majorant is obtained
simply as the sum of the nuclide-wise majorants

Σmaj(E) =
∑

n

Σmaj,n(E) . (5)

2.2. Sampling the target nuclide and velocity

Since the velocity of the target nuclide depends on its mass, the target nuclide has to be sampled
at each collision site before the velocity sampling is possible. Target nuclide n is sampled with
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3. PRELIMINARY IMPLEMENTATION IN SERPENT

There are several ways in which the new method can be implemented in the Monte Carlo tracking
routine, but the main requirements are that each nuclide is assigned with a majorant cross
section (4), that accounts for the variation in the interaction probability due to thermal motion, and
that the sampling of neutron path lengths is based on macroscopic cross sections (5), calculated
by summing over these majorants for each material. The rejection sampling additionally requires
microscopic 0 K cross sections, adjusted by the correction factor (2) at low energies.

While still studying the feasibility and the best practices for implementing the methodology in the
Serpent code, it was decided to take a somewhat simplistic multi-group approach to the problem.
The energy spectrum is divided into a number of discrete groups with equal lethargy width. Each
nuclide total cross section is assigned with a multi-group majorant, defined by taking the
maximum point-wise value within the group boundaries that are extended with the effect of
thermal motion as in (4) (see Figure 3 below). Macroscopic material-wise totals are
pre-calculated using the same multi-group structure, by summing over the constituent nuclei.

The tracking routine proceeds in the usual way, using the multi-group material totals for sampling
path lengths, with additional rejection sampling performed with the probability given by the ratio
of point-wise and multi-group total cross sections of the collided nuclide. The method works with
and without the explicit temperature treatment. The only difference is that when the method is
used, the thermal motion is taken into account in the calculation of the multi-group majorants and
in the rejection sampling once the target nuclide is selected. The multi-group approach simplifies
and speeds up the calculation of the majorant cross sections. It also enables the use of
pre-calculated majorant data without significantly increasing the memory demand. ∗ The majorant
data is generated for each problem separately at runtime. In the present implementation a high
number of 40000 energy groups was used for fast calculation. The number can be easily reduced
in case memory consumption becomes a problem. The routine can also be implemented without
any pre-calculated cross sections, but performing the same calculations during the tracking
routine considerably increases the overall running time, especially if the number of nuclei is large.

The following step-by-step example illustrates the rejection sampling procedure when
conventional surface-tracking is used for transporting the neutron to the next collision point.
Assume that the neutron crosses the boundary surface of a UO2 fuel pin in 900 K temperature and
enters the material with 1 eV energy. The cross sections in the thermal energy range are plotted in
Figure 3. The algorithm proceeds as follows:

1. The distance to the next collision site inside the material is sampled using the macroscopic
total cross section of the medium. In this case, the value used is the multi-group total, at
about 0.54 1/cm (black curve in Figure 3a).

2. Assuming that the sampled path length is shorter than the distance to the material boundary,
the neutron is moved to the collision site. The target nuclide is selected, with probabilities
given by the ratios of the corresponding multi-group totals. In this case, the probabilities of
colliding with U-235, U-238 and O-16 are 27%, 40% and 33%, respectively.

∗Memory usage per material region becomes important in large burnup calculation problems, involving thousands of depletion
zones. Minimizing the memory demand is essential for extending the burnup calculation capabilities of the Serpent code from 2D
lattice physics to 3D core-level calculations, which is one of the goals set for the development of Serpent 2.
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probability

Pn =
Σmaj,n(E)

Σmaj(E)
. (6)

After this the target velocity Vt and cosine between the directions of the incident neutron and
target µ are sampled from distribution

f(Vt, µ) =
v′

2v
fMB(Vt) , (7)

where v is the velocity of the neutron,

v′ =
√

v2 + V 2
t − 2vVtµ (8)

is the relative velocity of the neutron to the target nuclide and fMB is the Maxwell-Boltzmann
distribution

fMB(Vt) =
4√
π
γ3V 2

t e
−γ2V 2

t (9)

γ(T,An) =

√

AnM

2kT
. (10)

Distribution 7 is the same as that used in the free gas thermal treatment of MCNP and
consequently also the sampling procedure is the same as described in [9].

It should be noted that here temperature T is the local temperature at the collision site x, i.e. T (x).

2.3. Rejection and reaction sampling

The procedure continues with rejection sampling in which the 0 K total cross section
corresponding to the sampled relative energy E ′ ∼ v′ is compared to the nuclide-wise majorant.
Again, the low-energy effects must be taken into account with the gn(E)-factor for the 0 K cross
section. The collision point is accepted with probability

Pacc =
gn

(

E, T (x), An

)

Σ0
tot,n(E

′, x)

Σmaj,n(E)
. (11)

In the case of a rejection the procedure restarts from beginning by sampling of a new path length
starting from the previous collision point candidate x.

If the collision point is accepted, the rejection sampling is followed by reaction sampling that is
done in the target-at-rest frame using only the 0 K cross sections. Hence, the probability for
reaction i is simply

Pi =
gn

(

E, T (x)
)

Σ0
i,n(E

′, x)

gn

(

E, T (x)
)

Σ0
tot,n(E

′, x)
=

Σ0
i,n(E

′, x)

Σ0
tot,n(E

′, x)
. (12)
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There are several ways in which the new method can be implemented in the Monte Carlo tracking
routine, but the main requirements are that each nuclide is assigned with a majorant cross
section (4), that accounts for the variation in the interaction probability due to thermal motion, and
that the sampling of neutron path lengths is based on macroscopic cross sections (5), calculated
by summing over these majorants for each material. The rejection sampling additionally requires
microscopic 0 K cross sections, adjusted by the correction factor (2) at low energies.

While still studying the feasibility and the best practices for implementing the methodology in the
Serpent code, it was decided to take a somewhat simplistic multi-group approach to the problem.
The energy spectrum is divided into a number of discrete groups with equal lethargy width. Each
nuclide total cross section is assigned with a multi-group majorant, defined by taking the
maximum point-wise value within the group boundaries that are extended with the effect of
thermal motion as in (4) (see Figure 3 below). Macroscopic material-wise totals are
pre-calculated using the same multi-group structure, by summing over the constituent nuclei.

The tracking routine proceeds in the usual way, using the multi-group material totals for sampling
path lengths, with additional rejection sampling performed with the probability given by the ratio
of point-wise and multi-group total cross sections of the collided nuclide. The method works with
and without the explicit temperature treatment. The only difference is that when the method is
used, the thermal motion is taken into account in the calculation of the multi-group majorants and
in the rejection sampling once the target nuclide is selected. The multi-group approach simplifies
and speeds up the calculation of the majorant cross sections. It also enables the use of
pre-calculated majorant data without significantly increasing the memory demand. ∗ The majorant
data is generated for each problem separately at runtime. In the present implementation a high
number of 40000 energy groups was used for fast calculation. The number can be easily reduced
in case memory consumption becomes a problem. The routine can also be implemented without
any pre-calculated cross sections, but performing the same calculations during the tracking
routine considerably increases the overall running time, especially if the number of nuclei is large.

The following step-by-step example illustrates the rejection sampling procedure when
conventional surface-tracking is used for transporting the neutron to the next collision point.
Assume that the neutron crosses the boundary surface of a UO2 fuel pin in 900 K temperature and
enters the material with 1 eV energy. The cross sections in the thermal energy range are plotted in
Figure 3. The algorithm proceeds as follows:

1. The distance to the next collision site inside the material is sampled using the macroscopic
total cross section of the medium. In this case, the value used is the multi-group total, at
about 0.54 1/cm (black curve in Figure 3a).

2. Assuming that the sampled path length is shorter than the distance to the material boundary,
the neutron is moved to the collision site. The target nuclide is selected, with probabilities
given by the ratios of the corresponding multi-group totals. In this case, the probabilities of
colliding with U-235, U-238 and O-16 are 27%, 40% and 33%, respectively.

∗Memory usage per material region becomes important in large burnup calculation problems, involving thousands of depletion
zones. Minimizing the memory demand is essential for extending the burnup calculation capabilities of the Serpent code from 2D
lattice physics to 3D core-level calculations, which is one of the goals set for the development of Serpent 2.
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if λ
√
E > 2.57. Otherwise, the factor is calculated the hard way, i.e. using Equation (2). The

relative errors of these approximations remain smaller than 0.001. Quite similar approximations
have been used also in MCNP5-1.40 [9].

Although the explicit temperature treatment offers a rigorous approach to the neutron transport
problem using only zero-kelvin cross sections, it results in certain limitations regarding the Monte
Carlo method and the procedures used in the Serpent code. The most significant methodological
limitation is related to the use of the track-length estimate of neutron flux in the calculation of
reaction rates, which is based on the assumption that cross sections remain constant over the
sampled path length. This is not the case when the relative neutron energy becomes a statistically
distributed quantity. To overcome the problem, flux integrals must be calculated using the
collision estimator, which uses cross sections only at discrete collision points. Other limitations,
related to Serpent-specific methods, are discussed with the example cases in Section 4.

4. TEST CASES AND RESULTS

The Serpent code is optimized for performance in lattice physics applications, and one of the
methods used for speeding up the tracking routine and the calculation of macroscopic reaction
rates for homogenization is the use of pre-calculated material-wise total cross sections (total, total
absorption, total fission, etc.). These cross sections cannot be used with the explicit temperature
treatment routine, which immediately reduces the performance when the code is used for group
constant generation. In order to present a fair estimate for the overhead caused by the new
routine, the performance comparisons should be carried out to calculations without similar
optimization. The methodology is validated by comparing analog keff estimators and flux
integrals, which doesn’t require additional access to cross sections.

The validity of the method was tested by examining two thermal systems: a PWR pin-cell and a
HTGR system consisting of 6 compacts around a coolant channel. The systems are modelled
using Serpent 2 with the explicit temperature treatment method and the results are compared to a
reference calculated with Serpent 1.1.16 [8]. Both of the cases were modelled without the
probability table treatment for unresolved resonances and without thermal scattering libraries.
Additionally, the Doppler-Broadening Rejection Correction method was used for 238U while
generating the reference results.

The test calculations with the explicit treatment method were performed using a high-resolution
JEFF-3.1.1 -based cross section data at 0 K, reconstructed using 0.001 tolerance for nuclei other
than 238U for which a tolerance of 0.003 was used †. The reference results were calculated with
JEFF-3.1.1 -based libraries with 0.001 reconstruction tolerance used for all nuclei. The same 0 K
library with 0.001 / 0.003 reconstruction tolerances was also used together with DBRC in the
reference calculations.

Performance measures for the test calculations are performed separately in subsection 4.3.

†For an unknown reason, NJOY 99.336 was not able to process 238
U in 0 K temperature to reconstruction tolerances smaller

than 0.003.
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3. Assume that the sample results in a collision with U-235. The relative velocity between the
neutron and the target nuclide is sampled from distribution (7) with T = 900 K and
An = 235.04. Coordinate transformation to target-at-rest frame essentially results in a new
energy, at which the cross sections are evaluated from here on.

4. Rejection sampling is performed by correcting the zero-kelvin total cross section with the
factor g(1.0 eV, 900 K) = 1.0002 (2) and comparing the result with the nuclide-wise
multi-group majorant (black solid and dashed curves in Figure 3b). Assuming that the
coordinate transformation results in a temperature-corrected energy of 1.1 eV, the
probability of accepting the collision point is about 88%.

5. If the collision is rejected, the procedure restarts from step 1. If the collision is accepted, the
reaction mode is sampled, with probabilities given by the ratios of the zero-kelvin
microscopic cross sections. In this case the probabilities of fission, capture and elastic
scattering are 17%, 74% and 9%, respectively.
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Figure 1. Left(a): Macroscopic multi-group cross sections used for sampling the target nu-
clide after collision in fuel. Right(b): Microscopic cross sections used for rejection sampling
and selecting the reaction mode. The number of energy groups has been significantly reduced
in this example for the sake of clarity.

As it was previously mentioned, the sampled target velocities can be used also in the calculation
of the collision kinetics in case an elastic scattering occurs. It is, therefore, reasonable to take the
target motion into account in elastic scatterings throughout the whole energy spectrum even
though the free gas treatment is usually limited to energies lower than a cut-off value [8,9].

To get results consistent with NJOY-broadened effective cross sections and to save some
calculation time, the velocity of the target nuclide is set to zero for threshold reactions, above the
boundary of unresolved resonance region and at energies > 1MeV [3]. The calculation of the low
energy correction factor (2) was also slightly optimized in the implementation. Its value is
approximated with 1 if λ

√
E > 22 and with

gn(E) = 1 +
1

2λ2
nE

(13)
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if λ
√
E > 2.57. Otherwise, the factor is calculated the hard way, i.e. using Equation (2). The

relative errors of these approximations remain smaller than 0.001. Quite similar approximations
have been used also in MCNP5-1.40 [9].

Although the explicit temperature treatment offers a rigorous approach to the neutron transport
problem using only zero-kelvin cross sections, it results in certain limitations regarding the Monte
Carlo method and the procedures used in the Serpent code. The most significant methodological
limitation is related to the use of the track-length estimate of neutron flux in the calculation of
reaction rates, which is based on the assumption that cross sections remain constant over the
sampled path length. This is not the case when the relative neutron energy becomes a statistically
distributed quantity. To overcome the problem, flux integrals must be calculated using the
collision estimator, which uses cross sections only at discrete collision points. Other limitations,
related to Serpent-specific methods, are discussed with the example cases in Section 4.
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The Serpent code is optimized for performance in lattice physics applications, and one of the
methods used for speeding up the tracking routine and the calculation of macroscopic reaction
rates for homogenization is the use of pre-calculated material-wise total cross sections (total, total
absorption, total fission, etc.). These cross sections cannot be used with the explicit temperature
treatment routine, which immediately reduces the performance when the code is used for group
constant generation. In order to present a fair estimate for the overhead caused by the new
routine, the performance comparisons should be carried out to calculations without similar
optimization. The methodology is validated by comparing analog keff estimators and flux
integrals, which doesn’t require additional access to cross sections.

The validity of the method was tested by examining two thermal systems: a PWR pin-cell and a
HTGR system consisting of 6 compacts around a coolant channel. The systems are modelled
using Serpent 2 with the explicit temperature treatment method and the results are compared to a
reference calculated with Serpent 1.1.16 [8]. Both of the cases were modelled without the
probability table treatment for unresolved resonances and without thermal scattering libraries.
Additionally, the Doppler-Broadening Rejection Correction method was used for 238U while
generating the reference results.

The test calculations with the explicit treatment method were performed using a high-resolution
JEFF-3.1.1 -based cross section data at 0 K, reconstructed using 0.001 tolerance for nuclei other
than 238U for which a tolerance of 0.003 was used †. The reference results were calculated with
JEFF-3.1.1 -based libraries with 0.001 reconstruction tolerance used for all nuclei. The same 0 K
library with 0.001 / 0.003 reconstruction tolerances was also used together with DBRC in the
reference calculations.

Performance measures for the test calculations are performed separately in subsection 4.3.

†For an unknown reason, NJOY 99.336 was not able to process 238
U in 0 K temperature to reconstruction tolerances smaller

than 0.003.
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Figure 2. Left: Flux spectrum of the pin-cell case. Right: Differences in the flux spectra
compared to Serpent 1.1.16 with DBRC.

is available at the Serpent website [8]. In this example case the lattice is modelled with 6
compacts in a graphite matrix surrounding a coolant channel full of helium. The lattice is
extended to infinity using periodic boundary conditions. The material temperatures in the input
were modified such that fuel in the fuel particles is in 1800 K temperature, all other solid
materials are in 1200 K temperature and helium is in 900 K temperature.

While calculating the reference results, it was noticed that the 400 kT free gas treatment (FGT)
threshold of Serpent, as adopted from MCNP [9], is too low for this test case and consequently
causes significant bias in the results compared to the explicit treatment method in which the target
motion is taken into account throughout the whole energy spectrum. Consequently, Serpent
1.1.16 was modified such that FGT was extended to all energies and this modified version was
used to calculate the reference results. The HTGR simulations were carried out using 100 million
active neutron histories in 5000+10 cycles.

The flux spectrum and differences in the spectra are plotted in Figure 3. Analog keff estimate for
the HTGR case was 1.28296± 0.00010 in the reference calculation and 1.28266± 0.00010 when
calculated with the explicit treatment method. The reactivity difference is, thus, about 18± 15
pcm which cannot be distinguished from the statistical deviation in practice.

4.3. Performance

To evaluate the feasibility of the method in practical calculations, it is worthwhile to compare the
calculation times of the reference cases to those of the explicit treatment method. As it was
mentioned earlier, the comparison between the explicit method and reference is fair when the
optimization in Serpent is somewhat reduced. The righteous level of optimization is obtained
when utilizing the optimization mode 2 in Serpent 2 [14]. However, to put the results into
perspective, the running times are provided also for the reference cases calculated in Sections 4.1
and 4.2.
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4.1. PWR pin-cell

The first of the test cases involves an ordinary PWR pin-cell in a square lattice. The linear power
of the rod was assumed to be 254 W/cm and the corresponding temperature distribution was
calculated with the VTT-modified version of the fuel performance code ENIGMA [11,12]. The
fuel temperature is modelled by approximating the realistic continuous temperature profile with a
5-step profile.

Temperatures of the fuel zones were adjusted to the exact values using the Doppler-preprocessor
of Serpent [5]. The fuel rod properties are listed in Table I and the step function for fuel
temperature is defined in Table II. Altogether 250 million active neutron histories were calculated
in 5000+20 cycles.

Table I. Properties for the PWR pin-cell test case.

Fuel radius 0.41443 cm Cladding thickness 0.06365 cm
Fuel enrichment 3.48 w-% 235U Cladding material Zr with 1 w-% Nb
Fuel centerline T 1329 K Cladding T 579 K
Fuel surface T 738 K Water density 0.7207 g/cm3

Gas gap 0.00727 cm Water temperature 579 K
Lattice pitch 1.295 cm

Table II. Temperature distribution used in the modelling of the fuel in the pin-cell.

Zone Outer radius Temperature
1 0.16586 cm 1275 K
2 0.27638 cm 1129 K
3 0.33162 cm 983 K
4 0.38684 cm 865 K
5 0.41443 cm 772 K

The calculated flux spectrum of the pin-cell case is plotted and compared to reference in Figure 2.
To put the accuracy of the method into perspective, the same comparison was performed against a
Serpent 1.1.16 spectrum calculated without the DBRC. The analog estimate for keff was
1.34669± 0.00008 when calculated with the explicit treatment method and 1.34644± 0.00008 in
the reference case. This corresponds to a reactivity difference of about 13± 9 pcm, which is of
the same magnitude as the statistical deviation.

4.2. HTGR

The second test case is based on a High Temperature Gas Cooled Reactor (HTGR)
benchmark [13]. The calculations were performed for fresh prismatic fuel for which the input file
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Figure 2. Left: Flux spectrum of the pin-cell case. Right: Differences in the flux spectra
compared to Serpent 1.1.16 with DBRC.

is available at the Serpent website [8]. In this example case the lattice is modelled with 6
compacts in a graphite matrix surrounding a coolant channel full of helium. The lattice is
extended to infinity using periodic boundary conditions. The material temperatures in the input
were modified such that fuel in the fuel particles is in 1800 K temperature, all other solid
materials are in 1200 K temperature and helium is in 900 K temperature.

While calculating the reference results, it was noticed that the 400 kT free gas treatment (FGT)
threshold of Serpent, as adopted from MCNP [9], is too low for this test case and consequently
causes significant bias in the results compared to the explicit treatment method in which the target
motion is taken into account throughout the whole energy spectrum. Consequently, Serpent
1.1.16 was modified such that FGT was extended to all energies and this modified version was
used to calculate the reference results. The HTGR simulations were carried out using 100 million
active neutron histories in 5000+10 cycles.

The flux spectrum and differences in the spectra are plotted in Figure 3. Analog keff estimate for
the HTGR case was 1.28296± 0.00010 in the reference calculation and 1.28266± 0.00010 when
calculated with the explicit treatment method. The reactivity difference is, thus, about 18± 15
pcm which cannot be distinguished from the statistical deviation in practice.

4.3. Performance

To evaluate the feasibility of the method in practical calculations, it is worthwhile to compare the
calculation times of the reference cases to those of the explicit treatment method. As it was
mentioned earlier, the comparison between the explicit method and reference is fair when the
optimization in Serpent is somewhat reduced. The righteous level of optimization is obtained
when utilizing the optimization mode 2 in Serpent 2 [14]. However, to put the results into
perspective, the running times are provided also for the reference cases calculated in Sections 4.1
and 4.2.
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Differences in the multiplication factors are lost in statistical deviation in both of the test cases.

In the PWR pin-cell case the differences in neutron flux remain smaller than 0.003 throughout the
whole energy spectrum excluding the very low energies with poor statistics (Figure 2). Since the
Doppler-preprocessor of Serpent was used to adjust the cross section temperatures in the
reference case, the expected amount of error in the cross section reconstruction is higher than that
of the basis library (0.001). This, together with the fact that the 0 K cross section of 238U is
reconstructed to 0.003 tolerance, explains the deviances observed in the flux spectra.

The slightly smaller differences seen in the HTGR spectra (Figure 3) support the previous
conclusion. In this case the reference was calculated using unmodified NJOY cross sections for
which the reconstruction tolerance is known to be exactly 0.001. In this case the differences in
flux spectra are smaller than 0.002 if the high and low energy regions with low statistics are
ignored. Especially in the HTGR case the importance of DBRC is easy to notice: the resonance
absorption would be clearly underestimated if DBRC was not used in the calculation of reference
results.

The efficiency of the explicit treatment method depends strongly on the rejection sampling
efficiency in Equation (11). This, in turn, depends on the material maximum temperature used in
the generation of the majorant. The higher the temperature, the larger the majorant cross section
and, consequently, the higher the proportion of rejected collision points.

This can be also observed in the performance measures presented in Table III. In the pin-cell case,
where the temperatures ranged from about 550 K to 1300 K the calculation took 2.3 times more
time than Serpent 2 with optimization mode 2. In the HTGR case, where the fuel was in 1800 K
and other solid materials in 1200 K temperature, the calculation time ratio was significantly
higher 4.2. The performance of the method could be improved by optimizing the group structure
of the majorant cross sections or by changing to continuous-energy majorants. The present
implementation with 40000 equi-lethargy groups is most likely far from optimal.

As it was observed, the usage of the explicit treatment method slows down the transport
calculation notably. However, the slow-down is of tolerable magnitude and the method can be
considered well-feasible to practical calculations, at least what comes to its efficiency. More
efficient implementation of the method requires future work, and so does the usage of flux and
reaction rate estimators with continuously-varying temperature profiles that are needed to take
full advantage of the method. The explicit treatment method should also be made compatible with
the thermal scattering laws and unresolved region probability table treatment before it can be
utilized on full scale. It should, however, be noted that it is possible to use the explicit thermal
treatment for only part of the materials in the problem geometry. The problem thus exists only if
thermal scattering laws or probability tables are required for the same materials for which the
temperature treatment is used.

In summary, the explicit treatment proved accurate and fast enough for practical transport
calculations. The method, however, requires more research to extend its capabilities to the
thermal and unresolved resonance regions that are essential when simulating realistic reactors.
Already now the method is a great tool for examining different temperature-related phenomena
such as temperature-dependent scattering kernels.
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Figure 3. Left: Flux spectrum of the pin-cell HTGR case. Right: Differences in the flux
spectra compared to Serpent 1.1.16 with DBRC and extended Free Gas Treatment.

The pin-cell cases were calculated using 250 million neutrons and the HTGR cases using 100
million neutrons. The calculation times presented in Table III are total CPU times in minutes. All
the calculations were calculated using one 2.4 GHz Intel Core i5 CPU.

Table III. Total CPU times of the simulations.

Pin-cell HTGR

Case Time Ratio Case Time Ratio

Serpent 2, explicit 1585.4 2.28 Serpent 2, explicit 3497.0 4.20
Serpent 2, optimiz. mode 2 696.3 1.00 Serpent 2, optimiz. mode 2 830.9 1.00
Serpent 1.1.16+DBRC 463.0 0.66 Serpent 1.1.16+DBRC+FGT 911.7 1.10
Serpent 1.1.16 425.9 0.61 Serpent 1.1.16 845.6 1.02

5. CONCLUSIONS

The present paper discusses the implementation of the explicit temperature treatment method,
introduced in [1], to Monte Carlo Reactor Physics code Serpent. Also first results calculated with
the method are presented in this paper. The method provides for modelling of arbitrary
temperatures in neutron transport routines with only 0 K continuous-energy cross sections
available. The explicit treatment method also provides inherently correct velocities for target
nuclei that can be utilized when solving the kinetics of scattering events.

Results for two test cases, a PWR pin-cell and a HTGR system, are presented in Section 4. The
results calculated with the explicit method are in very good agreement with the reference.
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Differences in the multiplication factors are lost in statistical deviation in both of the test cases.

In the PWR pin-cell case the differences in neutron flux remain smaller than 0.003 throughout the
whole energy spectrum excluding the very low energies with poor statistics (Figure 2). Since the
Doppler-preprocessor of Serpent was used to adjust the cross section temperatures in the
reference case, the expected amount of error in the cross section reconstruction is higher than that
of the basis library (0.001). This, together with the fact that the 0 K cross section of 238U is
reconstructed to 0.003 tolerance, explains the deviances observed in the flux spectra.

The slightly smaller differences seen in the HTGR spectra (Figure 3) support the previous
conclusion. In this case the reference was calculated using unmodified NJOY cross sections for
which the reconstruction tolerance is known to be exactly 0.001. In this case the differences in
flux spectra are smaller than 0.002 if the high and low energy regions with low statistics are
ignored. Especially in the HTGR case the importance of DBRC is easy to notice: the resonance
absorption would be clearly underestimated if DBRC was not used in the calculation of reference
results.

The efficiency of the explicit treatment method depends strongly on the rejection sampling
efficiency in Equation (11). This, in turn, depends on the material maximum temperature used in
the generation of the majorant. The higher the temperature, the larger the majorant cross section
and, consequently, the higher the proportion of rejected collision points.

This can be also observed in the performance measures presented in Table III. In the pin-cell case,
where the temperatures ranged from about 550 K to 1300 K the calculation took 2.3 times more
time than Serpent 2 with optimization mode 2. In the HTGR case, where the fuel was in 1800 K
and other solid materials in 1200 K temperature, the calculation time ratio was significantly
higher 4.2. The performance of the method could be improved by optimizing the group structure
of the majorant cross sections or by changing to continuous-energy majorants. The present
implementation with 40000 equi-lethargy groups is most likely far from optimal.

As it was observed, the usage of the explicit treatment method slows down the transport
calculation notably. However, the slow-down is of tolerable magnitude and the method can be
considered well-feasible to practical calculations, at least what comes to its efficiency. More
efficient implementation of the method requires future work, and so does the usage of flux and
reaction rate estimators with continuously-varying temperature profiles that are needed to take
full advantage of the method. The explicit treatment method should also be made compatible with
the thermal scattering laws and unresolved region probability table treatment before it can be
utilized on full scale. It should, however, be noted that it is possible to use the explicit thermal
treatment for only part of the materials in the problem geometry. The problem thus exists only if
thermal scattering laws or probability tables are required for the same materials for which the
temperature treatment is used.

In summary, the explicit treatment proved accurate and fast enough for practical transport
calculations. The method, however, requires more research to extend its capabilities to the
thermal and unresolved resonance regions that are essential when simulating realistic reactors.
Already now the method is a great tool for examining different temperature-related phenomena
such as temperature-dependent scattering kernels.
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ABSTRACT

This article discusses the optimization of the target motion sampling (TMS) temperature treatment
method, previously implemented in the Monte Carlo reactor physics code Serpent 2. The TMS method
was introduced in [1] and first practical results were presented at the PHYSOR 2012 conference [2].
The method is a stochastic method for taking the effect of thermal motion into account on-the-fly in a
Monte Carlo neutron transport calculation. It is based on sampling the target velocities at collision sites
and then utilizing the 0 K cross sections at target-at-rest frame for reaction sampling. The fact that the
total cross section becomes a distributed quantity is handled using rejection sampling techniques.

The original implementation of the TMS requires 2.0 times more CPU time in a PWR pin-cell case than
a conventional Monte Carlo calculation relying on pre-broadened effective cross sections. In a HTGR
case examined in this paper the overhead factor is as high as 3.6. By first changing from a multi-group
to a continuous-energy implementation and then fine-tuning a parameter affecting the conservativity of
the majorant cross section, it is possible to decrease the overhead factors to 1.4 and 2.3, respectively.
Preliminary calculations are also made using a new and yet incomplete optimization method in which
the temperature of the basis cross section is increased above 0 K. It seems that with the new approach it
may be possible to decrease the factors even as low as 1.06 and 1.33, respectively, but its functionality
has not yet been proven. Therefore, these performance measures should be considered preliminary.

Key Words: on-the-fly, Doppler, temperature, Monte Carlo, neutron tracking

1. INTRODUCTION

Recently, there has been a lot of interest in combining Monte Carlo reactor physics with thermal hydraulics
or other multi-physics applications [3–6]. Multi-physics is also a major topic in the future development of
Serpent∗, involving developent of a universal multi-physics interface that will provide for information
exchange with thermal hydraulics and fuel performance codes [7]. The long-term target is to develop
Serpent into a competitive neutronics solver, capable of both steady-state and transient analyses including
thermal-hydraulics feedback [8].

When examining the temperature dependence of system parameters, as is the case in multi-physics
applications, it is often necessary to model the temperature distributions within a system in high detail.
However, when using the conventional approach relying on pre-broadened effective cross sections, the
cross section data must be stored in computer memory separately for each nuclide and temperature
appearing in the problem geometry. The memory capacity becomes a major limitation if the number of
different temperatures in the system is large.

∗A complete and up-to-date description of the Serpent code is found at the project website: http://montecarlo.vtt.fi

mailto:tuomas.viitanen@vtt.fi
mailto:jaakko.leppanen@vtt.fi
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As a solution to this issue, on-the-fly Doppler-broadening techniques have been developed, meaning that
the effective cross sections are calculated as they are needed. The very efficient technique implemented in
MCNP6 is based on calculating the temperature-dependent cross sections using series expansions with
pre-calculated coefficients [9]. This paper is about another promising on-the-fly temperature treatment
technique which, in fact, does not involve Doppler-broadening in the sense that effective cross sections are
not calculated at any point of the transport calculation.

The target motion sampling temperature treatment method, discussed in this paper, was first introduced
in [1] with the name “explicit treatment of thermal motion”, and the first implementation and first practical
results were presented at PHYSOR 2012 [2]. The method is based on taking the thermal motion of target
nuclei into account explicitly at each collision site and dealing with the collisions in target-at-rest frame
using cross sections at 0 K temperature. The fact that the total cross section becomes a distributed quantity
is handled using rejection sampling techniques. As a novel feature the method provides for rigorous
modelling of continuous temperature distributions within homogeneous material zones.

The preliminary multi-group implementation of the TMS method, for which results were presented in [2],
resulted in a significant increase in calculation time when compared to traditional transport methods
utilizing effective cross sections. In a PWR pin-cell case with realistic temperature distribution the
calculation time increased by a factor of 2 and in a HTGR case, which was slightly different from the one
examined in this paper, the overhead factor was 4.2. To make the method practical for everyday usage,
some optimization is required.

This paper describes the optimization effort that has so far been put in the implementation of the target
motion sampling method in Serpent. Results of the evolvement of the calculational overhead are also
provided. The tracking scheme of the TMS method is shortly introduced in Section 2, the means of
optimization covered in this paper are discussed in Section 3, performance results are provided in Section 4
and Section 5 is left for conclusions.

This paper only covers the efficiency of the method in the neutron transport calculation, basically CPU time
required per transported neutron. The possible effect of the method on the variance of reaction rate
estimators is left as a future topic.

2. TARGET MOTION SAMPLING METHOD FOR TEMPERATURE TREATMENT

Neutron tracking scheme of the TMS method is shortly introduced in the following on a step-by-step basis.
More complete description of the scheme can be found in References [1] and [2]. Since the method only
governs the way the neutrons are transported within material zones, discussion on the handling of material
boundaries is omitted as irrelevant. In any case, the TMS method is compatible with all kinds of geometry
routines, including the surface tracking and the Woodcock delta tracking methods.

1. The neutron transport begins from point xi by sampling a path length l using a majorant cross
section Σmaj(E) at laboratory-frame energy of the neutron E. This is done by normal inversion
sampling with equation

l = − 1

Σmaj
ln(ξ) , (1)

where ξ is a uniformly distributed random variable on unit interval.
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2. At the new collision point candidate, xi+1 = xi + l, collision nuclide is sampled based on
nuclide-wise majorants such that probability of colliding with nuclide n is simply

Pn =
Σmaj,n(E)

Σmaj(E)
=

Σmaj,n(E)
∑

nΣmaj,n(E)
. (2)

3. Velocity and direction of the target nuclide Vt µ are sampled from distribution

f(Vt, µ) =
v′

2v
fMB(Vt) , (3)

where v is the velocity of the neutron and µ is the cosine of the angle between the directions of the
neutron and target,

v′ =
√

v2 + V 2
t − 2vVtµ (4)

is the relative velocity of the neutron to the target nuclide and fMB is the Maxwell-Boltzmann (MB)
distribution for target speed

fMB(Vt) =
4√
π
γ3V 2

t e
−γ2V 2

t , (5)

where

γ(T,An) =

√

AnM

2kT
. (6)

Target-at-rest-frame energy E′ corresponding to the relative velocity calculated with Equation (4) is
calculated and used from here on.

4. The collision is accepted or rejected according to rejection sampling criterion

ξ <
gn

(

E, T (xi+1), An

)

Σ0
tot,n(E

′)

Σmaj,n(E)
, (7)

where T (xi+1) is the local temperature at xi+1, normalization factor g is obtained from equation†

gn(E, T,An) =

(

1 +
1

2λn(T )2E

)

erf
(

λn(T )
√
E
)

+
e−λn(T )2E

√
πλn(T )

√
E

, (8)

λn(T ) =

√

An

kT
, (9)

and Σ0
tot,n is the total cross section of nuclide n at 0 Kelvin temperature. If the collision point is

rejected, the procedure restarts from 1. with i = i+ 1.

5. If the collision point is accepted, the procedure continues by reaction sampling using the relative
energy E′ and zero-Kelvin cross sections. Reaction r is sampled with probability

Pr =
Σ0
r,n(E

′)

Σ0
tot,n(E

′)
(10)

and the transport proceeds according to the sampled reaction.
†The sign of the exponential term in this equation was erroneously negative in previous publications [1] and [2]. The authors

apologize any inconvenience this may have caused.
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to a less conservative majorant. Naturally, increasing the number of grid points also affects the memory
requirement of the majorant cross sections.

As a comfortable compromise between efficiency and practicality, it was decided to generate the majorants
on the unionized continuous-energy grid on which all of the cross sections are constructed in Serpent.

3.2. Energy Range Boundaries of the Majorant

Before proceeding to the next logical step of further decreasing the conservativity by manipulating
parameter α, defined in Equation (12), it was noticed that the current “DBRC way” of choosing the energy
boundaries for the majorant is not necessarily the best possible method for this purpose. The energy range
boundaries, as determined by Equation (11), are basically the minimum and maximum target-at-rest energy
corresponding to a collision with a target nuclide with velocity equal to the SIGMA1 cut-off condition. The
condition, for its part, is based on the MB distribution such that the chosen value for the α parameter omits
about a proportion of 5× 10−7 of the most energetic nuclei.

However, the velocity distribution of a target nucleus interacting with a neutron with velocity v differs from
the MB distribution by factor v′/v (see Equation (3)). This should also be taken into account in the
generation of the majorant for the majorant to be optimal. Above thermal energies the deviance from the
MB distribution is negligible, because the v′/v factor approaches unity, but at low energies with v ∼ Vt the
difference can be recognized. Particularly, the difference affects the high-energy tail of the distribution that
specifies the energy boundaries of the majorant.

One way of choosing the energy range boundaries is to use the same confidence level Q/2 for each upper
(Emax) and lower (Emin) majorant energy boundary associated with neutron L-frame energy E. In other
words, a proportion of Q/2 of the least probable target velocities are omitted when determining both the
upper and the lower boundary of the energy energy range in this approach.

The boundaries can be resolved from the velocity distribution of the target nuclide (3). The minimum
target-at-rest energy is obtained for a parallel collision with µ = 1 for which the unnormalized cumulative
distribution is

f1(x) =

∫ ∞

x

√
v2 + Vt − 2vVt

2v
fMB(Vt)dVt

=




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
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√
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√
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√
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The corresponding distribution for the maximum energy resulting from a head-on collision with µ = −1 is
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The majorant cross section Σmaj(E) is the maximum total cross section within the range of the
target-at-rest energy E′, which depends on the lab energy E and the thermal motion of the target nuclide.
Since the MB distribution has an infinite tail, all possible nuclide velocities cannot be taken into account in
the calculation of the majorant. As a quick and easy solution to this issue, a cut-off condition was adopted
from the calculation of the Doppler-Broading Rejection Correction (DBRC) majorant [10]. This cut-off
condition was first introduced in the SIGMA1 program [11] and is also used in the BROADR module of
NJOY [12]. The majorant cross section is, thus, calculated according to equation

Σmaj,n(E) = g(E, Tmax, An) max
Eξ∈[(

√
E−α)2,(

√
E+α)2)

Σ0
tot,n(Eξ) , (11)

where
α =

4

λn(Tmax)
(12)

determines the proportion of nuclides that are omitted in the calculation of the majorant. It should be noted
that in case a nuclide appears in the problem at different temperatures, the maximum of these temperatures
Tmax must be used in the calculation of the majorant to assure conservativity within the whole system.

A significant advantage of the TMS method is that the transport routine sees the temperature variable only
through an arbitrary function T (x), which can be continuous in both space and time.

3. DIFFERENT MEANS OF OPTIMIZATION

The performance of the TMS method is ultimately defined by the efficiency of the rejection sampling
criterion (7). In this equation it can be seen that the probability of a successful sample depends on the ratio
of the total 0 K cross section at target-at-rest energy E′, multiplied by the g-factor that only depends on the
L-energy of the neutron, to the majorant cross section. It should be noted that E′ is a distributed quantity
and, therefore, the true sampling efficiency for neutron energy E cannot be obtained directly from (7).

In practice the optimization of the TMS method is, thus, about decreasing the differences between the total
cross section and the majorant cross section, which can be done in a few different ways. Two different
means of decreasing the majorant are discussed in Sections 3.1–3.3. In addition, a new but not yet fully
implemented optimization approach of increasing the temperature of the basis cross section above zero
Kelvin is introduced in 3.4.

3.1. From Multi-group to Continous-energy Implementation

In the preliminary implementation the majorant cross section was constructed on a multi-group energy grid
mainly because this way of implementation required the least changes in the source code. Since the
multi-group energy grid is rather coarse, the majorant at an energy point corresponds to the maximum total
cross section within quite a broad energy interval, thus making the majorant unnecessarily conservative.

Evidently, the efficiency of the majorant can be increased by adding grid points in its energy grid. The
more grid points are used, the less conservative the majorant becomes. However, in practice there exists a
limit after which adding new points does not anymore speed up the overall calculation. This is because
after some point more CPU time will be lost in dealing with a very fine energy grid than what is saved due
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to a less conservative majorant. Naturally, increasing the number of grid points also affects the memory
requirement of the majorant cross sections.

As a comfortable compromise between efficiency and practicality, it was decided to generate the majorants
on the unionized continuous-energy grid on which all of the cross sections are constructed in Serpent.

3.2. Energy Range Boundaries of the Majorant

Before proceeding to the next logical step of further decreasing the conservativity by manipulating
parameter α, defined in Equation (12), it was noticed that the current “DBRC way” of choosing the energy
boundaries for the majorant is not necessarily the best possible method for this purpose. The energy range
boundaries, as determined by Equation (11), are basically the minimum and maximum target-at-rest energy
corresponding to a collision with a target nuclide with velocity equal to the SIGMA1 cut-off condition. The
condition, for its part, is based on the MB distribution such that the chosen value for the α parameter omits
about a proportion of 5× 10−7 of the most energetic nuclei.

However, the velocity distribution of a target nucleus interacting with a neutron with velocity v differs from
the MB distribution by factor v′/v (see Equation (3)). This should also be taken into account in the
generation of the majorant for the majorant to be optimal. Above thermal energies the deviance from the
MB distribution is negligible, because the v′/v factor approaches unity, but at low energies with v ∼ Vt the
difference can be recognized. Particularly, the difference affects the high-energy tail of the distribution that
specifies the energy boundaries of the majorant.

One way of choosing the energy range boundaries is to use the same confidence level Q/2 for each upper
(Emax) and lower (Emin) majorant energy boundary associated with neutron L-frame energy E. In other
words, a proportion of Q/2 of the least probable target velocities are omitted when determining both the
upper and the lower boundary of the energy energy range in this approach.

The boundaries can be resolved from the velocity distribution of the target nuclide (3). The minimum
target-at-rest energy is obtained for a parallel collision with µ = 1 for which the unnormalized cumulative
distribution is

f1(x) =

∫ ∞
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The corresponding distribution for the maximum energy resulting from a head-on collision with µ = −1 is
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not be an optimal one. A much better idea would be to apply the on-the-fly Doppler-broadening to a cross
section at the minimum temperature of a nuclide. For example, in PWR conditions this would spare about
700–800 K of on-the-fly Doppler-broadening “effort” (as seen through a lowered rejection sampling
efficiency) at each collision in the fuel region.

In fact, increasing of the temperature of the basis library above zero Kelvin is quite straightforward with
the TMS method. This is due to the fact that the well-known definition of the effective cross section [13]

σeff(v) =
1

v

∫

|v −Vt|σ0(|v −Vt|)fMB(Vt, T )dVt (14)

on which also the TMS method is based, allows the increasing of the cross section temperature in two or
more steps, i.e. the cross section temperature can first be risen from 0 K to T ′ and then from T ′ to T
utilizing basically the same methodology. This can be shown using either Fourier transform techniques [13]
or with straightforward calculation [14]. There is, however, one drawback in the splitting of the
Doppler-broadening in two parts: the sampled target velocities can no longer be recycled in the solution of
scattering kinetics, somewhat decreasing the elegance of the TMS method. The theoretical considerations
behind this optimization approach are under examination and to be published in the near future.

A quick-and-dirty implementation purely for performance studying purposes was implemented in Serpent
by making the following modifications:

1. Every nuclide appearing in the problem is associated with a minimum and maximum temperature
such that Tmax = Tmin +∆T .

2. The cross sections of each nuclide are Doppler-broadened to Tmin in the pre-processing phase using
the Doppler-preprocessor of Serpent [15].

3. The majorant cross sections are calculated similar to Equation (11), but using effective cross sections
at Tmin instead of zero Kelvin and∆T instead of Tmax in the generation.

4. The tracking routine is modified such that the target velocities are sampled from a distribution
corresponding to temperature T − Tmin instead of T .

The solving of scattering kinetics is based on the standard free gas treatment without Doppler-Broadening
Rejection Correction in this very first implementation. For this reason, the results are not even expected to
match perfectly with the benchmark.

4. EFFECTS ON PERFORMANCE

The performance of the TMS method with different levels of optimization is measured with the following
key parameters:

• REA SAMPLING EFF, a standard output parameter of Serpent 2 that describes the proportion of
accepted reactions, i.e. the average rejection sampling efficiency of (7). Denoted with ηrea in the
following.
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f−1(x) =

∫ ∞

x

√
v2 + Vt + 2vVt

2v
fMB(Vt)dVt

=
e−γ2x2

(1 + γ2x(v + x))

γv
√
π

+
1

2
erfc(γx) .

Using conditions

f(x)

f(0)
=

Q

2
(13)

it is possible to numerically resolve the boundaries x for the target velocity and, furthermore, the
corresponding boundary energies Emin and Emax. Determining the boundaries this way increases the
complexity and computational cost of the majorant generation compared to the much simpler DBRC
method, but advantageously the majorant is based on the same distribution from which the target velocities
are actually sampled, and a uniform and easily adjustable cut-off condition can be used throughout the
energy spectrum. The advantages of these properties are emphasized in the next phase, described in
Section 3.3, in which the conservativity of the majorant will be decreased by manipulating the Q parameter.

3.3. Energy Range Width of the Majorant

The proportion Q, as introduced in the previous section, is by definition the expected proportion of
target-at-rest energy samples outside the energy region used in the generation of majorant cross sections for
the two extreme cases of a head-on and a parallel collision. Hence, it also gives a very conservative upper
limit for the proportion of unphysical or erroneous samples Perr at which the sampled total cross section
exceeds the majorant. In practice Perr � Q, because only a small fraction of all collisions are close to
head-on or parallel collisions and, additionally, the total cross section at an “erroneously sampled”
target-at-rest energy E′ quite rarely exceeds the majorant cross section.

The Q parameter has a large effect on the efficiency of the majorant. The larger the Q parameter, the higher
the sampling efficiency, but on the other hand the laws of physics are broken more often due to increasing
Perr. Thus, the Q parameter should be given as high a value as possible such that the proportion of
erroneous samples Perr still remains small enough not to, in practice, distract the solution of neutronics.
Since playing with the Q parameter is basically cheating and too large values result in serious errors, the
final value for the parameter should be chosen conservatively.

3.4. Increasing the Temperature of the Basis Library

The range of temperatures appearing in reactor conditions is not very wide. Usually, the smallest
temperature appearing in reactor physical calculations is that of the coolant material, which is almost
always larger than room temperature, about 300 K. On the other hand, the fuel temperature may reach a
few thousand degrees, but in many cases the range of different fuel temperatures appearing in a system is
quite narrow. Considering this, it is quite obvious that the current approach of using the basis cross sections
at zero Kelvin and at each collision making the on-the-fly correction to temperatures above 300 K might
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not be an optimal one. A much better idea would be to apply the on-the-fly Doppler-broadening to a cross
section at the minimum temperature of a nuclide. For example, in PWR conditions this would spare about
700–800 K of on-the-fly Doppler-broadening “effort” (as seen through a lowered rejection sampling
efficiency) at each collision in the fuel region.

In fact, increasing of the temperature of the basis library above zero Kelvin is quite straightforward with
the TMS method. This is due to the fact that the well-known definition of the effective cross section [13]

σeff(v) =
1

v

∫

|v −Vt|σ0(|v −Vt|)fMB(Vt, T )dVt (14)

on which also the TMS method is based, allows the increasing of the cross section temperature in two or
more steps, i.e. the cross section temperature can first be risen from 0 K to T ′ and then from T ′ to T
utilizing basically the same methodology. This can be shown using either Fourier transform techniques [13]
or with straightforward calculation [14]. There is, however, one drawback in the splitting of the
Doppler-broadening in two parts: the sampled target velocities can no longer be recycled in the solution of
scattering kinetics, somewhat decreasing the elegance of the TMS method. The theoretical considerations
behind this optimization approach are under examination and to be published in the near future.

A quick-and-dirty implementation purely for performance studying purposes was implemented in Serpent
by making the following modifications:

1. Every nuclide appearing in the problem is associated with a minimum and maximum temperature
such that Tmax = Tmin +∆T .

2. The cross sections of each nuclide are Doppler-broadened to Tmin in the pre-processing phase using
the Doppler-preprocessor of Serpent [15].

3. The majorant cross sections are calculated similar to Equation (11), but using effective cross sections
at Tmin instead of zero Kelvin and∆T instead of Tmax in the generation.

4. The tracking routine is modified such that the target velocities are sampled from a distribution
corresponding to temperature T − Tmin instead of T .

The solving of scattering kinetics is based on the standard free gas treatment without Doppler-Broadening
Rejection Correction in this very first implementation. For this reason, the results are not even expected to
match perfectly with the benchmark.

4. EFFECTS ON PERFORMANCE

The performance of the TMS method with different levels of optimization is measured with the following
key parameters:

• REA SAMPLING EFF, a standard output parameter of Serpent 2 that describes the proportion of
accepted reactions, i.e. the average rejection sampling efficiency of (7). Denoted with ηrea in the
following.
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Table II. Performance measures for a PWR pin-cell calculation are provided in this table. Results are
calculated with Serpent 2 and NJOY cross sections, multi-group (MG) on-the-fly method introduced
in [2] and continuous-energy (CE) on-the-fly with different means of optimization as described in this
paper, including the optimization method involving an elevated basis cross section temperature (EBT).
The statistical deviations ∆keff correspond to one sigma.

Case Q ηrea trel Perr keff ∆keff (pcm)

NJOY XS, opti 2 - 0.99§ 1.00 0 1.34604 40
MG on-the-fly -¶ 0.26 2.00 0.0E+0 1.34686 40

CE on-the-fly 1E-6 0.27 1.82 5.7E-9 1.34714 40
CE on-the-fly 1E-5 0.29 1.78 2.3E-8 1.34693 40
CE on-the-fly 1E-4 0.32 1.68 7.4E-8 1.34724 40
CE on-the-fly 1E-3 0.36 1.57 2.5E-7 1.34704 39
CE on-the-fly 1E-2 0.43 1.43 3.3E-6 1.34724 40
CE on-the-fly 1E-1 0.53 1.29 7.7E-5 1.34785 42

CE on-the-fly + EBT 1E-6 0.72 1.06 0.0E+0 1.35013 41
CE on-the-fly + EBT 1E-5 0.75 1.05 2.7E-9 1.35029 39
CE on-the-fly + EBT 1E-4 0.77 1.01 5.5E-9 1.34957 39
CE on-the-fly + EBT 1E-3 0.79 1.00 2.2E-7 1.34894 40
CE on-the-fly + EBT 1E-2 0.82 0.98 3.0E-6 1.34909 42

The benchmark calculation of the PWR case resulted in an analog keff estimate of 1.34651± 2 pcm, while
the TMS method with Q = 10−6 resulted in a 51 pcm larger value, 1.34702± 2 pcm. In the HTGR case
the corresponding estimates were 1.20271± 5 pcm and 1.20298± 4 pcm, the difference being 27 pcm.
The multiplication factors of the TMS with Q-values 10−6 and 10−2 were equal within statistical accuracy.

In Figure 1 it can be seen that deviance curves for Q values 10−6 and 10−2 are practically the same over
the whole energy spectrum, but when Q is increased to 10−1, the spectrum starts to differ from the two
other cases. This indicates that a value of Q = 10−2 leading to Perr of magnitude 10−7–10−6 seems
tolerable, because with this proportion of erroneus samples the results of the transport calculation are still
unaffected. On the other hand, 10−1 is evidently too high a value for the Q parameter and the transport
calculation is notably disturbed if Perr exceeds 10−5.

The PWR case with elevated basis temperature and the largest acceptable Q-value 10−2 performed,
surprisingly, even better than normal Serpent in optimization mode 2. This is due to the fact that DBRC
was not used in the calculations with EBT. Since the slow-down of DBRC in this PWR case is about
8 % [2], trel for the on-the-fly + EBT case with Q = 10−2 is expected to become about 1.06 after
introduction of DBRC. In the HTGR case the slow-down of DBRC is about 14 % and the expected trel for
the fastest Q = 10−2 case is 1.33.

§Since optimization mode 2 involves a combined multi-group/continuous-energy tracking scheme with rejection sampling, the
reaction sampling efficiency differs from 1.00.

¶Multi-group on-the-fly uses the DBRC cut-off condition as defined in Equation (11).
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• The measure trel, defined as the ratio of the transport cycle calculation time to that of a Serpent 2
calculation and NJOY-broadened effective cross sections, free gas thermal treatment at all energies
and Doppler-Broadening Rejection Correction used between 0.4 eV and 210 eV for 238U.

• Proportion of erroneous samples, Perr, for which the majorant is exceeded at least by a factor of
1E-3, i.e. Σ0(E′) > 1.001 Σmaj(E).

Results are provided for two test cases: a PWR pin cell and a HTGR system. The PWR pin cell test case is
identical to that used in the PHYSOR2012 paper [2]. The temperature of the coolant water and the cladding
in the PWR pin-cell model is 579 K and the temperature distribution within the fuel pin is modelled with a
step function ranging from 772 to 1275 K. The HTGR system was changed from the PHYSOR test case to
an infinite cubic lattice of TRISO-particles, because, with the current version of Serpent, the TRISO system
was found to reflect much better the effect of the tracking method on performance‡. The exact composition
of the TRISO particles is described in Table I and the lattice pitch is 0.16341 cm.

Table I. Composition of the TRISO particle used in the HTGR test case.

Outer radius Density Temperature Material
cm g/cm3 K

0.0125 10.4 1800 K UO2 enriched to 8.2 w-% 235U with 1 ppm boron
0.0250 10.4 1200 K UO2 enriched to 8.2 w-% 235U with 1 ppm boron
0.0340 1.05 1200 K carbon
0.0380 1.90 1200 K pyrolytic carbon
0.0415 3.18 1200 K silicon carbide
0.0455 1.90 1200 K pyrolytic carbon

surroundings 1.75 1200 K graphite

All of the calculations were made using a JEFF-3.1.1 based cross section library with 0.001 reconstruction
tolerance. Results for performance comparison are presented in Tables II and III for a PWR pin cell and a
HTGR system, respectively. Ten million active neutron histories were calculated in these test cases.

The statistics of these calculations are poor, leading to high statistical deviations in keff . DBRC was not
used when calculating the results with the elevated basis cross section temperature, which causes
significant bias in the corresponding eigenvalues. It should also be noted that the ηrea parameter is scored at
all collisions also in the EBT case. Thus, also the collisions with nuclides appearing in one temperature
only, for which the reaction sampling efficiency is 100 %, affect the ηrea parameter.

To show the effect of parameter Q on the calculation, differences in flux spectra compared to a NJOY-based
benchmark are plotted in Figure 1 for both of the cases and three different values of Q. The temperatures of
the cross sections were adjusted using the Doppler-preprocessor routine in the PWR case, while the HTGR
case was based purely on NJOY-broadened cross sections. The number of active neutron histories used in
the spectrum comparisons was 2.5 billion in the PWR case and 1 billion in the HTGR case.

‡The computational cost of the boundary condition handling routine of Serpent was slightly increased in version 2.1.8. Due to
high number of boundary crossings in the original HTGR test case the effect of the tracking routine was blurred.
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Table II. Performance measures for a PWR pin-cell calculation are provided in this table. Results are
calculated with Serpent 2 and NJOY cross sections, multi-group (MG) on-the-fly method introduced
in [2] and continuous-energy (CE) on-the-fly with different means of optimization as described in this
paper, including the optimization method involving an elevated basis cross section temperature (EBT).
The statistical deviations ∆keff correspond to one sigma.

Case Q ηrea trel Perr keff ∆keff (pcm)

NJOY XS, opti 2 - 0.99§ 1.00 0 1.34604 40
MG on-the-fly -¶ 0.26 2.00 0.0E+0 1.34686 40

CE on-the-fly 1E-6 0.27 1.82 5.7E-9 1.34714 40
CE on-the-fly 1E-5 0.29 1.78 2.3E-8 1.34693 40
CE on-the-fly 1E-4 0.32 1.68 7.4E-8 1.34724 40
CE on-the-fly 1E-3 0.36 1.57 2.5E-7 1.34704 39
CE on-the-fly 1E-2 0.43 1.43 3.3E-6 1.34724 40
CE on-the-fly 1E-1 0.53 1.29 7.7E-5 1.34785 42

CE on-the-fly + EBT 1E-6 0.72 1.06 0.0E+0 1.35013 41
CE on-the-fly + EBT 1E-5 0.75 1.05 2.7E-9 1.35029 39
CE on-the-fly + EBT 1E-4 0.77 1.01 5.5E-9 1.34957 39
CE on-the-fly + EBT 1E-3 0.79 1.00 2.2E-7 1.34894 40
CE on-the-fly + EBT 1E-2 0.82 0.98 3.0E-6 1.34909 42

The benchmark calculation of the PWR case resulted in an analog keff estimate of 1.34651± 2 pcm, while
the TMS method with Q = 10−6 resulted in a 51 pcm larger value, 1.34702± 2 pcm. In the HTGR case
the corresponding estimates were 1.20271± 5 pcm and 1.20298± 4 pcm, the difference being 27 pcm.
The multiplication factors of the TMS with Q-values 10−6 and 10−2 were equal within statistical accuracy.

In Figure 1 it can be seen that deviance curves for Q values 10−6 and 10−2 are practically the same over
the whole energy spectrum, but when Q is increased to 10−1, the spectrum starts to differ from the two
other cases. This indicates that a value of Q = 10−2 leading to Perr of magnitude 10−7–10−6 seems
tolerable, because with this proportion of erroneus samples the results of the transport calculation are still
unaffected. On the other hand, 10−1 is evidently too high a value for the Q parameter and the transport
calculation is notably disturbed if Perr exceeds 10−5.

The PWR case with elevated basis temperature and the largest acceptable Q-value 10−2 performed,
surprisingly, even better than normal Serpent in optimization mode 2. This is due to the fact that DBRC
was not used in the calculations with EBT. Since the slow-down of DBRC in this PWR case is about
8 % [2], trel for the on-the-fly + EBT case with Q = 10−2 is expected to become about 1.06 after
introduction of DBRC. In the HTGR case the slow-down of DBRC is about 14 % and the expected trel for
the fastest Q = 10−2 case is 1.33.

§Since optimization mode 2 involves a combined multi-group/continuous-energy tracking scheme with rejection sampling, the
reaction sampling efficiency differs from 1.00.

¶Multi-group on-the-fly uses the DBRC cut-off condition as defined in Equation (11).
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5. CONCLUSIONS

In Figure 1 it can be seen that even with the lowest values of the Q parameter there is some systematical
difference between the spectrum calculated with the on-the-fly treatment and the benchmark. The
comparison of the results at this accuracy is unreasonable in the PWR case, since the accuracy of the cross
section libraries is unknown due to the usage of the Doppler-preprocessor of Serpent. The preprocessor
does not modify the energy grid of the cross section during Doppler-broadening and, hence, the
reconstruction tolerance of the resulting cross section is higher than in the original one. In the HTGR case,
small deviances can be recognized around energy intervals 2E-7–1E-5 MeV and 1E-1–1E0 MeV, which
was found to result in a significant 27 pcm difference in the multiplication factor. These deviances most
likely originate from small methodological differences combined with the limited accuracy of the cross
section representation, but more results are needed for confirmation. The differences existed already in the
previous multi-group implementation, but were not paid attention to before now.

From the performance measures it can be seen that the effect of changing from multi-group to
continuous-energy majorant reduces the required CPU time about 5–10 %, depending on the case. By
increasing the value of the Q parameter, which controls the conservativity of the majorant cross section, to
10−2 the CPU time savings increases to 28–30 %. With these means of optimization the relative
calculational effort of the TMS method to an ordinary transport calculation can be decreased from 2.0–3.6
to 1.4–2.5 in the specific test cases.

The most significant enhancement in performance is, however, achieved with the still incomplete method
of raising the temperature of the basis library above 0 K. Since the results obtained with the elevated basis
library temperature do not match with the benchmark yet, it is too early to make any final conclusions
about the efficiency of the method. Nevertheless it seems that, after introduction of DBRC, this means of
optimization may decrease the relative calculational effort even as low as 1.06–1.33 in the specific test
cases. This is still somewhat worse than the incredible efficiency of the on-the-fly methodology used in
MCNP [9], but this level of slow-down can in many cases be considered acceptable and sometimes even
negligible.

In the results it seemed that the value of Q may be chosen surprisingly large: even as high value as 10−2

was small enough not to affect the transport calculation significantly. Before hard-coding any values in the
implementation, more systems should be investigated. It is possible that in some systems the Q parameter
must be chosen smaller than 10−2, deteriorating the performance of the method. The efficiency of the
method should also be investigated with a system containing burned fuel. The performance of the method
may drop dramatically if the number of nuclides in a material increases to several hundreds.

The optimization method based on elevated basis library temperature will be completed and implemented
in the official version of Serpent 2 in the near future. Thereafter, the main topics for future research
considering the TMS method involve the implementation of reaction rate estimators, the resonance
treatment at the unresolved region and the handling of bound-atom scattering.
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Table III. Performance measures for a HTGR system.

Case Q ηrea trel Perr keff ∆keff (pcm)

NJOY XS, opti 2 - 0.99 1.00 0 1.20281 38
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CE on-the-fly + EBT 1E-4 0.96 1.28 3.4E-9 1.21065 38
CE on-the-fly + EBT 1E-3 0.97 1.23 6.6E-8 1.21093 38
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Figure 1. Spectra corresponding to 0 Kelvin basis temperature and three different Q-values are com-
pared to a benchmark solution calculated using Serpent 2.1.9 with NJOY-broadened cross sections.
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optimization may decrease the relative calculational effort even as low as 1.06–1.33 in the specific test
cases. This is still somewhat worse than the incredible efficiency of the on-the-fly methodology used in
MCNP [9], but this level of slow-down can in many cases be considered acceptable and sometimes even
negligible.

In the results it seemed that the value of Q may be chosen surprisingly large: even as high value as 10−2

was small enough not to affect the transport calculation significantly. Before hard-coding any values in the
implementation, more systems should be investigated. It is possible that in some systems the Q parameter
must be chosen smaller than 10−2, deteriorating the performance of the method. The efficiency of the
method should also be investigated with a system containing burned fuel. The performance of the method
may drop dramatically if the number of nuclides in a material increases to several hundreds.

The optimization method based on elevated basis library temperature will be completed and implemented
in the official version of Serpent 2 in the near future. Thereafter, the main topics for future research
considering the TMS method involve the implementation of reaction rate estimators, the resonance
treatment at the unresolved region and the handling of bound-atom scattering.
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Abstract–The target motion sampling (TMS) temperature treatment technique, previously known as
‘‘explicit treatment of target motion,’’ is a stochastic method for taking the effect of thermal motion on
reaction rates into account on-the-fly during Monte Carlo neutron tracking. The method is based on
sampling target velocities at each collision site and dealing with the collisions in the target-at-rest frame
using cross sections below the actual temperature of the nuclide or, originally, 0 K. Previous results have
shown that transport with the original implementation of the TMS method requires about two to four times
more CPU time than conventional transport methods, depending on the case. In the present paper, it is
observed that the overhead factor may increase even above 10 in cases involving burned fuel. To make the
method more practical for everyday use, some optimization is required.

This paper discusses a TMS optimization technique in which the temperatures of the basis cross sections
are elevated above 0 K. Comparisons show that the TMS method is able to reproduce the NJOY-based reference
results within statistical accuracy, both with and without the newly implemented optimization technique. In the
specific test cases, the optimization saved 35% to 83% of the calculation time, depending on the case.

I. INTRODUCTION

Neutron transport in the conventional Monte Carlo
approach relies on prebroadened effective cross sections.
This means that the cross-section data must be stored
in computer memory separately for each nuclide and
temperature appearing in the problem geometry. Memory
capacity becomes a major limitation when modeling
systems involving burned fuel and temperature feedback,
which is the case with actual nuclear reactors in operation.

To overcome the limitations in memory capacity,
on-the-fly temperature treatment techniques have been
developed. The idea behind these methods is that the
effect of thermal motion on reaction rates is calculated
during the transport calculation, i.e. ‘‘on the fly,’’ and
consequently the effective cross sections no longer
need to be stored in computer memory, at least not for

all temperatures appearing in the problem geometry.
Perhaps the most well-known on-the-fly technique at
present was introduced by Yesilyurt et al.1,2 and has
recently been implemented in MCNP6. The technique is
based on fast Doppler broadening of cross sections using
series expansions with precalculated coefficients.

Recently, a novel on-the-fly temperature treatment
was suggested by the present authors.3–5 The target
motion sampling (TMS) temperature treatment technique
is a stochastic on-the-fly temperature treatment method for
Monte Carlo neutron tracking routines. The main idea of
the method is to sample target velocities at collision sites
according to the thermal motion and to handle the
collisions in the target-at-rest frame using cross sections
below the actual temperature of the target nuclide. The
fact that in this tracking scheme the total cross section
becomes a distributed quantity is accounted for by
applying rejection sampling on the particle path lengths.
An advantage of this approach is that it provides for
rigorous modeling of temperature distributions that may*E-mail: tuomas.viitanen@vtt.fi
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justification of which are presented later in Sec. II.B.
The temperature T corresponds to the local temperature
at the collision point, i.e., T~T(rnz1):

4. The collision point is accepted or rejected
according to the criterion

jv
gE(E,T,A)S

0
i (E’,rnz1)

Smaj, i(E,rnz1)
, ð3Þ

where S0
i (E’,rnz1) is the 0 K cross section of nuclide i at

target-at-rest energy E’:

5. If the collision is rejected, the procedure restarts
from 1 by sampling of a new path length starting from the
newly rejected collision point rnz1: If the collision is
accepted, a reaction is sampled based on 0 K cross
sections at E’, and the tracking proceeds according to the
sampled reaction.

As previously mentioned, the temperature may vary
arbitrarily in space and time, i.e., T~T(r, t),when using the
TMS method in neutron tracking. Another very convenient
feature is that in the case that a scattering reaction is sampled
at step 5, the kinematics of the scattering event can be
resolved using the already-sampled target velocity. The
secondary particle distributions calculated this way corre-
spond to the temperature-dependent scattering kernel and are
thus equivalent to those calculated with the normal free gas
treatment involvingDBRC. In fact, the implementation of the
TMS technique in Serpent takes advantage of this feature and
solves the kinematics of elastic scattering events accurately
for all energies and nuclides when the transport is based on
0 K cross sections.

II.B. Stochastically Broadened Versus Effective
Cross Sections

The traditional tracking methodology is based on
effective cross sections that are basically 0 K cross
sections averaged over the thermal motion of target
nuclei. The analysis presented in Secs. II.B through III.B
discusses the Doppler broadening of the cross sections of
an individual nuclide, appearing at homogeneous density
and temperature. Since there are consequently no r or i
dependences involved, the dependence of the cross
sections on these parameters is, for simplicity, not
explicitly shown in the equations. The definition of
effective cross sections follows straightforwardly from
the condition of constant reaction rates and can be written
in vector form as

Seff(v,T,A)~
1

v

ð
jv{VtjS0(jv{Vtj)P(Vt,T,A) dVt , ð4Þ

where
v~ jvj 5 speed of the neutron,

Vt 5 target velocity, and

P(Vt,T,A) 5 probability density function of target
velocities at temperature T (Ref. 8).

Traditionally, the thermal motion is assumed to follow the
Maxwell-Boltzmann distribution

PMB(Vt,T,A) dVt~
c

p

� �3=2
e{c(Vt

:Vt) dVt , ð5Þ

where

c(T,A)~

ffiffiffiffiffiffiffiffiffiffi
AMn

2kBT

r
, ð6Þ

Mn 5 neutron mass, and

A 5 ratio of target mass to Mn, also known as the
atomic weight ratio.

The integration in Eq. (4) can be performed in at least
two practical ways, leading to two different formulations
for the effective cross section, both of which can be found
useful for different purposes. When actually Doppler-
broadening the cross sections, for example, in NJOY or
the Doppler preprocessor of Serpent (Refs. 7, 9, and 10),
it is beneficial to integrate over the relative speed

v’~ jv’j~ jv{Vtj ð7Þ
and the cosine of the angle between v’ and v, n~ cos b,
as illustrated in Fig. 1. With these integration variables,
the well-known kernel-broadening equation

Seff(v,T,A)~

1

v

2ffiffiffi
p

p c3
ð?
0

ð1
{1

v’3S0(v’)e{c2(v2zv’2{2vv’n) dv’dn

~
1

v2
cffiffiffi
p

p
ð?
0

v’2S0(v’)
�
e{c2(v’{v)2{e{c2(v’zv)2

�
dv’ ð8Þ

is obtained. We will return to this formulation later in
Sec. III.A.

v

V

v

t

Vt–

Fig. 1. Vector diagram illustrating the notation used in this
paper: v is the velocity of the neutron,Vt is the velocity of the
target, and v’ is the relative velocity.
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vary continuously in both time and space, independent of
the material boundaries in the problem geometry. It is also
convenient that the method relies on ordinary pointwise
continuous-energy cross sections and does not require any
additional precomputed data.

The method was first introduced with the name
‘‘explicit treatment of thermal motion’’3 but was recently
renamed TMS because after the modifications discussed
in this paper, the sampled target velocities no longer
correspond to the actual, or ‘‘explicit,’’ target motion. The
preliminary implementation of the method in the continu-
ous-energy Monte Carlo reactor physics code Serpent 2
together with the first practical results were presented in
Ref. 4. This implementation involved multigroup majorant
cross sections and required about four times more CPU
time in a high-temperature gas-cooled reactor (HTGR)
calculation than a conventional Monte Carlo calculation
with effective, prebroadened cross sections. In Ref. 5,
a few different ways of optimizing the method were
introduced, with good preliminary results. These optimiza-
tion tweaks involved changing to a continuous-energy
majorant, adjusting the conservativity of this majorant, and
incorporating a new and so-far incomplete idea of elevating
the basis temperature of cross sections above 0 K.

This paper continues with the topic of elevating the
basis cross-section temperatures above 0 K. The 0 K
version of the TMS method, as introduced in Ref. 3, is
first summarized in Sec. II, and the TMS method with
elevated basis temperatures is introduced and justified in
Sec. III. The new methodology is implemented in Serpent
2.1.14, and results considering the performance and
accuracy of the TMS method with and without the
elevated basis temperature optimization are provided in
Sec. V. Conclusions are given in Sec. VI.

Topics that are intentionally omitted from this paper
include the generation of an optimal majorant cross
section and the efficiency of reaction rate estimators in
TMS transport. Both of these important topics will be
covered in separate papers as soon as possible. There
are also plans to extend the TMS capability to the
energy region of unresolved resonances and to make
the method compatible with bound-atom scattering in
the more distant future.

II. TEMPERATURE TREATMENT WITH TMS

To introduce readers to the TMS method and to
provide some background information for the upcoming
analyses, the concept of the TMS method is first
summarized. This summary is strongly based on the first
paper written on the subject.3 The very heart of the
method, the TMS tracking scheme, is described in Sec.
II.A, and the connection between the stochastically
broadened cross sections of the TMS method and
effective cross sections, used in traditional Monte Carlo
transport, is shown in Sec. II.B.

II.A. Basic TMS Tracking Scheme

The tracking scheme of the TMS governs the way
in which the neutrons are transported within material zones.
It is emphasized that in this first version of the tracking
scheme the basis cross sections are at a temperature of 0 K.

1. The neutron path lengths l are sampled using the
standard inversion sampling method as

l~{
1

Smaj

ln j , ð1Þ

where j is a random variable uniformly distributed on the
unit interval. The sampling is based on a majorant cross
section Smaj that takes into account the variations in the
total cross sections within the range of thermal motion.a

The next collision occurs at rnz1~rnzlV̂V, where rn is
the previous collision site corresponding to collision
number n and V̂V is the direction vector of neutron
motion.

The majorant cross section is similar to the majorant
used with the Doppler-broadening rejection correction
(DBRC) method,6 and hence, it can be generated using
the same criteria. Basically, the majorant at energy E is
chosen as the maximum total cross section within the
range of possible target-at-rest energies in a collision
between a neutron with laboratory-frame (LAB) energy E
and a target nuclide with energy 16kBTmax, where kB is
the Boltzmann constant and Tmax is the maximum
temperature of the target nuclide. The 16kBT cutoff
condition for thermal motion has been adopted from the
SIGMA1 Doppler-broadening code.7 The majorant is
further multiplied by a normalization factor gE(E,Tmax,A)
that is introduced later in Sec. II.B.

2. At each collision point candidate rnz1, the target
nuclide is first sampled. The probability of sampling
nuclide i is

Smaj,i(E,rnz1)

Smaj(E,rnz1)
~

Smaj, i(E,rnz1)P
j Smaj, j(E,rnz1)

, ð2Þ

where E represents the LAB energy of the neutron. The
material-wise majorant cross section Smaj is obtained by
summing over the nuclide-wise majorants.

3. The target velocity is then sampled from a
Maxwellian-based distribution P1(T), the exact form and

aIf the transport routine is based on the Woodcock delta-
tracking method, this majorant cross section also takes into
account the variation in reaction probability when the neutron
crosses a boundary between two materials. The TMS
methodology also works with the more commonly used surface
tracking, in which case the majorant only accounts for the
variation in microscopic cross sections within a single material.
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justification of which are presented later in Sec. II.B.
The temperature T corresponds to the local temperature
at the collision point, i.e., T~T(rnz1):

4. The collision point is accepted or rejected
according to the criterion

jv
gE(E,T,A)S

0
i (E’,rnz1)

Smaj, i(E,rnz1)
, ð3Þ

where S0
i (E’,rnz1) is the 0 K cross section of nuclide i at

target-at-rest energy E’:

5. If the collision is rejected, the procedure restarts
from 1 by sampling of a new path length starting from the
newly rejected collision point rnz1: If the collision is
accepted, a reaction is sampled based on 0 K cross
sections at E’, and the tracking proceeds according to the
sampled reaction.

As previously mentioned, the temperature may vary
arbitrarily in space and time, i.e., T~T(r, t),when using the
TMS method in neutron tracking. Another very convenient
feature is that in the case that a scattering reaction is sampled
at step 5, the kinematics of the scattering event can be
resolved using the already-sampled target velocity. The
secondary particle distributions calculated this way corre-
spond to the temperature-dependent scattering kernel and are
thus equivalent to those calculated with the normal free gas
treatment involvingDBRC. In fact, the implementation of the
TMS technique in Serpent takes advantage of this feature and
solves the kinematics of elastic scattering events accurately
for all energies and nuclides when the transport is based on
0 K cross sections.

II.B. Stochastically Broadened Versus Effective
Cross Sections

The traditional tracking methodology is based on
effective cross sections that are basically 0 K cross
sections averaged over the thermal motion of target
nuclei. The analysis presented in Secs. II.B through III.B
discusses the Doppler broadening of the cross sections of
an individual nuclide, appearing at homogeneous density
and temperature. Since there are consequently no r or i
dependences involved, the dependence of the cross
sections on these parameters is, for simplicity, not
explicitly shown in the equations. The definition of
effective cross sections follows straightforwardly from
the condition of constant reaction rates and can be written
in vector form as

Seff(v,T,A)~
1

v

ð
jv{VtjS0(jv{Vtj)P(Vt,T,A) dVt , ð4Þ

where
v~ jvj 5 speed of the neutron,

Vt 5 target velocity, and

P(Vt,T,A) 5 probability density function of target
velocities at temperature T (Ref. 8).

Traditionally, the thermal motion is assumed to follow the
Maxwell-Boltzmann distribution

PMB(Vt,T,A) dVt~
c

p

� �3=2
e{c(Vt

:Vt) dVt , ð5Þ

where

c(T,A)~

ffiffiffiffiffiffiffiffiffiffi
AMn

2kBT

r
, ð6Þ

Mn 5 neutron mass, and

A 5 ratio of target mass to Mn, also known as the
atomic weight ratio.

The integration in Eq. (4) can be performed in at least
two practical ways, leading to two different formulations
for the effective cross section, both of which can be found
useful for different purposes. When actually Doppler-
broadening the cross sections, for example, in NJOY or
the Doppler preprocessor of Serpent (Refs. 7, 9, and 10),
it is beneficial to integrate over the relative speed

v’~ jv’j~ jv{Vtj ð7Þ
and the cosine of the angle between v’ and v, n~ cos b,
as illustrated in Fig. 1. With these integration variables,
the well-known kernel-broadening equation

Seff(v,T,A)~

1

v

2ffiffiffi
p

p c3
ð?
0

ð1
{1

v’3S0(v’)e{c2(v2zv’2{2vv’n) dv’dn

~
1

v2
cffiffiffi
p

p
ð?
0

v’2S0(v’)
�
e{c2(v’{v)2{e{c2(v’zv)2

�
dv’ ð8Þ

is obtained. We will return to this formulation later in
Sec. III.A.

v

V

v

t

Vt–

Fig. 1. Vector diagram illustrating the notation used in this
paper: v is the velocity of the neutron,Vt is the velocity of the
target, and v’ is the relative velocity.

TARGET MOTION SAMPLING 79

NUCLEAR SCIENCE AND ENGINEERING VOL. 177 MAY 2014



IV/4 IV/5

This property is briefly demonstrated in the follow-
ing, beginning from the kernel-broadening equation (8).
To explicitly show the temperature dependences, a new
auxiliary variable

a(A)~

ffiffiffiffiffiffiffiffiffi
AMn

2k

r
~c(T,A)

ffiffiffi
T

p
ð16Þ

is introduced, and Eq. (8) becomes

Seff(v,T,A)~

1

v2
affiffiffiffiffiffi
pT

p
ð?
0

v’2S0(v’) e{a2(v’{v)2=T{e{a2(v’zv)2=T
� �

dv’ :

ð17Þ

If this equation is applied with T~T2 to an effective
cross section already at temperature T1, then recursive
application of the formula yields

1

v2
affiffiffiffiffiffiffiffi
pT2

p
ð?
0

v’2
2 Seff(v’2,T1,A)

|
�
e{a2(v’2{v)2=T2{e{a2(v’2zv)2=T2

�
dv’2

~
1

v2
a2

p
ffiffiffiffiffiffiffiffiffiffi
T1T2

p
ð?
0

v’1
2 S0(v’1)

|

ð?
0

�
e{a2(v’1{v’2)

2=T1{e{a2(v’1zv’2)
2=T1
�

|
�
e{a2(v’2{v)2=T2{e{a2(v’2zv)2=T2

�
dv’1 dv’2 : ð18Þ

After integrating this formula with respect to dv’2,
a familiar-looking equation emerges:

1

v2
affiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

p(T1zT2)
p

ð?
0

v’1
2 S0(v’1)

�
e{a2(v’1{v)2=(T1zT2)

{e{a2(v’1zv)2=(T1zT2)
�
dv’1 : ð19Þ

By comparing this equation with the kernel-broadening
formula (17), it can be seen that rebroadening a cross
section at temperature T1 by temperature T2 has exactly
the same effect as broadening a cross section from 0 K to
T1zT2 in one step, at least in analytical terms. Since the
choice of the integration variables is arbitrary as long as
the integration is performed over all Vt, the result applies
also for the Doppler-broadening formula (9), in which the
integration is performed over m:

III.B. Sampling Target Velocities with
Elevated Basis Temperature

Analogous to the reasoning in Ref. 3 that was
summarized in Sec, II.B, the cross sections sampled with

the TMS should correspond to effective cross sections on
average also if the temperature of the basis library is
above 0 K, say, TbasevT: If we forget at first about the
normalization of the distribution of target velocities when
dealing with elevated basis temperatures PEBT, then the
relation between sampled and effective cross sections is

ð?
0

ð1
{1

Seff(v’,Tbase,A)PEBT(Vt,m,T,A) dVt dm

~Seff(v,T,A) : ð20Þ

Based on the discussion in Sec. III.A, the effective cross
section on the right side can be written

Seff(v,T,A)~
1

v

ð?
0

ð1
{1

v’Seff(v’,Tbase,A)

|PMB(Vt,T{Tbase,A) dVt d
m

2
: ð21Þ

By comparing Eq. (21) with Eq. (20), it can be seen that
the consistency of the TMS with conventional tracking
methods is achieved by sampling the target velocities
from the distribution

PEBT(Vt,m,T,Tbase,A)~
v’
2v

PMB(Vt,T{Tbase,A)

~P(Vt,T{Tbase,A) : ð22Þ

Thanks to the simple relation between PEBT and P, the
normalization issues canalsobe solvedbasedon the0 Kcase.
The integral of Eq. (22) over all target velocities and collision
cosines equals g(v,T{Tbase,A) as defined in Eq. (13). Thus,
the actual distribution used in the nuclide sampling is

PEBT,1(Vt,m,T,Tbase,A)

~
1

g(v,T{Tbase,A)

v’
2v

PMB(Vt,T{Tbase,A)

~P1(Vt,m,T{Tbase,A) , ð23Þ

and the effective cross sections used in the TMS transport
must be multiplied by the same factor for Eq. (21) to
hold, i.e.,

ð?
0

ð1
{1

g(v,T{Tbase,A)Seff(v’,Tbase,A)

|PEBT,1(Vt,m,T,Tbase,A) dVt dm~Seff(v,T,A) : ð24Þ

III.C. Tracking with Elevated Basis Temperatures

It is practical to associate each nuclide appearing in
the problem with a minimum and maximum temperature
such that
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The second form of Eq. (4), which is more useful in
the following considerations because of more practical
variable choices, involves integration over Vt and the
cosine of the angle between v and Vt, m~ cos a (Fig. 1).
The equation for effective cross sections corresponding to
these integration variables is

Seff(v,T,A)~
1

v

ð?
0

ð1
{1

v’S0(v’)PMB(Vt,T,A) dVt d
m

2
,

ð9Þ

where

PMB(Vt,T,A) dVt~
4ffiffiffi
p

p c3V2
t e

{c2V2
t dVt ð10Þ

is the Maxwell-Boltzmann distribution written for the
target speed Vt: The speed of the neutron relative to the
target, v’, is related to Vt, v, and m via the equation

v’~
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2zV2

t {2vVtm
q

: ð11Þ

In Ref. 3, it was reasoned that the neutron tracking with
the TMSmethod corresponds, on average, to a conventional
transport calculation with effective cross sections only if the
0 K cross sections at sampled target-at-rest velocities
conform to the effective cross sections on average. This
condition can be considered also the only fundamental
requirement for the TMS method to function correctly;
otherwise, the TMS method, as described in Sec. II.A, is
only about sampling techniques that allow path length
sampling using a distributed total cross section. The
condition was also expressed in mathematical terms as

ð?
0

ð1
{1

g(v,T,A)S0(v’)P1(Vt,m,T,A)dVtdm~Seff(v,T,A),

ð12Þ

where P1(Vt,m,T,A) is the target velocity distribution and

g(v,T,A)~

ð?
0

ð1
{1

v’
2v

PMB(Vt,T,A) dVt dm

~ 1z
1

2c2v2

� �
erf(cv)z

e{c2v2

ffiffiffi
p

p
cv

ð13Þ

is a normalization factor for the distribution P1 or, in
practice, the Doppler-broadening integral for constant
cross section.b Usually, for instance, in Eq. (3), it is more
practical to write Eq. (13) in terms of energy as11

gE(E,T,A)~ 1z
kBT

2AE

� �
erf

ffiffiffiffiffiffiffiffi
AE

kBT

r� �
z

ffiffiffiffiffiffiffiffiffi
kBT

pAE

r
e{AE=(kBT) :

ð14Þ

By comparing Eq. (12) with the effective cross-section
formula (9) involving m, it was concluded that the target
velocities must be sampled from the distribution

P1(Vt,m,T,A) dVt dm~
1

g(v,T,A)

v’
2v

PMB(Vt,T,A) dVt dm

ð15Þ

for the neutron tracking to be consistent with traditional
transport methods relying on effective cross sections.

III. TMS METHOD WITH ELEVATED BASIS
TEMPERATURE

In Ref. 5, it was noted that the efficiency of the rejection
sampling criterion (3) could be significantly increased by
elevating the temperature of the basis cross section above
0 K. The increase in efficiency is caused by the smoothing
effect of Doppler broadening,which very efficiently flattens
the sharp resonance peaks of the total cross sections at 0 K,
together with the fact that the amount of thermal motion
involved in the majorant generation is smaller with higher
cross-section basis temperatures. Both of these effects
reduce the gaps between the majorant and the total cross
section, which effectively increases the performance of the
TMS method. Because of the ‘‘Doppler smoothening,’’ the
CPU time savings should be notable for all systems inwhich
the minimum temperature of nuclides is significantly above
0 K. The increase in performance is greatest in systemswith
narrow temperature ranges.

The following considerations show why and how the
TMS method can also be utilized to raise the temperature
of an already-broadened cross section. First, an important
and well-known property of the kernel-broadening
equation is shown in Sec. III.A, the functionality of the
TMS method with elevated basis temperatures (EBT) is
justified in Sec. III.B, and the differences between EBT
and 0 K transport are discussed in Sec. III.C.

III.A. Rebroadening of Effective Cross Sections

The well-known definition of effective cross sections,
aswritten inEq. (4), relates the reaction rate at temperatureT
to the reaction rate at 0 K. However, as shown in Ref. 8,
basically the same formula can be used to relate reaction
rates at an arbitrary temperature T to those at a lower
temperature T’§0 K in general. In other words, the same
equation can be used to raise the temperatures of already-
broadened effective cross sections.

bIn the original paper,3 the sign of the exponential term in
Eq. (13) was erroneously negative. The authors apologize for
any inconvenience this may have caused.
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This property is briefly demonstrated in the follow-
ing, beginning from the kernel-broadening equation (8).
To explicitly show the temperature dependences, a new
auxiliary variable

a(A)~

ffiffiffiffiffiffiffiffiffi
AMn

2k

r
~c(T,A)

ffiffiffi
T

p
ð16Þ

is introduced, and Eq. (8) becomes

Seff(v,T,A)~

1

v2
affiffiffiffiffiffi
pT

p
ð?
0

v’2S0(v’) e{a2(v’{v)2=T{e{a2(v’zv)2=T
� �

dv’ :

ð17Þ

If this equation is applied with T~T2 to an effective
cross section already at temperature T1, then recursive
application of the formula yields

1

v2
affiffiffiffiffiffiffiffi
pT2

p
ð?
0

v’2
2 Seff(v’2,T1,A)

|
�
e{a2(v’2{v)2=T2{e{a2(v’2zv)2=T2

�
dv’2

~
1

v2
a2

p
ffiffiffiffiffiffiffiffiffiffi
T1T2

p
ð?
0

v’1
2 S0(v’1)

|

ð?
0

�
e{a2(v’1{v’2)

2=T1{e{a2(v’1zv’2)
2=T1
�

|
�
e{a2(v’2{v)2=T2{e{a2(v’2zv)2=T2

�
dv’1 dv’2 : ð18Þ

After integrating this formula with respect to dv’2,
a familiar-looking equation emerges:

1

v2
affiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

p(T1zT2)
p

ð?
0

v’1
2 S0(v’1)

�
e{a2(v’1{v)2=(T1zT2)

{e{a2(v’1zv)2=(T1zT2)
�
dv’1 : ð19Þ

By comparing this equation with the kernel-broadening
formula (17), it can be seen that rebroadening a cross
section at temperature T1 by temperature T2 has exactly
the same effect as broadening a cross section from 0 K to
T1zT2 in one step, at least in analytical terms. Since the
choice of the integration variables is arbitrary as long as
the integration is performed over all Vt, the result applies
also for the Doppler-broadening formula (9), in which the
integration is performed over m:

III.B. Sampling Target Velocities with
Elevated Basis Temperature

Analogous to the reasoning in Ref. 3 that was
summarized in Sec, II.B, the cross sections sampled with

the TMS should correspond to effective cross sections on
average also if the temperature of the basis library is
above 0 K, say, TbasevT: If we forget at first about the
normalization of the distribution of target velocities when
dealing with elevated basis temperatures PEBT, then the
relation between sampled and effective cross sections is

ð?
0

ð1
{1

Seff(v’,Tbase,A)PEBT(Vt,m,T,A) dVt dm

~Seff(v,T,A) : ð20Þ

Based on the discussion in Sec. III.A, the effective cross
section on the right side can be written

Seff(v,T,A)~
1

v

ð?
0

ð1
{1

v’Seff(v’,Tbase,A)

|PMB(Vt,T{Tbase,A) dVt d
m

2
: ð21Þ

By comparing Eq. (21) with Eq. (20), it can be seen that
the consistency of the TMS with conventional tracking
methods is achieved by sampling the target velocities
from the distribution

PEBT(Vt,m,T,Tbase,A)~
v’
2v

PMB(Vt,T{Tbase,A)

~P(Vt,T{Tbase,A) : ð22Þ

Thanks to the simple relation between PEBT and P, the
normalization issues canalsobe solvedbasedon the0 Kcase.
The integral of Eq. (22) over all target velocities and collision
cosines equals g(v,T{Tbase,A) as defined in Eq. (13). Thus,
the actual distribution used in the nuclide sampling is

PEBT,1(Vt,m,T,Tbase,A)

~
1

g(v,T{Tbase,A)

v’
2v

PMB(Vt,T{Tbase,A)

~P1(Vt,m,T{Tbase,A) , ð23Þ

and the effective cross sections used in the TMS transport
must be multiplied by the same factor for Eq. (21) to
hold, i.e.,

ð?
0

ð1
{1

g(v,T{Tbase,A)Seff(v’,Tbase,A)

|PEBT,1(Vt,m,T,Tbase,A) dVt dm~Seff(v,T,A) : ð24Þ

III.C. Tracking with Elevated Basis Temperatures

It is practical to associate each nuclide appearing in
the problem with a minimum and maximum temperature
such that
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particles and the composition of the graphite matrix are
based on an NEA benchmark for HTGR fuel depletion,16

and the lattice pitch is 0.16341 cm.
The fuel kernel in the spherical TRISO particles is

divided in two equally thick parts such that the innermost
0.0125 cm is at temperature 1800 K and the outer layer is
at 1200 K. The temperature of all other materials is
1200 K.

IV.D. Sodium-Cooled Fast Reactor Assembly

The last of the test cases, SFR, involves a fuel
assembly from the sodium-cooled fast reactor JOYO in an
infinite two-dimensional lattice. The specifications of the
assembly can be found in Ref. 17. The geometry and
material definitions correspond to the benchmark defini-
tion for the 250uC core.

Again, the fuel temperature is modified such that the
inner half of the fuel pellets is at 1200 K and the outer
half is at 900 K. All other materials are at temperature
600 K in the model.

V. RESULTS

All of the calculations are made using Serpent 2.1.14
with the previously described TMSz EBT methodology
implemented. The implementation is tested using three
variants of the TMS:

1. basis cross sections at 0 K

2. basis cross sections at a library temperature
Tbase~Tmin{300 K

3. basis cross sections at Tmin:

The second of the variants is introduced only to judge
whether or not the adjustment of the basis cross-section
temperatures with Doppler preprocessing is reasonable in
a case where the cross sections are available in 300 K
steps, which has been the case with Serpent 1 cross-
section libraries. As mentioned previously, it should be
possible to gain some efficiency by adjusting the cross-
section temperatures to exactly Tmin before the transport
calculation, but if the gain in performance is not
significant, the adjustment makes no sense.

The TMS treatment is used for fuel materials of the
test cases, and effective cross sections are used for other
materials. The results are compared with reference
calculations in which NJOY-broadened cross sections
are used for all materials.9 It is emphasized that the
Doppler preprocessor of Serpent (Ref. 10) was not used to
adjust the temperature of the basis cross-section library in
any of the calculations.

The Serpent transport routine is optimized for
performance using pregenerated material-wise total cross
sections to avoid summation over material compositions

during tracking.18 This method results in a considerable
speedup in calculation, especially when modeling irra-
diated fuels, typically consisting of more than 200 actinide
and fission product isotopes. Since the values of the
microscopic cross sections are not defined before the
velocity of the target nuclide is sampled, the same
optimization cannot be used with TMS. This drawback in
itself lowers the performance compared with a ‘‘typical’’
Serpent calculation. The reference calculations without
TMS were therefore also run without precalculated total
cross sections, using one of the lower optimization modes
developed for Serpent 2 for the purpose of saving memory
in large burnup calculations.19 Even so, the comparison of
running times is subject to factors not directly related to
TMS, and the performance indicators presented in the
following should not be taken too literally.

The cross-section library is JEFF-3.1.1 based and
processed using a rather low 0.001 reconstruction tolerance.
Free gas thermal treatment with DBRC for the scattering of
238U was used from 0.4 eV to the unresolved resonance
region boundary at 20 keV.c Since the TMS temperature
treatment cannot yet handle probability table sampling, the
method was not used in the reference calculations either.

The use of the high-resolution cross-section library
and the free gas treatment at a wide energy range leads to
a deterioration in the performance of the calculations. On
the other hand, the results are not compromised in almost
any way, which is favorable for validation purposes.
Because all the calculations are made using the same
library and free gas treatment parameters, the performance
measures are highly comparable.

All of the calculations were made using 10 OpenMP
threads on Intel Xeon X5690 CPUs running at 3.47 GHz.

V.A. Comparison of Accuracy

The multiplication factors of the different variants of
the TMS method are compared with an ordinary Serpent
calculation with optimization mode 2 and NJOY-
broadened cross sections in Table I. Because the
multiplication factor does not necessarily reveal all
differences between the methods, the accuracy is also
examined by comparing the differences in the neutron
flux spectra. Comparison is made with the NJOY-based
reference solution in Figs. 2 through 5 using 1000 energy
bins of equal lethargy width. Each of the figures shows
results for all three variants of the TMS. The dashed lines
in the figures represent 1s statistical deviations.

In the results of the PWR-BU test case, significant
differences in the flux spectra can be observed between
the 0 K basis case and the reference solution. Also, the
eigenvalues differ in this case by 19 pcm. It should be

cToo low an upper energy limit for DBRC was afterward
found to be the most significant error source in Ref. 5, so it was
decided to be cautious in the current paper.
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Tmax~TminzDT , ð25Þ

where DT§ 0: Since the TMS temperature treatment
can only be used to raise the temperatures of cross
sections, the basis cross-section temperature Tbase cannot
exceed Tmin:

The tracking with EBT is very similar to the
Tbase~0 K case. The track lengths and collision nuclides
are again sampled from majorant cross sections. The
target velocities are sampled from the distribution
P1

�
Vt,m,T(rnz1){Tbase,A

�
, and the rejection sampling

criterion becomes

jv
gE
�
E,T(rnz1){Tbase,A

�
Seff, i(E’,rnz1,Tbase,A)

SEBT,maj, i(E,rnz1)
:ð26Þ

The nuclide-wise majorant cross section
SEBT,maj, i(E,rnz1) is analogous to the 0 K case, and
consequently, the majorant can be generated based on the
same methodology. The only difference is that the 0 K
cross section is replaced by the effective cross section
Seff(E’,rnz1,Tbase,A) at temperature Tbase: Naturally, also
the 16kBTmax cutoff condition in the majorant generation
is replaced with 16kB(Tmax{Tbase), and the multiplier of
the majorant becomes gE(E,Tmax{Tbase,A), because
Tmax{Tbase is the maximum temperature difference that
can be encountered when sampling target velocities from
the distribution in Eq. (23).

It should be noted that the temperature difference
Tmax{Tbase significantly affects the rejection sampling
efficiency in Eq. (26): The smaller the temperature
difference, the closer the majorant is to the effective
cross section and the higher the efficiency. Thus, the best
performance in a multitemperature system is achieved if
Tbase~Tmin: If cross-section libraries are not readily
available at this minimum temperature, the temperature
of the library cross section can be adjusted with Doppler
preprocessing.10

When keeping the basis cross section at 0 K, the
sampled target velocities correspond to the actual thermal
motion of the target nuclei. Thus, the sampled velocities
can be reused when calculating the kinematics of
scattering events. However, when the basis temperature
is elevated above zero, the sampled target velocities no
longer have any practical physical meaning, and the target
velocities can no longer be reused. Thus, the situation
becomes exactly the same as with conventional neutron
tracking methods: When a scattering reaction occurs, the
target velocity must be sampled using the free gas
treatment, in some cases completed with the DBRC,
which can be used to take into account the effect of
an energy-dependent scattering cross section on the
scattering kernel.6 Alternatively, the collision kinetics
could be resolved using recently introduced direct
sampling methods for the secondary neutron velocity,12

or the problem could be treated using weight-reduction

techniques13,14 in the case that the particle weights are
allowed to vary in the Monte Carlo transport. Neither of
these alternative techniques is, however, currently imple-
mented in Serpent, so the target velocity sampling in this
paper is based on the free gas treatment z DBRC scheme.

IV. TEST CASES

The calculations are performed for four fuel assem-
blies with different neutron spectra to determine the
performance of the TMS method in diverse conditions.

IV.A. Pressurized Water Reactor Assembly

The first case, PWR-Gd, involves a 17|17 pressurized
water reactor (PWR) fuel assembly with 16 gadolinium-
doped fuel rods in an infinite two-dimensional lattice. The
geometry and material definitions of the fuel assembly are
from a Nuclear Energy Agency (NEA) benchmark.15 The
only differences from the benchmark specifications are
related to temperatures: The moderator temperature is
increased to 600 K for simplicity, and the originally flat
temperature profiles of the fuel rods are replaced with three-
step distributions such that the pellets are divided into three
equally thick annular regions with temperatures 600, 900,
and 1200 K from the outside in.

The temperature profile is of an unrealistic shape, but
the temperatures are of the same magnitude as in an
ordinary PWR fuel rod operating at a rather high linear
power.4 However, the same does not apply for the fresh
Gd fuel rods, which are, in reality, considerably cooler
because of lower power densities. In any case, the chosen
temperature distributions represent well enough the actual
temperatures appearing in fuel rods and, above all, act as a
good test case for the TMS method.

IV.B. PWR-Gd Assembly at 40 MWd/kgU Burnup

The second case, PWR-BU, features the PWR-Gd
bundle introduced in Sec. IV.A irradiated to 40 MWd/kgU
burnup. The irradiated material compositions were
obtained by running a separate burnup calculation using
Serpent 2.1.14. The resulting compositions contain 241
actinide and fission product nuclides with cross sections
available in the data libraries. Serpent burnup routines are
optimized in such way that the large number of cross
sections is usually not a major factor for the overall
calculation time, which, however, is no longer the case
with TMS.

IV.C. High-Temperature Gas-Cooled Reactor System

The HTGR test case consists of tristructural-isotropic
(TRISO) particles within a graphite matrix in an infinite
three-dimensional lattice. The specifications of the TRISO
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particles and the composition of the graphite matrix are
based on an NEA benchmark for HTGR fuel depletion,16

and the lattice pitch is 0.16341 cm.
The fuel kernel in the spherical TRISO particles is

divided in two equally thick parts such that the innermost
0.0125 cm is at temperature 1800 K and the outer layer is
at 1200 K. The temperature of all other materials is
1200 K.

IV.D. Sodium-Cooled Fast Reactor Assembly

The last of the test cases, SFR, involves a fuel
assembly from the sodium-cooled fast reactor JOYO in an
infinite two-dimensional lattice. The specifications of the
assembly can be found in Ref. 17. The geometry and
material definitions correspond to the benchmark defini-
tion for the 250uC core.

Again, the fuel temperature is modified such that the
inner half of the fuel pellets is at 1200 K and the outer
half is at 900 K. All other materials are at temperature
600 K in the model.

V. RESULTS

All of the calculations are made using Serpent 2.1.14
with the previously described TMSz EBT methodology
implemented. The implementation is tested using three
variants of the TMS:

1. basis cross sections at 0 K

2. basis cross sections at a library temperature
Tbase~Tmin{300 K

3. basis cross sections at Tmin:

The second of the variants is introduced only to judge
whether or not the adjustment of the basis cross-section
temperatures with Doppler preprocessing is reasonable in
a case where the cross sections are available in 300 K
steps, which has been the case with Serpent 1 cross-
section libraries. As mentioned previously, it should be
possible to gain some efficiency by adjusting the cross-
section temperatures to exactly Tmin before the transport
calculation, but if the gain in performance is not
significant, the adjustment makes no sense.

The TMS treatment is used for fuel materials of the
test cases, and effective cross sections are used for other
materials. The results are compared with reference
calculations in which NJOY-broadened cross sections
are used for all materials.9 It is emphasized that the
Doppler preprocessor of Serpent (Ref. 10) was not used to
adjust the temperature of the basis cross-section library in
any of the calculations.

The Serpent transport routine is optimized for
performance using pregenerated material-wise total cross
sections to avoid summation over material compositions

during tracking.18 This method results in a considerable
speedup in calculation, especially when modeling irra-
diated fuels, typically consisting of more than 200 actinide
and fission product isotopes. Since the values of the
microscopic cross sections are not defined before the
velocity of the target nuclide is sampled, the same
optimization cannot be used with TMS. This drawback in
itself lowers the performance compared with a ‘‘typical’’
Serpent calculation. The reference calculations without
TMS were therefore also run without precalculated total
cross sections, using one of the lower optimization modes
developed for Serpent 2 for the purpose of saving memory
in large burnup calculations.19 Even so, the comparison of
running times is subject to factors not directly related to
TMS, and the performance indicators presented in the
following should not be taken too literally.

The cross-section library is JEFF-3.1.1 based and
processed using a rather low 0.001 reconstruction tolerance.
Free gas thermal treatment with DBRC for the scattering of
238U was used from 0.4 eV to the unresolved resonance
region boundary at 20 keV.c Since the TMS temperature
treatment cannot yet handle probability table sampling, the
method was not used in the reference calculations either.

The use of the high-resolution cross-section library
and the free gas treatment at a wide energy range leads to
a deterioration in the performance of the calculations. On
the other hand, the results are not compromised in almost
any way, which is favorable for validation purposes.
Because all the calculations are made using the same
library and free gas treatment parameters, the performance
measures are highly comparable.

All of the calculations were made using 10 OpenMP
threads on Intel Xeon X5690 CPUs running at 3.47 GHz.

V.A. Comparison of Accuracy

The multiplication factors of the different variants of
the TMS method are compared with an ordinary Serpent
calculation with optimization mode 2 and NJOY-
broadened cross sections in Table I. Because the
multiplication factor does not necessarily reveal all
differences between the methods, the accuracy is also
examined by comparing the differences in the neutron
flux spectra. Comparison is made with the NJOY-based
reference solution in Figs. 2 through 5 using 1000 energy
bins of equal lethargy width. Each of the figures shows
results for all three variants of the TMS. The dashed lines
in the figures represent 1s statistical deviations.

In the results of the PWR-BU test case, significant
differences in the flux spectra can be observed between
the 0 K basis case and the reference solution. Also, the
eigenvalues differ in this case by 19 pcm. It should be

cToo low an upper energy limit for DBRC was afterward
found to be the most significant error source in Ref. 5, so it was
decided to be cautious in the current paper.
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noted that in the Tbase~0 K case, the sampled target
velocities are always utilized in the solution of the kinetics
of elastic scattering events, which effectively corresponds
to using free gas treatment with DBRC for all nuclides at
all energies. Since in the reference solution the DBRC is
used only for 238U, the Tbase~0 K TMS calculation is
more detailed than the reference in this sense.

Indeed, the lack of DBRC for certain nuclides in
the reference solution was found to be the reason for
the observed differences. The nuclides that cause the
difference peaks in flux spectra are identified in Fig. 3a. It
was additionally noticed that using DBRC for 239Pu has
some effect on the keff , even though no clear difference
peaks in the flux spectrum were observed for this nuclide.
The reference calculation was repeated such that the use
of DBRC was extended to nuclides 95Mo, 108Pd, 131Xe,
145Nd, 147Pm, 152Sm, 239Pu, and 241Am, in addition to
238U. The TMS calculation with 0 K basis is compared
with this more detailed reference solution in Fig. 6. The
extended list of DBRC nuclides was applied also to
the TMS calculation with Tbase~Tmin and compared with

the reference in Fig. 7. The corresponding differences in
keff for the 0 K basis and the EBT case were 2+8 and
8+8 pcm, respectively.

To further validate the results, the same comparisons
were performed against an NJOY-based reference solu-
tion in which DBRC was applied to all 241 nuclides in the
fuel material. The results were practically the same as
those presented in Figs. 6 and 7; i.e., no differences could
be distinguished from the statistical noise. This indicates
that all the nuclides for which the DBRC treatment is
necessary in the PWR-BU case are included in the
previously presented list of nuclides, or at least new
nuclides cannot be identified with the current level of
statistical accuracy.

V.B. Comparison of Performance

The performance measures of the TMS and reference
calculations are also provided in Table I. As expected, the
use of on-the-fly temperature treatment methods decreases

TABLE I

Results of the Test Calculations Using Serpent 2.1.14*

PWR-Gd PWR-BU HTGR SFR

Number of active neutron histories 109 5|108 5|108 109

NJOY-based benchmark
keff 1.15522 0.93486 1.20241 1.78804
Dkeff (pcm) 4 6 6 5
Transport time (h) 7.5 23.6 10.7 17.0
Memory requirement (GBytes) 2.1 69.7 0.5 2.1

TMS with Tbase~0 K
kTMS{kNJOY (pcm) 6 + 6 {19 + 8 4 + 8 11 + 7
Absolute transport time (h) / relative transport time 19.7 / 2.62 295.2 / 12.50 29.7 / 2.79 17.7 / 1.04
Absolute memory requirement (GBytes) / relative

memory requirement
1.5 / 0.72 40.6 / 0.58 0.5 / 1.10 2.0 / 0.95

Sampling efficiency (%) 9 9 6 50

TMS with Tbase~Tmin{300 K
kTMS{kNJOY (pcm) {6 + 6 3 + 9 4 + 8 5 + 7
Absolute transport time (h) / relative transport time 9.7 / 1.29 78.5 / 3.32 13.2 / 1.24 12.0 / 0.70
Absolute memory requirement (GBytes) / relative

memory requirement
1.5 / 0.70 31.1 / 0.45 0.5 / 1.01 1.7 / 0.85

Sampling efficiency (%) 29 28 30 94

TMS with Tbase~Tmin

kTMS{kNJOY (pcm) {6 + 6 {1 + 8 9 + 8 8 + 7
Absolute transport time (h) / relative transport time 7.4 / 0.98 50.2 / 2.13 10.9 / 1.02 11.4 / 0.67
Absolute memory requirement (GBytes) / relative

memory requirement
1.4 / 0.67 29.4 / 0.42 0.5 / 1.00 1.7 / 0.83

Sampling efficiency (%) 39 38 38 96

*The relative transport times and memory requirements are calculated with respect to the NJOY-based reference. The errors in
reactivity eigenvalues correspond to 1s statistical deviation.
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the memory consumption in most of the cases because cross
sections of the fuel materials need to be stored in one
temperature only. However, in the HTGR case, it seems that
storing the continuous-energy majorant cross sections
consumes more memory than is saved in storing the basis
cross sections. This is due to the relatively low number of
nuclides appearing in the fresh HTGR fuel. Also, the
dependence of the number of energy grid points on
temperature can be recognized in the figures: The higher
the temperature of the basis cross section, the fewer grid

points are needed to reproduce the cross section at a specific
tolerance and the less memory is required. This effect is
greatest in the PWR-BU case, where the EBT variant
consumes almost 30% lessmemory than the 0 Kcalculation.

From the calculation times in Table I, it can be seen
that in most cases transport with the TMS method requires
somewhat more calculational effort than conventional
tracking methods. This is, however, not the case with the
SFR cases and the PWR-Gd case with the highest basis
temperature. In these cases, themultigroup tracking scheme
of the reference calculation in optimization mode 2 is
slower than TMS, which is based on continuous-energy
majorant cross sections. The slowdown factors are greatest
(2.13 to 12.50) in the case involving burned fuel. With
numerous nuclides in the fuel composition, the sampling of
nuclides at each collision site starts to take significant
amounts of time, and the calculation slows down. The
slowdown is emphasized in the 0 K case, inwhich the TMS
sampling efficiency is rather poor. The differences in the
performance results compared with earlier measures
presented in Ref. 5 are due to two reasons: First, the
majorant is chosen in a different way and, second, a bug that
made the majorant cross section overly efficient at high
energies in Ref. 5 has been fixed. In addition, it should be
noted that the PWR-Gd case examined in the present paper
involves Gd-doped rods, which seems to slow down the
TMS calculations.

The advantages of elevating the basis cross-section
temperatures can be easily seen in the performance
measures: The calculation times decrease significantly
with increasing cross-section temperature. By increasing
the basis cross-section temperature from 0 K to Tmin, the
calculation time drops to 38% in the PWR-Gd case, 17%
in the PWR-BU case, 37% in the HTGR case, and 64% in
the SFR case. The effect is also seen in the significantly
higher sampling efficiencies. It can also be concluded
that a 300 K elevation in the cross-section temperature
is enough to increase the efficiency quite notably. Hence,
it might be a good idea to combine the TMS method with
cross-section prebroadening in the case that the cross-
section libraries are available only in i300 K steps.

VI. SUMMARY AND CONCLUSIONS

In this paper, the performance and accuracy of the
target motion sampling temperature treatment technique
were examined using three different variants of the
technique. The first of the variants, as introduced in Ref. 3,
involves cross sections at 0 K temperature. The idea
behind the two other variants, in which the basis
temperature is elevated above 0 K, was first presented in
Ref. 5, and the theoretical background behind the idea
was introduced in the present paper.

The accuracy of the three different TMS variants was
studied through criticality eigenvalues and spectra of the
systems by comparing the results with a reference in

Fig. 6. Differences in neutron spectra of the PWR-BU
case between the Tbase~0 K variant and the reference after
introducing ten new nuclides in the list of DBRC nuclides in
the reference solution.

Fig. 7. Differences in neutron spectra of the PWR-BU
case between the Tbase~Tmin variant and the reference after
introducing ten new nuclides in the list of DBRC nuclides in
the reference solution.
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the memory consumption in most of the cases because cross
sections of the fuel materials need to be stored in one
temperature only. However, in the HTGR case, it seems that
storing the continuous-energy majorant cross sections
consumes more memory than is saved in storing the basis
cross sections. This is due to the relatively low number of
nuclides appearing in the fresh HTGR fuel. Also, the
dependence of the number of energy grid points on
temperature can be recognized in the figures: The higher
the temperature of the basis cross section, the fewer grid

points are needed to reproduce the cross section at a specific
tolerance and the less memory is required. This effect is
greatest in the PWR-BU case, where the EBT variant
consumes almost 30% lessmemory than the 0 Kcalculation.

From the calculation times in Table I, it can be seen
that in most cases transport with the TMS method requires
somewhat more calculational effort than conventional
tracking methods. This is, however, not the case with the
SFR cases and the PWR-Gd case with the highest basis
temperature. In these cases, themultigroup tracking scheme
of the reference calculation in optimization mode 2 is
slower than TMS, which is based on continuous-energy
majorant cross sections. The slowdown factors are greatest
(2.13 to 12.50) in the case involving burned fuel. With
numerous nuclides in the fuel composition, the sampling of
nuclides at each collision site starts to take significant
amounts of time, and the calculation slows down. The
slowdown is emphasized in the 0 K case, inwhich the TMS
sampling efficiency is rather poor. The differences in the
performance results compared with earlier measures
presented in Ref. 5 are due to two reasons: First, the
majorant is chosen in a different way and, second, a bug that
made the majorant cross section overly efficient at high
energies in Ref. 5 has been fixed. In addition, it should be
noted that the PWR-Gd case examined in the present paper
involves Gd-doped rods, which seems to slow down the
TMS calculations.

The advantages of elevating the basis cross-section
temperatures can be easily seen in the performance
measures: The calculation times decrease significantly
with increasing cross-section temperature. By increasing
the basis cross-section temperature from 0 K to Tmin, the
calculation time drops to 38% in the PWR-Gd case, 17%
in the PWR-BU case, 37% in the HTGR case, and 64% in
the SFR case. The effect is also seen in the significantly
higher sampling efficiencies. It can also be concluded
that a 300 K elevation in the cross-section temperature
is enough to increase the efficiency quite notably. Hence,
it might be a good idea to combine the TMS method with
cross-section prebroadening in the case that the cross-
section libraries are available only in i300 K steps.

VI. SUMMARY AND CONCLUSIONS

In this paper, the performance and accuracy of the
target motion sampling temperature treatment technique
were examined using three different variants of the
technique. The first of the variants, as introduced in Ref. 3,
involves cross sections at 0 K temperature. The idea
behind the two other variants, in which the basis
temperature is elevated above 0 K, was first presented in
Ref. 5, and the theoretical background behind the idea
was introduced in the present paper.

The accuracy of the three different TMS variants was
studied through criticality eigenvalues and spectra of the
systems by comparing the results with a reference in

Fig. 6. Differences in neutron spectra of the PWR-BU
case between the Tbase~0 K variant and the reference after
introducing ten new nuclides in the list of DBRC nuclides in
the reference solution.

Fig. 7. Differences in neutron spectra of the PWR-BU
case between the Tbase~Tmin variant and the reference after
introducing ten new nuclides in the list of DBRC nuclides in
the reference solution.
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which all cross sections were Doppler-broadened with
NJOY. The TMS calculations were in very good
agreement with the reference, and statistically significant
differences existed in only one of the test cases. This case
involved a PWR fuel assembly at 40 MWd/kgU burnup,
modeled with the 0 K variant of the TMS.

It was found that the differences originated from the
different treatment of the elastic scattering kernels: The 0 K
TMS takes the effect of an energy-dependent cross section
inherently into account for all nuclides and energies,
whereas DBRC is used only for scattering from 238U in
the reference solution and the other TMS variants. After
increasing the accuracy of the reference calculation by
extending the usage of DBRC to several other nuclides, a
perfect match between the results was obtained.

The elevation of the basis cross-section temperature
above 0 K was found to increase the performance in
terms of both calculation time and memory consumption.
The calculation time savings compared with the 0 K TMS
varied from 36% to 83%, depending on the case. It was also
found out that a 300 K elevation in the basis temperature
already brings a significant increase in performance. Thus,
some calculation time could be saved by adjusting the cross-
section temperatures before the TMS transport calculation
using Doppler preprocessing. With regard to the memory
consumption, the elevation of the basis temperature reduced
the memory requirement by almost 30% in the PWR-BU
test case, but in other cases the memory savings was
insignificant.

In summary, the thermal treatment technique based
on TMS has been successfully implemented in Serpent
2.1.14, and the use of elevated basis temperatures, the
main topic of the present paper, brings a very welcome
increase in the performance of the technique. The
current implementation of the method reproduced the
reference results, calculated using NJOY-broadened
cross sections, within statistical accuracy. The method
is very competitive for neutron transport in materials
consisting of a moderate number of nuclides, and the
method is feasible also for calculations involving
numerous resonance absorbers.
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3. T. VIITANEN and J. LEPPÄNEN, ‘‘Explicit Treatment of
Thermal Motion in Continuous-Energy Monte Carlo Tracking
Routines,’’ Nucl. Sci. Eng., 171, 165 (2012); http://dx.doi.org/
10.13182/NSE11-36.

4. T. VIITANEN and J. LEPPÄNEN, ‘‘Explicit Temperature
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I. Introduction

Thermal motion affects the neutronics of a reactor system in basically two ways. First, the

thermal oscillation of nuclei changes the probabilities at which neutrons interact with matter,

affecting the reaction rates and mean free paths within the system. Second, thermal motion

also has impact on the collision physics of scattering events.

In conventional Monte Carlo neutron transport, the effects on reaction rates are taken

into account by using effective, Doppler-broadened cross sections that are prepared before the

transport calculation. The effect of thermal motion on scattering is usually modeled during

the transport calculation by sampling the target motion from a Maxwellian-based distribution

each time an elastic scattering occurs, and solving the kinetics of the event according to the

sampled velocity. The same procedures cannot be directly applied for bound nuclides (for

instance H in H2O) in the thermal energy region, so for these nuclides the Doppler-broadening

and elastic scattering models have to be completed using additional thermal scattering data

consisting of special bound scattering cross sections and so-called S(α, β) data for secondary

particle distributions [1].

Previously, two separate but loosely related techniques that supplement the conventional

way of modeling the thermal motion have been introduced. Doppler-broadening rejection

correction (DBRC) method, as described in Ref. [2], accounts for the effect of thermal motion

induced variation of scattering cross sections on the secondary particle distributions of elastic

scattering events. This effect has been traditionally omitted by assuming energy-independent

scattering cross sections, but the effect is known to be important especially in case of heavy

nuclides with significant resonances in the epithermal energy region. The Target Motion

Sampling (TMS) temperature treatment technique, for its part, is a neutron tracking method

for taking the effect of thermal motion on reaction rates into account on-the-fly during a Monte

Carlo neutron tracking calculation. On-the-fly temperature treatment techniques in general

can be used to reduce the memory consumption of transport problems involving materials

at numerous temperatures, for example in multi-physics applications of Monte Carlo. The

TMS method has been introduced in English by the authors in Refs. [3,4], but it was recently

learned that a similar method has been previously presented in a Russian journal [5] and

has been routinely used, for example, in the Monte Carlo transport code PRIZMA for many

years [6].

The TMS and DBRC methods have two features in common. First, both of the meth-

ods are based on rejection sampling and, second, the rejection sampling techniques of both
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Abstract

This article discusses the generation of temperature majorant cross sections, the type of

cross sections required by two separate techniques related to Monte Carlo neutron tracking,

namely the Doppler-broadening rejection correction (DBRC) and Target Motion Sampling

(TMS) temperature treatment methods. In the generation of these cross sections the theo-

retically infinite range of thermal motion must be artificially limited by applying some sort of

a cut-off condition, which affects both the accuracy and the performance of the calculations.

In this article, a revised approach for limiting the thermal motion is first introduced and,

then, optimal cut-off conditions are determined for both the traditional majorant, commonly

used in DBRC implementations and old implementations of the TMS method, and the revised

majorant.

It turns out that using the revised type of temperature majorant cross sections increases

the performance of the TMS method slightly, but no practical difference is observed with the

DBRC method. It is also discovered that in ordinary reactor physical calculations the cut-off

conditions originally adopted from the SIGMA1 Doppler-broadening code can be significantly

relieved without compromising the accuracy of the results. By updating the cut-off conditions

in the majorant generation, the CPU time requirement of Serpent 2.1.17 is reduced by 8–23 %

in TMS calculations and by 1–6 % in problems involving DBRC.

Keywords: Monte Carlo, DBRC, on-the-fly, Doppler-broadening, temperature majorant

cross section
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Section IV., properties of the majorant types are first studied and, then, optimal values of

the corresponding cut-off conditions are determined for reactor applications. Serpent 2 is

updated in light of the new results and final performance measures are also provided in the

same Section. The last Section V. is left for summary and conclusions.

II. Temperature Majorants in Monte Carlo Neutron Tracking

The temperature majorant Σmaj of a cross section Σ is defined

Σmaj(E) = max
E′∈[Emin,Emax]

Σ(E′) , (1)

where E′ represents the relative (or target-at-rest) energies between a neutron with laboratory

frame-of-reference (L-frame) energy E and a target nucleus in thermal motionb. The energy

range of E′ is limited by energies Emin and Emax that define the range of thermal motion.

With DBRC, the cross section Σ in Eq. (1) is always an elastic scattering cross section

at zero Kelvin, Σs(E
′, 0 K). With TMS method the majorant is based on the total cross

section, which may be either a zero Kelvin cross section or a Doppler-broadened effective

cross section at an above-zero temperature. Thus, the majorant cross section depends on both

the temperature of the basis cross section, Tbase, and the temperature difference between the

Tbase and the majorant, ∆T . By including the explicit temperature dependencies in Eq. (1),

definition

Σmaj(E,∆T, Tbase) = max
E′∈[Emin,Emax]

Σ(E′, Tbase) , (2)

is obtained. Temperature majorant cross sections are illustrated in Figure 1.

The only open question in the majorant generation is related to the choosing of the energy

range of the target-at-rest energies E′ in Eq. (2). It is practical to approach this problem via

velocities, which can be easily converted to energies using the classical relation between the

kinetic energy and the velocity

E′ =
1

2
Mnv

′2 , (3)

where Mn is the neutron mass. The relative velocity of the neutron to the target, also known

as the target-at-rest velocity, can be obtained from equation

v′ =
√

v2 + V 2
t − 2vVtµ , (4)

bTo be precise, also each cross section Σx for which Σx(E) ≥ Σmaj(E) can be considered a temperature
majorant cross section of Σ(E′), but usually it is practical to choose the majorant according to Eq. (1).
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methods require a special type of cross sections, called temperature majorant cross sections

in the current article. The generation of these cross sections is otherwise straightforward, but

the generation process involves determining of a finite range for the relative velocity between

the neutron and the target nucleus, which is physically not bounded by any maximum value.

Hence, some kind of approximation must be applied in the generation process and this approx-

imation is open to discussion. Traditionally, the thermal motion has been limited by simply

truncating the Maxwellian velocity distribution of the target and using the corresponding

maximum and minimum relative velocity to determine the energy range of thermal motion.

The cut-off condition commonly used in the current implementations of the DBRC method is

16 kBT , where kB is the Boltzmann constant and T is the temperature of the target nucleus.

This condition has been adopted from the SIGMA1 Doppler-broadening code (Ref. [7]) by

the developers of the DBRC method [2], and the same condition has been further also used

in the implementation of the TMS method in Monte Carlo reactor physics code Serpenta due

to historical reasons [3].

It has been shown by Becker et al. that using the SIGMA1 cut-off condition results in

the correct scattering kernel [2], but no studies were found on the practicality of this cut-off

condition. Since both DBRC and TMS are based on rejection sampling, their performance

is strongly dependent on the truncation of the thermal motion. Hence, the cut-off deserves

a thorough discussion. The previous results in Ref. [8] and the fact that a less-conservative

9 kBT cut-off has been successfully used together with the on-the-fly temperature treatment

method in PRIZMA give rise to a suspicion that the 16 kBT cut-off is overly conservative and,

thus, leads to a waste of computing resources at least when applied with the TMS method.

A new approach for truncating the thermal motion was previously introduced by the

authors in the M&C 2013 conference [8]. This idea is refined in the current article, and

the properties of this “revised” majorant are compared to the “traditional” majorants. In

addition, suggestions for the cut-off conditions to be used with both of the majorant types are

determined by applying the majorants in practical calculations involving TMS and DBRC.

Since the field of application for the TMS and DBRC methods is limited to free atoms at

thermal and resolved resonance energy regions, bound-atom scattering and the unresolved

resonance region are left outside the current article.

An introduction to the temperature majorant cross sections and their applications in

Monte Carlo neutron tracking is provided in Section II., and the two methods for limiting

the range of thermal motion in the majorant generation are presented in Section III. In

aFor a complete and up-to-date description, visit Serpent website — http://montecarlo.vtt.fi
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More detailed description of the elastic scattering requires that also the energy dependence

of the scattering cross section is taken into account. This can be done by inserting an additional

rejection in the conventional sampling procedurec. With this so-called Doppler-broadening

rejection correction the target velocity distribution becomes [2]

PDBRC(Vt, µ, T,Ai)dVtdµ = C ′

{ Σs,i(v
′, 0)

Σmaj,s,i(v, T, 0)

}{ v′

2v
PMB(Vt, T, Ai)

}

dVtdµ , (8)

where the cross sections Σs,i(v
′, 0) and Σmaj,s,i(v, T, 0) are the zero Kelvin elastic scattering

cross section of nuclide i and its temperature majorant, respectively. In practice, the relative

velocity of the neutron to target, v′, is first sampled from Eq. (7) and the sample is accepted

or rejected according to the ratio of the zero Kelvin cross section to the majorant. The whole

sampling procedure is repeated until a successful sample for v′ is obtained.

II.B. TMS Temperature Treatment Technique

The target motion sampling (TMS) temperature treatment technique is a Monte Carlo neutron

tracking technique that takes the effect of thermal motion on reaction rates into account on-

the-fly during transport calculation. The method was introduced for the first time in English-

written journals in Ref. [3] by the authors. It was, however, recently found out that a similar

method has been introduced already in 1984 in a Russian journal [5] and that the method

is routinely used in at least two Russian Monte Carlo codes [6, 16]. The optimization of the

TMS method has been covered in recent articles [4, 8] and the usage of the method together

with reaction rate estimators has been studied in Refs. [17, 18]. These references provide a

complete description of the method, while only the parts essential to the current article are

shortly summarized in the following.

In the TMS tracking scheme the path lengths of neutrons are sampled based on a macro-

scopic majorant cross section

Σmaj,TMS(v) =
∑

i

Σmaj,TMS,i(v) (9)

=
∑

i

g(v, Tmax,i − Tbase, Ai)Σmaj,i(v, Tmax,i − Tbase, Tbase) , (10)

cAlso other ways of dealing with the energy dependence have been introduced: in Ref. [10] a technique
based on direct sampling of the secondary neutron velocity has been examined, while in Refs. [11, 12] the
correction is done by varying the particle weights. It is also possible to include the effect by using S(α, β)
tables based on the analytical scattering kernel, which has been covered in sequential Refs. [13–15].
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where v is the velocity of the neutron, Vt is the velocity of the target and µ is the cosine

between the directions of the neutron and the target motion. The target velocity distribution

is traditionally assumed to obey the Maxwell-Boltzmann distribution

PMB(Vt, T, A)dVt =
4√
π
γ(T,A)3V 2

t e
−γ(T,A)

2V 2

t dVt , (5)

where

γ(T,A) =

√

AMn

2kBT
, (6)

A is the ratio of the nuclide mass to Mn.

It should be noted that the distribution in Eq. (5) has an infinite tail and, consequently,

an unambiguous maximum velocity for the target cannot be specified. Hence, to get a finite

interval for the target-at-rest velocity v′ and the corresponding energy, some kind of approx-

imation is required. Two different ways, namely a traditional and a new, revised way, of

limiting the thermal motion are presented in Section III. Before going into details of these

approximations, the application of the temperature majorant cross sections with the DBRC

and TMS methods is shortly presented in Sections II.A. and II.B., respectively.

II.A. Doppler-broadening Rejection Correction

In Monte Carlo neutron tracking, the kinetics of the elastic scattering events can be solved

using a few different approaches. The simplest way to treat elastic scattering from free atoms

is to assume that the target nucleus is at rest or, in other words, at zero Kelvin temperature.

This approximation corresponds to so-called asymptotic scattering kernel, which omits all up-

scattering effects, but acts as a reasonable approximation at relatively high neutron energies.

At lower energies, the thermal motion of the target nuclei must be taken into account to

correctly model the slowing-down of neutrons. In the conventional free gas treatment, when

an elastic scattering event occurs, the velocity of the target nuclide i is first sampled from

distribution [9]

PFGT(Vt, µ, T,Ai)dVtdµ = C
{ v′

2v
PMB(Vt, T, Ai)

}

dVtdµ , (7)

where C is a constant, and the kinetics are then solved conserving the energy and momentum.

This sampling scheme involves the assumption that the scattering cross section of the target

nuclide is constant and, thus, the secondary particle distributions correspond to a cross section

independent scattering kernel.

6
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III. Truncation of Thermal Motion in Temperature Majorant Generation

In both of the applications studied in this article, introduced in Sections II.A. and II.B., the

temperature majorant cross sections are applied with rejection sampling techniques. When

using DBRC, the temperature majorant related rejection criterion is

ξ <
Σs,i(v

′, 0)

Σmaj,s,i(v, T, 0)
(14)

and the rejection sampling criterion of TMS is shown in Eq. (13). These rejection sampling

criteria set the one and only basic requirement for the majorant cross section: For the rejection

sampling to be valid, the sampled cross sections in Eqs. (13) and (14) shall not exceed the

majorant cross section or, in practice, the exceedings must be rare. The majorant exceedings

are a sign that part of the target velocity samples (DBRC) or collision points (TMS) may be

accepted even though they should be rejected, which introduces bias in the secondary particle

distributions of elastic scattering events and the neutron path lengths.

At the same time, the efficiency of the rejection sampling depends strongly on the con-

servativity of the majorant cross section: if the majorant cross section is large compared to

the sampled cross sections, the proportion of accepted samples is small. Hence, determining

the cut-offs for thermal motion in the temperature majorant generation is all about balancing

between efficiency and accuracy. An optimal majorant would be as small as possible such

that the proportion of majorant violations still does not introduce error in the results.

III.A. Traditional Method

The traditional approach for choosing the limits for the target-at-rest velocity v′ in the tem-

perature majorant generation has been used in DBRC implementations and in the imple-

mentations of the TMS or TMS-like methods in Serpent and PRIZMA [5]. For the DBRC

implementations, the exact cut-off condition dates back to an article by Rothenstein, Ref. [19],

which started the long journey towards the present DBRC technique. In this article Rothen-

stein suggested that “a finite range of energies near the neutron energy E can be used in the

same manner as in the Doppler broadening code of Cullen”, referring to the SIGMA1 code [7].

In the appendix of Ref. [7] it is discussed that since most of the contribution to the Doppler-

broadening integral comes from relative velocities x that are close to the neutron velocity y

(both dimensionless quantities), the integration can be optimized by limiting the range of x

to a narrow region around y. It is, then, shown that if the integration range is chosen as

x ∈ [y − 4, y + 4], the error from truncation will remain smaller than 0.1 % even if the cross
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where index i runs over all nuclides in a material zone,

g(v, T,Ai) =

∫

∞

0

∫ 1

−1

v′

2v
PMB(Vt, T, Ai)dVtdµ

=

(

1 +
1

2γ(T,Ai)2v2

)

erf
(

γ(T,Ai)v
)

+
e−γ(T,Ai)

2v2

√
πγ(T,Ai)v

(11)

is the Doppler-broadening integral for constant cross section, erf is the error function, Tmax,i is

the maximum temperature of nuclide i and Σmaj,i is the temperature majorant cross section

of nuclide i. It should be noted that that the TMS majorant cross sections are otherwise

similar to any temperature majorants, but the TMS majorant is additionally multiplied by

the g-factord.

As a result of the path length sampling, a new collision point candidate is obtained. At

each collision point, the target nuclide is first sampled based on the nuclide-wise majorant

cross sections. Thus, probability of sampling nuclide i is

Pi =
Σmaj,TMS,i(v)

Σmaj,TMS(v)
. (12)

Then, the velocity of the nuclide is sampled from distribution in Eq. (7) with T equal to

the local temperature at the collision point, and the target-at-rest energy corresponding to

the collision v′ is calculated. Finally, the collision point is accepted or rejected according to

rejection sampling criterion

ξ <
g(v, T − Tbase, Ai)Σtot,i(v

′, Tbase)

Σmaj,TMS,i(v)
=

g(v, T − Tbase, Ai)

g(v, Tmax,i − Tbase, Ai)

Σtot,i(v
′, Tbase)

Σmaj,i(v, Tmax,i − Tbase, Tbase)
,

(13)

where ξ is a uniformly distributed random variable on the unit interval. If the sample is

rejected, the tracking procedure restarts by sampling of a new path length beginning from the

newly rejected collision point. In case the collision point is accepted, a reaction is sampled

based on the reaction cross sections at Tbase corresponding to the target-at-rest velocity v′.

The neutron tracking proceeds according to the sampled reaction.

dThe multiplication is required for correct modeling of the reaction rates at low energies and is related to
the fact that the integral of the distribution from which the target velocities are sampled (Eq. (7)) is greater
than unity at low energies. This modification is perhaps the most intuitive in case of potential scatterers
with constant low-energy cross sections: these cross sections are increased in the Doppler-broadening process,
but the corresponding increase in the reaction rates could not be captured in the TMS transport without
multiplying the cross sections by g.
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III. Truncation of Thermal Motion in Temperature Majorant Generation

In both of the applications studied in this article, introduced in Sections II.A. and II.B., the

temperature majorant cross sections are applied with rejection sampling techniques. When

using DBRC, the temperature majorant related rejection criterion is

ξ <
Σs,i(v

′, 0)

Σmaj,s,i(v, T, 0)
(14)

and the rejection sampling criterion of TMS is shown in Eq. (13). These rejection sampling

criteria set the one and only basic requirement for the majorant cross section: For the rejection

sampling to be valid, the sampled cross sections in Eqs. (13) and (14) shall not exceed the

majorant cross section or, in practice, the exceedings must be rare. The majorant exceedings

are a sign that part of the target velocity samples (DBRC) or collision points (TMS) may be

accepted even though they should be rejected, which introduces bias in the secondary particle

distributions of elastic scattering events and the neutron path lengths.

At the same time, the efficiency of the rejection sampling depends strongly on the con-

servativity of the majorant cross section: if the majorant cross section is large compared to

the sampled cross sections, the proportion of accepted samples is small. Hence, determining

the cut-offs for thermal motion in the temperature majorant generation is all about balancing

between efficiency and accuracy. An optimal majorant would be as small as possible such

that the proportion of majorant violations still does not introduce error in the results.

III.A. Traditional Method

The traditional approach for choosing the limits for the target-at-rest velocity v′ in the tem-

perature majorant generation has been used in DBRC implementations and in the imple-
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errors in the secondary particle distributions have only minor effect on the neutron transport

as a whole, reducing the value of the h parameter seems feasible.

Similar reasoning applies also for the TMS majorants with the exception that the errors

arising from truncation lead to falsely accepted collision points, which affects the neutron

transport in a different way than errors in the secondary neutron distributions. In the imple-

mentation of the TMS-like method in PRIZMA the cut-off h = 3.0, corresponding to 9 kBT

in terms of energy, has been successfully used [5]. Also this indicates that the conservativity

could be, in practice, significantly reduced from the original value of h = 4.0 for the TMS

majorants.

III.B. Revised Method

The “traditional” way of generating temperature majorant cross sections works perfectly well

in practice, but by examining the applications of the temperature majorants, more arguable

ways of choosing the energy boundaries can be figured out. In both of the rejection sampling

criteria, Eqs. (14) and (13), the value of the sampled cross section depends on v′, which

is in both cases sampled based on the distribution in Eq. (7). Hence, also the range of

sampled cross sections depends on this distribution and, consequently, the energy boundaries

in the majorant generation should be based on the distribution in Eq. (7), not the Maxwell-

Boltzmann distribution. It is also practical to associate the majorant with a confidence level,

1−Q, to study the effect of the conservativity of the majorant on the results and performance.

This was the basic idea behind the method introduced in Ref. [8], where different confidence

levels were used to determine the maximum target velocities corresponding to a head-on and

a parallel collision. However, a more natural way for choosing the boundaries was found after

a second consideration. Namely, the confidence level can also be associated directly with the

relative velocities such that all possible collision angles are properly taken into account. When

defined this way, the physical meaning of the confidence level is much clearer than with the

method in Ref. [8].

The two extremes of the relative velocity corresponding to the new energy boundaries,

v′
min,rev and v′max,rev, can be resolved by integrating the probability distribution of target

velocities, Eq. (7). However, to provide for direct determination of the boundaries for the

relative energy, the integration must be done with respect to the relative velocity v′ and

the cosine between the relative velocity vector and the neutron direction, ν. By comparing

Eqs. (7) and (11) it can be seen that the normalization factor C in front of Eq. (7) is, in fact,

just the inverse of g(v, T,A). By replacing C with this factor and changing to the previously

11

VIITANEN, T. and LEPPÄNEN, J.

sections vary by four orders of magnitude in the vicinity of y.

The same cut-off was later on adopted by Becker et al. to determine the energy ranges

used in the generation of temperature majorant cross sections for the DBRC [2] method. The

integration limits of Cullen can be interpreted as, first, truncating the Maxwellian velocity

distribution of the target to a maximum value of

Vt,max = h

√

2kB∆T

AMn

(15)

(converted into conventional units) with h = 4.0 and, then, determining the range of relative

velocities or energies accordingly. Thus, the maximum target-at-rest energy E′ corresponds to

a head-on collision with µ = −1 in Eq. (4) and the minimum energy is obtained for a parallel

collision with µ = 1. For nuclide i and neutron energy E the energy range of thermal motion

is bounded by

Emin(E,∆T,Ai) =
(√

E − h

√

kB∆T

Ai

)2

(16)

and

Emax(E,∆T,Ai) =
(√

E + h

√

kB∆T

Ai

)2

. (17)

As mentioned in the introduction, the cut-off h = 4.0 corresponds to a target energy of 16 kBT .

Needless to say, the original h = 4.0 truncation of Cullen is very well justified in the calcu-

lation of effective cross sections. Since this cut-off is in any case used when Doppler-broadening

the scattering cross sections with NJOY [20], using the same cut-off in the generation of the

temperature majorants for DBRC ensures that the kinetics of the elastic scattering events are

resolved in consistence with other parts of the neutron transport, specifically reaction rates

of scattering events. Hence, the h = 4.0 truncation, as adopted by Becker et al., is a logical

and safe choice also for the DBRC majorant generation.

In practice it is, however, possible to use also other cut-off conditions for the DBRC majo-

rants without disturbing the neutron transport. The justification for the original truncation,

presented in Ref. [7], basically means that with h = 4.0 the energy of the target is outside

the limits specified by Eqs. (16) and (17) with a probability smaller than 0.1 % even in the

worst case scenario when the cross section increases by four orders of magnitude just outside

the limits corresponding to the neutron energy E. Since the neutrons end up at these worst-

case energies only rarely in normal criticality source calculations and since the error estimate

is conservative, the proportion of target samples violating the limits is in practice decades

smaller than 0.1 %, i.e. extremely small. When this is combined with the fact that small

10
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errors in the secondary particle distributions have only minor effect on the neutron transport

as a whole, reducing the value of the h parameter seems feasible.

Similar reasoning applies also for the TMS majorants with the exception that the errors

arising from truncation lead to falsely accepted collision points, which affects the neutron

transport in a different way than errors in the secondary neutron distributions. In the imple-

mentation of the TMS-like method in PRIZMA the cut-off h = 3.0, corresponding to 9 kBT

in terms of energy, has been successfully used [5]. Also this indicates that the conservativity

could be, in practice, significantly reduced from the original value of h = 4.0 for the TMS

majorants.

III.B. Revised Method

The “traditional” way of generating temperature majorant cross sections works perfectly well

in practice, but by examining the applications of the temperature majorants, more arguable

ways of choosing the energy boundaries can be figured out. In both of the rejection sampling

criteria, Eqs. (14) and (13), the value of the sampled cross section depends on v′, which

is in both cases sampled based on the distribution in Eq. (7). Hence, also the range of

sampled cross sections depends on this distribution and, consequently, the energy boundaries

in the majorant generation should be based on the distribution in Eq. (7), not the Maxwell-

Boltzmann distribution. It is also practical to associate the majorant with a confidence level,

1−Q, to study the effect of the conservativity of the majorant on the results and performance.

This was the basic idea behind the method introduced in Ref. [8], where different confidence

levels were used to determine the maximum target velocities corresponding to a head-on and

a parallel collision. However, a more natural way for choosing the boundaries was found after

a second consideration. Namely, the confidence level can also be associated directly with the

relative velocities such that all possible collision angles are properly taken into account. When

defined this way, the physical meaning of the confidence level is much clearer than with the

method in Ref. [8].

The two extremes of the relative velocity corresponding to the new energy boundaries,

v′
min,rev and v′max,rev, can be resolved by integrating the probability distribution of target

velocities, Eq. (7). However, to provide for direct determination of the boundaries for the

relative energy, the integration must be done with respect to the relative velocity v′ and

the cosine between the relative velocity vector and the neutron direction, ν. By comparing

Eqs. (7) and (11) it can be seen that the normalization factor C in front of Eq. (7) is, in fact,

just the inverse of g(v, T,A). By replacing C with this factor and changing to the previously

11
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method shifts both the upper and the lower energy boundaries upwards by about one milli-eV

compared to the traditional method.

IV. Results

Serpent version 2.1.15 with a few modifications is used as the testing platform in the cal-

culations performed in Sections IV.B.–IV.D., and the results in Section IV.E. are calculated

with a newly-updated version, Serpent 2.1.17. In all of the calculations, the energy threshold

for free gas treatment is increased to infinity such that the target velocities are sampled for

each elastic scattering event, regardless of the neutron energy. Doppler-broadening rejection

correction (DBRC) is applied to 238U between 0.4 eV and 20 keV in all of the calculations.

Due to the findings in Ref. [4], usage of DBRC is extended to nuclides 95Mo, 108Pd, 131Xe,

145Nd, 147Pm, 152Sm, 239Pu, 240Pu, 242Pu and 241Am in addition to 238U in the PWR-BU

case.

The cross section library is based on JEFF-3.1.1 and has been processed using 0.001

reconstruction tolerance for high accuracy. All of the calculations are performed using 12

OpenMP threads on Intel Xeon X5690 CPUs running at 3.47 GHz.

IV.A. Test Cases

The effect of the temperature majorants on performance is examined in three realistic test

cases with slightly different characteristics. The test cases are the same as the thermal systems

in Refs. [4] and [17].

Gd-doped Pressurized Water Reactor Assembly (PWR-Gd)

The first “PWR-Gd” case involves a 17x17 PWR fuel assembly with 16 Gadolinium-doped

fuel rods in an infinite two dimensional lattice. The geometry and material definitions of

the fuel assembly are from a NEA benchmark [22]. The only differences to the benchmark

specifications are related to temperatures: the moderator temperature is risen to 600 K for

simplicity and the originally flat temperature profiles of the fuel rods are replaced with 3-

step distributions such that the pellets are divided into three equi-thick annular regions with

temperatures 600 K, 900 K and 1200 K from outside in.

PWR-Gd Assembly at 40 MWd/kgU burnup (PWR-BU)

The second case is abbreviated “PWR-BU” and features the previously introduced “PWR-

Gd” bundle irradiated to 40 MWd/kgU burnup. The irradiated material compositions were

13

VIITANEN, T. and LEPPÄNEN, J.

mentioned integration variables, equations

P (v′ < z) =
1

g(v,∆T,A)

∫ z

0

∫ 1

−1

2√
πv

γ3v′3e−γ2
(v2

+v′2
−2vv′ν)dv′dν

=
1

g(v,∆T,A)

{ 1

2γ
√
πv2

(

e−γ2
(v+z)2(z − v)− e−γ2

(v−z)2(v + z) + 2e−γ2v2

v
)

+(
1

2
+

1

4γ2v2
)
(

erfc
(

(v − z)γ
)

+ erfc
(

(v + z)γ
)

− 2erfc
(

vγ
)

)}

(18)

and

P (v′ > z) =
1

g(v,∆T,A)

∫

∞

z

∫ 1

−1

2√
πv

γ3v′3e−γ2
(v2

+v′2
−2vv′ν)dv′dν

=
1

g(v,∆T,A)

{ 1

2γ
√
πv2

(

e−γ2
(v+z)2(v − z) + e−γ2

(v−z)2(v + z)
)

+(
1

2
+

1

4γ2v2
)
(

erf
(

(v − z)γ
)

+ erf
(

(v + z)γ
)

)}

(19)

are obtained for the tail probabilities. In these equations, erfc is the complementary error

function and the dependence of γ on ∆T and A, as specified in Eq. (6), is not explicitly shown

for clarity. Furthermore, by using conditions

P (v′ < v′min,rev) =
Q

2
(20)

and

P (v′ > v′max,rev) =
Q

2
(21)

it is possible to numerically resolve the range of relative velocities corresponding to the con-

fidence level Q, using for example the Newton’s method [21]. The relative velocities v′ can,

further, be converted to the energy range boundaries using Eq. (3).

The small difference between the revised and the traditional energy boundaries in the

majorant generation is demonstrated in Figure 2, where the differences in Emin and Emax

between the traditional and the revised majorant with Q = 1.541× 10−8 are plotted for 238U.

The specific Q-value was chosen such that the widths of the energy ranges Emax − Emin are

roughly equal at 6.7 eV.

As it can be seen in Figure 2, if the width of the energy range is matched at the low reso-

nance region, the revised method leads to somewhat wider energy ranges than the traditional

method at low energies below about 1 eV and at high energies above about 1 keV. While

the widths of the energy ranges are similar at the resonance region, the usage of the revised

12
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method shifts both the upper and the lower energy boundaries upwards by about one milli-eV

compared to the traditional method.

IV. Results

Serpent version 2.1.15 with a few modifications is used as the testing platform in the cal-

culations performed in Sections IV.B.–IV.D., and the results in Section IV.E. are calculated

with a newly-updated version, Serpent 2.1.17. In all of the calculations, the energy threshold

for free gas treatment is increased to infinity such that the target velocities are sampled for

each elastic scattering event, regardless of the neutron energy. Doppler-broadening rejection

correction (DBRC) is applied to 238U between 0.4 eV and 20 keV in all of the calculations.

Due to the findings in Ref. [4], usage of DBRC is extended to nuclides 95Mo, 108Pd, 131Xe,

145Nd, 147Pm, 152Sm, 239Pu, 240Pu, 242Pu and 241Am in addition to 238U in the PWR-BU

case.

The cross section library is based on JEFF-3.1.1 and has been processed using 0.001

reconstruction tolerance for high accuracy. All of the calculations are performed using 12

OpenMP threads on Intel Xeon X5690 CPUs running at 3.47 GHz.

IV.A. Test Cases

The effect of the temperature majorants on performance is examined in three realistic test

cases with slightly different characteristics. The test cases are the same as the thermal systems

in Refs. [4] and [17].

Gd-doped Pressurized Water Reactor Assembly (PWR-Gd)

The first “PWR-Gd” case involves a 17x17 PWR fuel assembly with 16 Gadolinium-doped

fuel rods in an infinite two dimensional lattice. The geometry and material definitions of

the fuel assembly are from a NEA benchmark [22]. The only differences to the benchmark

specifications are related to temperatures: the moderator temperature is risen to 600 K for

simplicity and the originally flat temperature profiles of the fuel rods are replaced with 3-

step distributions such that the pellets are divided into three equi-thick annular regions with

temperatures 600 K, 900 K and 1200 K from outside in.

PWR-Gd Assembly at 40 MWd/kgU burnup (PWR-BU)

The second case is abbreviated “PWR-BU” and features the previously introduced “PWR-

Gd” bundle irradiated to 40 MWd/kgU burnup. The irradiated material compositions were
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sections and, additionally, the neutron flux spectrum affects the energies at which these cross

sections are applied in the rejection sampling. The Q parameters were determined for each

of the three different test cases with trial and error. To rationalize the amount of work, Q

parameters were only determined at an accuracy of 10−6.

The results of the calculations are provided in Tables I and II for TMS and DBRC, respec-

tively. For both of the studies, the average sampling efficiencies and proportions of majorant

exceedings Perr, maj are provided. The statistical deviations of the sampling efficiencies are

negligible (< 0.01 %) and are, therefore, not shown in the tables. In addition, the proportions

of target velocity samples outside the energy range used in the TMS majorant generation are

provided for the TMS calculations. The proportion of target velocity samples for which the

target-at-rest energy E′ is below Emin(E) is denoted with Perr,low and, correspondingly, the

proportion of samples above Emax(E) is Perr,high. It should be noted that the proportion of

majorant exceedings is significantly lower than the sum of boundary violations, because the

cross section corresponding to the “illegal” target velocity sample is only rarely larger than

the majorant at resonance energies, where a significant proportion of the interactions takes

place. At low energies with 1/v cross sections the situation is different and samples violating

the lower energy boundary always result in majorant exceedings. Number of active neutron

histories was 500 million in all of the calculations.

The results for the TMS calculations, presented in Table I, show that the revised majorant

results in slightly higher TMS sampling efficiencies with a lower proportion of erroneous sam-

ples than the traditional majorant. The increase in efficiency should also affect the transport

calculation times, but the differences are small compared to the uncertainties associated with

these measures. The main idea of the revised majorant can be seen in the proportions of

upper and lower majorant boundary violations: for the revised majorant the proportion of

velocity samples below the lower boundary is equal to the proportion of samples that violated

the upper boundary, while the distribution of erroneous samples is non-symmetrical for the

traditional majorant.

Instead, the results of the DBRC calculations in Table II show no practical difference

between the traditional and the revised majorant. The proportions of erroneous samples are

the same within statistical accuracy and also the DBRC sampling efficiencies are practically

equal for both of the majorant types.

It should be noted that also the majorant generation times affect the overall performance

of the different majorant types. As can be seen in the Tables I and II, the majorant generation

times for the revised majorant are about 2–7 times higher than for the traditional majorant,
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obtained by running a separate burnup calculation using Serpent 2.1.14. The resulting com-

positions contain 241 actinide and fission product nuclides with cross sections available in the

data libraries.

High Temperature Gas Cooled Reactor System (HTGR)

The “HTGR” test case consists of TRISO particles within graphite matrix in an infinite three

dimensional lattice. The specifications of the TRISO particles and the composition of the

graphite matrix are based on a NEA benchmark for HTGR fuel depletion [23], and the lattice

pitch is 0.16341 cm. The fuel kernel in the spherical TRISO particles is divided in two equally

thick parts such that the innermost 0.0125 cm is at 1800 K temperature and the outer layer

is at 1200 K. The temperature of all other materials is 1200 K.

IV.B. Traditional Versus Revised Majorant

Since the revised way of choosing the majorant energies differs substantially from the tradi-

tional way, comparison of the two different majorant types must be done indirectly. Probably

the best way to judge, which of the two methods performs better in neutron transport is

through the sampling efficiencies and sampling violations: if majorant A leads to a higher

average sampling efficiency with the same or a lower proportion of majorant exceedings than

majorant B, then A can be considered superior to B.

Since the traditional majorant with original SIGMA1 cutoffs is very conservative and,

consequently, the majorant exceedings are very rare, it is practical to modify the majorant for

the following study. The original multiplier h = 4.0 in the cut-off condition of the traditional

majorant (Eqs. (15), (16) and (17)) is replaced by h = 3.0, which makes the majorant less

conservative.

Before the efficiencies can be compared, the confidence level 1−Q must be determined for

the revised majorant such that the proportion of majorant exceedings becomes roughly equal

to that from calculations with the modified traditional majorant. The task is complicated by

the fact that this Q-parameter may differ between the systems and it also depends on whether

the proportion of TMS majorant or DBRC majorant exceedings is considered. Reason for this

is that while the Q parameter determines the proportion of sampled relative velocities outside

the energy range used in the majorant generation, the proportion of majorant exceedings

depends also on the cross sections in the rejection sampling criteria. The cross sections, for

their part, depend on whether scattering cross sections (DBRC) or total cross sections (TMS)

are considered, the nuclides for which the methods are applied, the temperatures of the cross
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sections and, additionally, the neutron flux spectrum affects the energies at which these cross

sections are applied in the rejection sampling. The Q parameters were determined for each

of the three different test cases with trial and error. To rationalize the amount of work, Q

parameters were only determined at an accuracy of 10−6.

The results of the calculations are provided in Tables I and II for TMS and DBRC, respec-

tively. For both of the studies, the average sampling efficiencies and proportions of majorant

exceedings Perr, maj are provided. The statistical deviations of the sampling efficiencies are

negligible (< 0.01 %) and are, therefore, not shown in the tables. In addition, the proportions

of target velocity samples outside the energy range used in the TMS majorant generation are

provided for the TMS calculations. The proportion of target velocity samples for which the

target-at-rest energy E′ is below Emin(E) is denoted with Perr,low and, correspondingly, the

proportion of samples above Emax(E) is Perr,high. It should be noted that the proportion of

majorant exceedings is significantly lower than the sum of boundary violations, because the

cross section corresponding to the “illegal” target velocity sample is only rarely larger than

the majorant at resonance energies, where a significant proportion of the interactions takes

place. At low energies with 1/v cross sections the situation is different and samples violating

the lower energy boundary always result in majorant exceedings. Number of active neutron

histories was 500 million in all of the calculations.

The results for the TMS calculations, presented in Table I, show that the revised majorant

results in slightly higher TMS sampling efficiencies with a lower proportion of erroneous sam-

ples than the traditional majorant. The increase in efficiency should also affect the transport

calculation times, but the differences are small compared to the uncertainties associated with

these measures. The main idea of the revised majorant can be seen in the proportions of

upper and lower majorant boundary violations: for the revised majorant the proportion of

velocity samples below the lower boundary is equal to the proportion of samples that violated

the upper boundary, while the distribution of erroneous samples is non-symmetrical for the

traditional majorant.

Instead, the results of the DBRC calculations in Table II show no practical difference

between the traditional and the revised majorant. The proportions of erroneous samples are

the same within statistical accuracy and also the DBRC sampling efficiencies are practically

equal for both of the majorant types.

It should be noted that also the majorant generation times affect the overall performance

of the different majorant types. As can be seen in the Tables I and II, the majorant generation

times for the revised majorant are about 2–7 times higher than for the traditional majorant,
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DBRC is not required in these calculations.

The effect of the majorant conservativity on the accuracy of the TMS method is studied in

this HTGR system with 3000 K fuel. For the sake of simplicity, the main comparison is based

on different keff estimates that should all agree with the reference solution within statistics as

long as the transport is physically valid. The three keff estimators are

1. the “analog estimator”, which is the ratio of source weights in subsequent neutron gen-

erations

2. the “implicit estimator”, defined

keff,imp =
νRf

Rf +Rc −R(n,xn) +RL

, (22)

where ν is the average number of neutrons emitted in a fission, Rf , Rc and RL are

fission, total capture and leakage rates, respectively, and

R(n,xn) =
∑

y

(y − 1)R(n,yn) (23)

is the neutron production rate from (n,xn) reactions.

3. the “collision estimator”, which is the ratio of νRf to the neutron source size.

In addition, the results are confirmed by comparing the neutron flux spectra of relevant

calculations to the reference solution.

The calculations were run using 500 million active neutron histories. The results are

provided in Figure 3 for the revised majorant and in Figure 4 for the traditional majorant.

The reference value value of k was calculated using 2.5 billion neutron histories and NJOY-

broadened cross sections [20]. The neutron flux spectra of two relevant calculations with

revised majorants are compared to the reference in Figure 5. The neutron spectra are nor-

malized to constant total flux.

In Figure 3 it can be seen that all three k-estimators agree within statistics with each other

and with the reference solution as long as Q ≤ 10−4. With higher values the keff estimators

deviate from each other significantly and also the keff values are no longer in agreement with

the reference solution. The same effect can be seen in Figure 5: with Q = 10−4 the neutron

flux spectra are in perfect agreement, but with Q = 3.2×10−4 a small positive bias is observed

in the lower epithermal region. Thus, it seems that the optimal value for the Q parameter is

near Q = 10−4. What comes to the results of the traditional majorant in Figure 4, the optimal
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since the revised boundaries are more complicated to calculate. In typical calculations with

good statistics the 0.7 %–1.5 % increase in the TMS sampling efficiency is expected to com-

pensate the extra time spent in the majorant generation, because most of the calculation time

is in any case spent in the neutron transport. However, in calculations with poor statistics

the traditional majorant may actually outperform the revised majorant. The overhead in the

majorant generation could be at least somewhat reduced by optimizing the algorithm used in

the calculation of the revised majorant boundaries.

IV.C. Optimal Level of Conservativity in TMS Applications

Determining an optimal level of conservativity for the majorant cross section is problematic,

since on the other hand one would like to use as small, or as non-conservative, majorant as

possible to get high efficiency, but on the other hand using of a too tight cut-off condition for

the thermal motion will introduce significant error in the calculations, which of course should

be avoided by all means. Experimenting with the majorants also has shown that the optimal

level of conservativity is problem-dependent and, to avoid errors, the determination of the

majorant should be based on a realistic transport problem that is as sensitive to the majorant

violation errors as possible.

An unambiguous worst-case-scenario is impossible to determine, but some clue on the

properties of the problem can be obtained based on previous experience. First of all, the

majorant violations tend to have the most effect on the neutron spectrum and keff in systems

in which the neutrons experience a lot of collisions with the fuel material at the energy region

of resolved resonances. A good example of such a system is the HTGR test case, introduced

in Section IV.A., which involves very small fuel particles dispersed in a graphite matrixe.

Second, while the temperature difference between Tbase and the maximum temperature of the

system has only moderate effect on the proportion of majorant violations, a larger temperature

difference leads to more significant violations, which are expected to have stronger impact on

the transport. As 3000 K is usually considered the maximum temperature required in reactor

physical analysis, this is chosen as the fuel temperature in the HTGR system. To maximize

the temperature difference, the cross sections are kept at Tbase = 0 K temperature, which

also enables re-using of the sampled velocities in the solution of scattering kinetics [4]. Thus,

eSince this system is in practice a quasi-homogeneous mixture of moderator and fuel, the probability of
a neutron to interact with the fuel material during the slowing-down process is very high compared to, for
instance, LWR geometries. In addition, the fact that the moderator atoms in graphite are relatively heavy
(AC ≈ 12) increases the number of scattering events a neutron experiences during the process compared to
lighter moderators like hydrogen. This increases the probability of a neutron to end up at energies corre-
sponding to resonances in the fuel material at some point of the slowing-down process and, thus, makes the
interactions more probable on average.
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DBRC is not required in these calculations.

The effect of the majorant conservativity on the accuracy of the TMS method is studied in

this HTGR system with 3000 K fuel. For the sake of simplicity, the main comparison is based

on different keff estimates that should all agree with the reference solution within statistics as

long as the transport is physically valid. The three keff estimators are

1. the “analog estimator”, which is the ratio of source weights in subsequent neutron gen-

erations

2. the “implicit estimator”, defined

keff,imp =
νRf

Rf +Rc −R(n,xn) +RL

, (22)

where ν is the average number of neutrons emitted in a fission, Rf , Rc and RL are

fission, total capture and leakage rates, respectively, and

R(n,xn) =
∑

y

(y − 1)R(n,yn) (23)

is the neutron production rate from (n,xn) reactions.

3. the “collision estimator”, which is the ratio of νRf to the neutron source size.

In addition, the results are confirmed by comparing the neutron flux spectra of relevant

calculations to the reference solution.

The calculations were run using 500 million active neutron histories. The results are

provided in Figure 3 for the revised majorant and in Figure 4 for the traditional majorant.

The reference value value of k was calculated using 2.5 billion neutron histories and NJOY-

broadened cross sections [20]. The neutron flux spectra of two relevant calculations with

revised majorants are compared to the reference in Figure 5. The neutron spectra are nor-

malized to constant total flux.

In Figure 3 it can be seen that all three k-estimators agree within statistics with each other

and with the reference solution as long as Q ≤ 10−4. With higher values the keff estimators

deviate from each other significantly and also the keff values are no longer in agreement with

the reference solution. The same effect can be seen in Figure 5: with Q = 10−4 the neutron

flux spectra are in perfect agreement, but with Q = 3.2×10−4 a small positive bias is observed

in the lower epithermal region. Thus, it seems that the optimal value for the Q parameter is

near Q = 10−4. What comes to the results of the traditional majorant in Figure 4, the optimal
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calculations that have been purposely slowed down. This choice was made because Serpent

with full optimization takes advantage of pre-calculated macroscopic cross sections and this

kind of optimization cannot be used together with the TMS method. Thus, if the performance

of TMS was compared to Serpent with full optimization, it would be self-evident that a

significant part of the overhead would be caused by the lack of pre-calculated macroscopic cross

sections, especially in problems involving hundreds of nuclides. However, the slowing-down of

the reference calculations has its own downsides as it was noticed for example in [4], where the

TMS method appeared even faster than the reference in a couple of cases. This kind of results

make little sense as the TMS should always increase the computational effort compared to

conventional transport in fair a comparison due to the sub-unitary sampling efficiency. To

get consistent results, it was decided to make an “unfair” comparison for the TMS in the

current article and use full optimization in the reference calculations. However, calculation

times are provided also for corresponding calculations with reduced optimization, optimization

mode 2 to be precise [25]. The performance comparison for the DBRC calculations is more

straightforward, since DBRC works inherently with full optimization.

The temperature of the cross sections, Tbase, was chosen as the minimum temperature of

each nuclide in the system in the TMS calculations. Performance measures of the calculations

are provided in Table III. The Table also includes results and figures-of-merit (FOM) for two

estimators in the TMS cases. First of these estimators is for the total (energy-integrated)

capture rate in the corner rods (PWR-Gd and PWR-BU cases) or all fuel material (HTGR

case). The second estimator calculates the capture rate around the 6.7 eV resonance of 238U

(6.5− 6.9 eV), which was found to be problematic in Reference [17] when using the TMSf.

The TMS results show that by reducing the conservativity of the majorant from the original

h = 4.0 value it is possible to save 8–23 % of the transport calculation time without affecting

the results. This applies also for the neutron flux spectra and the results of the reaction rate

estimators, which are omitted here for the sake of simplicity. The performance is somewhat

better for the revised majorant with the chosen conservativity parameters h and Q, but as

it can be seen in the proportions of majorant-violating samples, Perr,maj,TMS, the revised

majorant with Q = 2× 10−5 also leads to a slightly larger fraction of majorant failures. With

the newly implemented revised majorant the overhead from using TMS, unfairly compared to

Serpent 4 with full optimization, is 1.24 in the PWR case, 1.18 in the HTGR case and 12.33

in the PWR-BU case.

fIt was found in [17] that the variances and, consequently, also the Figures-of-Merit for all estimators
including the flux estimator are significantly affected by the usage of the TMS method near strong resonances.
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boundary is slightly harder to recognize, but side-by-side comparison of neutron spectra and

k reveals that h = 2.8 is the lowest acceptable value.

IV.D. Optimal Level of Conservativity in DBRC Applications

The same system that was used in the previous section suits also very well in the studying

of the effect of the majorant conservativity on the functionality of the DBRC method. As

the total effect of the Doppler-Broadening Rejection Correction on the eigenvalue is about

1500 pcm, it is hard to figure out a practical reactor physical problem that would be more

sensitive to the correct functionality of the correction.

All the cross sections are NJOY-originated, i.e. no TMS method nor the Doppler pre-

processor of Serpent is used in the calculations [24]. Eigenvalue results of the calculations are

provided in Figures 6 and 7 for the revised and the traditional majorant, respectively.

Results indicate that the conservativity of the majorant can be decreased even lower than

in the TMS case before the effect of the majorant violations on keff can be recognized. With

the revised majorant the highest Q value for which the eigenvalue estimators are still correct

is Q = 3.2× 10−3 and for the traditional majorant the smallest acceptable value seems to be

h = 2.3. These results were also confirmed by comparing the neutron spectra, which agreed

with the reference solution within statistical deviation. The flux comparison for the revised

majorant is shown in Figure 8.

IV.E. Performance Results

On basis of the previous results, presented in Sections IV.B.– IV.D., the revised majorant

type was chosen as the default majorant in Serpent version 2.1.17 for both TMS and DBRC

majorants. The implementation of the traditional majorants was, however, left in the code as

a compiler option to provide for easy experimenting in the future. Value of Q = 2.0×10−5 was,

conservatively, chosen as the default confidence level in the majorant generation for the TMS.

In case the traditional majorant generation is activated, the default value for the temperature

cut-off is, again conservatively, the same as in the PRIZMA code, h = 3.0. It was decided to

use the same default values of Q and h also for the DBRC majorants even though the previous

results indicate that also less conservative majorants could be used without compromising the

accuracy of important reactor physical results. As the computational overhead from DBRC

is relatively small, it was decided to be rather safe than sorry in this matter.

In the previous articles on the TMS method [4, 8, 17], the performance of the method

has been compared to standard Serpent calculations with reduced optimization, i.e. Serpent
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calculations that have been purposely slowed down. This choice was made because Serpent

with full optimization takes advantage of pre-calculated macroscopic cross sections and this

kind of optimization cannot be used together with the TMS method. Thus, if the performance

of TMS was compared to Serpent with full optimization, it would be self-evident that a

significant part of the overhead would be caused by the lack of pre-calculated macroscopic cross

sections, especially in problems involving hundreds of nuclides. However, the slowing-down of

the reference calculations has its own downsides as it was noticed for example in [4], where the

TMS method appeared even faster than the reference in a couple of cases. This kind of results

make little sense as the TMS should always increase the computational effort compared to

conventional transport in fair a comparison due to the sub-unitary sampling efficiency. To

get consistent results, it was decided to make an “unfair” comparison for the TMS in the

current article and use full optimization in the reference calculations. However, calculation

times are provided also for corresponding calculations with reduced optimization, optimization

mode 2 to be precise [25]. The performance comparison for the DBRC calculations is more

straightforward, since DBRC works inherently with full optimization.

The temperature of the cross sections, Tbase, was chosen as the minimum temperature of

each nuclide in the system in the TMS calculations. Performance measures of the calculations

are provided in Table III. The Table also includes results and figures-of-merit (FOM) for two

estimators in the TMS cases. First of these estimators is for the total (energy-integrated)

capture rate in the corner rods (PWR-Gd and PWR-BU cases) or all fuel material (HTGR

case). The second estimator calculates the capture rate around the 6.7 eV resonance of 238U

(6.5− 6.9 eV), which was found to be problematic in Reference [17] when using the TMSf.

The TMS results show that by reducing the conservativity of the majorant from the original

h = 4.0 value it is possible to save 8–23 % of the transport calculation time without affecting

the results. This applies also for the neutron flux spectra and the results of the reaction rate

estimators, which are omitted here for the sake of simplicity. The performance is somewhat

better for the revised majorant with the chosen conservativity parameters h and Q, but as

it can be seen in the proportions of majorant-violating samples, Perr,maj,TMS, the revised

majorant with Q = 2× 10−5 also leads to a slightly larger fraction of majorant failures. With

the newly implemented revised majorant the overhead from using TMS, unfairly compared to

Serpent 4 with full optimization, is 1.24 in the PWR case, 1.18 in the HTGR case and 12.33

in the PWR-BU case.

fIt was found in [17] that the variances and, consequently, also the Figures-of-Merit for all estimators
including the flux estimator are significantly affected by the usage of the TMS method near strong resonances.
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method is well-feasible, about 1.2-1.3. However, with numerous temperature-dependent nu-

clides the overhead compared to a Serpent calculation with full optimization increases to

about 12. Most of this slow-down comes from the fact that Serpent normally pre-calculates

the macroscopic cross sections and this kind of optimization cannot be applied together with

the TMS method as long as all of the nuclides are treated temperature-dependently.

Switching to the less-conservative temperature majorants decreased also the computational

overhead from the DBRC method significantly. Nevertheless, since the original overhead from

using DBRC in Serpent was only 4–8 %, the overall gain in performance remained small.

It should be kept in mind that reducing the conservativity of the temperature majorants

introduces systematic bias in the transport calculation. According to the results of the cur-

rent study the chosen values for Q and h are conservative enough for the errors to remain

statistically insignificant in practical calculations with realistic reactor systems. Thus, the

results should be fine as long as for example neutron flux, reaction rates, cross sections or any

derived parameter like k is calculated using criticality source simulation.

The same does not necessarily apply when studying very narrow energy regions, for exam-

ple using mono-energetic external neutron sources. The biases from majorant violations are

concentrated at narrow energy intervals in the vicinity of strong resonances, and these errors

are lost in the background when integrating over wider intervals. However, with very narrow

energy binning and certain energies the bias may become significant. When using mono-

energetic neutron sources this kind of errors are, luckily, easy to recognize automatically by

analyzing the proportion of majorant violations. In case the proportion seems suspiciously

large, it is possible to increase the conservativity of the majorant via user input.

In the light of the results presented above, it seems in any case reasonable to provide the

users of Monte Carlo codes with a possibility to manipulate the conservativity of the DBRC

and TMS majorants.
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The majorant cross section has significantly less effect on the performance of the DBRC

method. In Serpent the overhead from the DBRC method is about 4-8 % in these test cases

when using the traditional temperature majorant with h = 4.0, as suggested by the developers

of the DBRC method. By reducing the conservativity of the majorant cross section, this

overhead can be reduced by a couple of percents.

It should also be noted that the performance of the TMS method with the old h = 4.0

majorant has somewhat improved from the previous results presented in [4]. This is due to

many small changes in the implementation, perhaps most important of which was changing

from a point-wise to a histogram representation for the temperature majorant cross sections.

V. Summary and Conclusions

In this article, a revised approach for generation of the temperature majorant cross sections

was first introduced, and the revised majorants were compared to those generated using

the traditional approach. An optimal cut-off condition was sought by applying TMS and

DBRC in a reactor system in which the majorant violations are expected to have very large

effect on the transport calculation. After finding optimal values for the f and Q parameters,

which affect the conservativity of the traditional and revised type majorants, the temperature

majorant generation in Serpent 2.1.17 was optimized according to the new results. Finally, the

updated version was applied in three thermal reactor systems with different characteristics to

estimate the effects of the updated temperature majorants on the performance of the transport

calculation.

The difference between the traditional and revised majorants was rather small: In TMS

applications the revised majorant resulted in 0.7–1.5 % larger sampling efficiencies than the

traditional majorant with practically the same proportion of majorant violations. Instead,

no practical difference between the two majorant types was observed in DBRC applications.

Thus, switching to more complicated revised majorants does not make any difference in DBRC

implementations, but with TMS method the introduction of the revised truncation can bring

a slight increase in the performance of the transport calculation. In short calculations the

benefit from using the revised boundaries may be lost due to more time consuming majorant

generation in the pre-processing phase, but in typical calculations with good statistics the

usage of the revised majorants pays off.

What comes to the TMS calculations, the results showed that the calculation times are

reduced by about 8–23 % when applying the suggested, less conservative cut-off conditions.

In calculations involving only a few resonance absorbers the overhead from using the TMS
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method is well-feasible, about 1.2-1.3. However, with numerous temperature-dependent nu-

clides the overhead compared to a Serpent calculation with full optimization increases to

about 12. Most of this slow-down comes from the fact that Serpent normally pre-calculates

the macroscopic cross sections and this kind of optimization cannot be applied together with

the TMS method as long as all of the nuclides are treated temperature-dependently.

Switching to the less-conservative temperature majorants decreased also the computational

overhead from the DBRC method significantly. Nevertheless, since the original overhead from

using DBRC in Serpent was only 4–8 %, the overall gain in performance remained small.

It should be kept in mind that reducing the conservativity of the temperature majorants

introduces systematic bias in the transport calculation. According to the results of the cur-

rent study the chosen values for Q and h are conservative enough for the errors to remain

statistically insignificant in practical calculations with realistic reactor systems. Thus, the

results should be fine as long as for example neutron flux, reaction rates, cross sections or any

derived parameter like k is calculated using criticality source simulation.

The same does not necessarily apply when studying very narrow energy regions, for exam-

ple using mono-energetic external neutron sources. The biases from majorant violations are

concentrated at narrow energy intervals in the vicinity of strong resonances, and these errors

are lost in the background when integrating over wider intervals. However, with very narrow

energy binning and certain energies the bias may become significant. When using mono-

energetic neutron sources this kind of errors are, luckily, easy to recognize automatically by

analyzing the proportion of majorant violations. In case the proportion seems suspiciously

large, it is possible to increase the conservativity of the majorant via user input.

In the light of the results presented above, it seems in any case reasonable to provide the

users of Monte Carlo codes with a possibility to manipulate the conservativity of the DBRC

and TMS majorants.
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Figure 3 Effect of the conservativity of the TMS majorant on three keff estimators of a HTGR
system. The effect is studied for the revised majorant and, thus, the conservativity is manipulated
through the Q parameter. The error bars correspond to two standard deviations, 2 σ.
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10
−11

10
−9

10
−7

10
−5

10
−3

10
−1

10
1

−5

0

5

10
x 10

−3

D
iff

er
en

ce
 in

 E
ne

rg
y,

 r
ev

is
ed

 −
 tr

ad
iti

on
al

 (
eV

)

Neutron Energy (MeV)

 

 
Upper boundary (E

max
)

Lower boundary (E
min

)

Figure 2 The energy ranges are defined differently for the revised and the traditional majorant.
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Figure 3 Effect of the conservativity of the TMS majorant on three keff estimators of a HTGR
system. The effect is studied for the revised majorant and, thus, the conservativity is manipulated
through the Q parameter. The error bars correspond to two standard deviations, 2 σ.
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Figure 6 Effect of the conservativity of the revised DBRC majorant on three keff estimators of a
HTGR system.
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Figure 4 Effect of the conservativity of the TMS majorant on three different keff estimators of a
HTGR system. The conservativity is manipulated through the h parameter of the traditional majorant.
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Figure 5 Comparison of neutron flux spectra between two TMS calculations and NJOY-based refer-
ence solution. With Q=1E-4 (left) the flux spectrum corresponds to the reference, but with Q=3.2E-4
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Figure 6 Effect of the conservativity of the revised DBRC majorant on three keff estimators of a
HTGR system.
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Table I Performance comparison between traditional and revised majorant when applying TMS
method in three thermal systems.

PWR-Gd PWR-BU HTGR

TMS with traditional majorant, h = 3.0
Majorant generation time (s) 1.08 343.05 0.77
Transport time (h) 3.15 34.62 9.14
keff 1.15513 ± 6 pcm 0.93453 ± 6 pcm 1.20196 ± 6 pcm
TMS sampling efficiency (%) 51.7 50.4 47.3
Perr,maj,TMS 4.02E-07 ± 9E-09 4.43E-07 ± 9E-09 5.13E-07 ± 1E-08
[Perr,low,Perr,high] [9.9E-06, 1.3E-05] [9.8E-06, 1.3E-05] [9.3E-06, 1.5E-05]

TMS with revised majorant

Q 1.8E-05 1.8E-05 1.8E-05
Abs. / Rel. majorant generation time (s/-) 7.92 / 7.36 772.40 / 2.25 3.88 / 5.03
Abs. / Rel. transport time (h/-) 3.11 / 0.99 35.02 / 1.01 8.56 / 0.94
keff 1.15524 ± 6 pcm 0.93462 ± 6 pcm 1.20206 ± 6 pcm
TMS sampling efficiency (%) 53.0 51.9 48.0
Perr,maj,TMS 3.76E-07 ± 8E-09 3.89E-07 ± 8E-09 4.65E-07 ± 1E-08
[Perr,low,Perr,high] [9.0E-06, 9.0E-06] [8.5E-06, 8.5E-06] [9.0E-06, 9.1E-06]

Table II Performance comparison between traditional and revised majorant when applying DBRC
method in three thermal systems.

PWR-Gd PWR-BU HTGR

DBRC with traditional majorant, h = 3.0
Majorant generation time (s) 0.12 18.39 0.09
Transport time (h) 2.35 4.76 6.98
keff 1.15515 ± 6 pcm 0.93455 ± 6 pcm 1.20200 ± 5 pcm
DBRC sampling efficiency (%) 5.56 5.63 4.49
Perr,maj,DBRC 10.0E-08 ± 3E-09 9.9E-08 ± 3E-09 6.0E-08 ± 3E-09

DBRC with revised majorant

Q 2.2E-05 2.1E-05 2.1E-05
Abs. / Rel. majorant generation time (s/-) 0.64 / 5.26 38.11 / 2.07 0.50 / 5.69
Abs. / Rel. transport time (h/-)
keff 1.15512 ± 6 pcm 0.93447 ± 6 pcm 1.20200 ± 5 pcm
DBRC sampling efficiency (%) 5.57 5.63 4.47
Perr,maj,DBRC 10.3E-08 ± 3E-09 9.8E-08 ± 3E-09 6.2E-08 ± 3E-09
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Figure 7 Effect of the conservativity of the traditional DBRC majorant on three different keff
estimators of a HTGR system.
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Figure 8 Comparison of neutron flux spectra between two DBRC calculations and NJOY-based
reference solution. With h=3.2E-3 (left) the flux spectrum corresponds to the reference, but with
h=1.0E-2 (right) significant differences can be recognized.
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Table I Performance comparison between traditional and revised majorant when applying TMS
method in three thermal systems.

PWR-Gd PWR-BU HTGR

TMS with traditional majorant, h = 3.0
Majorant generation time (s) 1.08 343.05 0.77
Transport time (h) 3.15 34.62 9.14
keff 1.15513 ± 6 pcm 0.93453 ± 6 pcm 1.20196 ± 6 pcm
TMS sampling efficiency (%) 51.7 50.4 47.3
Perr,maj,TMS 4.02E-07 ± 9E-09 4.43E-07 ± 9E-09 5.13E-07 ± 1E-08
[Perr,low,Perr,high] [9.9E-06, 1.3E-05] [9.8E-06, 1.3E-05] [9.3E-06, 1.5E-05]

TMS with revised majorant

Q 1.8E-05 1.8E-05 1.8E-05
Abs. / Rel. majorant generation time (s/-) 7.92 / 7.36 772.40 / 2.25 3.88 / 5.03
Abs. / Rel. transport time (h/-) 3.11 / 0.99 35.02 / 1.01 8.56 / 0.94
keff 1.15524 ± 6 pcm 0.93462 ± 6 pcm 1.20206 ± 6 pcm
TMS sampling efficiency (%) 53.0 51.9 48.0
Perr,maj,TMS 3.76E-07 ± 8E-09 3.89E-07 ± 8E-09 4.65E-07 ± 1E-08
[Perr,low,Perr,high] [9.0E-06, 9.0E-06] [8.5E-06, 8.5E-06] [9.0E-06, 9.1E-06]

Table II Performance comparison between traditional and revised majorant when applying DBRC
method in three thermal systems.

PWR-Gd PWR-BU HTGR

DBRC with traditional majorant, h = 3.0
Majorant generation time (s) 0.12 18.39 0.09
Transport time (h) 2.35 4.76 6.98
keff 1.15515 ± 6 pcm 0.93455 ± 6 pcm 1.20200 ± 5 pcm
DBRC sampling efficiency (%) 5.56 5.63 4.49
Perr,maj,DBRC 10.0E-08 ± 3E-09 9.9E-08 ± 3E-09 6.0E-08 ± 3E-09

DBRC with revised majorant

Q 2.2E-05 2.1E-05 2.1E-05
Abs. / Rel. majorant generation time (s/-) 0.64 / 5.26 38.11 / 2.07 0.50 / 5.69
Abs. / Rel. transport time (h/-)
keff 1.15512 ± 6 pcm 0.93447 ± 6 pcm 1.20200 ± 5 pcm
DBRC sampling efficiency (%) 5.57 5.63 4.47
Perr,maj,DBRC 10.3E-08 ± 3E-09 9.8E-08 ± 3E-09 6.2E-08 ± 3E-09
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Figure 1 Majorant cross sections for different basis temperatures Tbase (0 K and 300 K) and

temperature differences (300 K, 600 K and 900 K) for the total cross section of 238U

around the 6.7 eV resonance.

Figure 2 The energy ranges are defined differently for the revised and the traditional majorant.

Figure 3 Effect of the conservativity of the TMS majorant on three keff estimators of a HTGR

system. The effect is studied for the revised majorant and, thus, the conservativity

is manipulated through the Q parameter. The error bars correspond to two standard

deviations, 2 σ.

Figure 4 Effect of the conservativity of the TMS majorant on three different keff estimators of

a HTGR system. The conservativity is manipulated through the h parameter of the

traditional majorant.

Figure 5 Comparison of neutron flux spectra between two TMS calculations and NJOY-based

reference solution. With Q=1E-4 (left) the flux spectrum corresponds to the reference,

but with Q=3.2E-4 (right) significant differences can be recognized. The dashed line

corresponds to two standard deviations.

Figure 8 Comparison of neutron flux spectra between two DBRC calculations and NJOY-based

reference solution. With h=3.2E-3 (left) the flux spectrum corresponds to the reference,

but with h=1.0E-2 (right) significant differences can be recognized.
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Table III Final performance results for three test cases. The relative (rel.) values are calculated
with respect to the “Reference” calculation, an ordinary Serpent calculation with DBRC and full opti-
mization. The errors correspond to one sigma.

PWR-Gd PWR-BU HTGR

Number of active neutron histories 109 5× 108 5× 108

Reference, h=4.0
keff 1.15523 0.93453 1.20248
∆keff (pcm) 2 2 4
Transport time (h) 5.2 2.7 7.5
Memory requirement (GB) 3.4 91.2 1.1
Perr,maj,DBRC 3.3E-11 0.0E+00 0.0E+00
FOM, Total Capture Rate ( 1

s
) 4.1E+04 5.4E+04 1.4E+06

FOM, Capture Rate Around 6.7 eV ( 1
s
) 9.2E+02 8.7E+02 1.1E+05

Reference with reduced optimization

Abs. / Rel. Transport time (h/-) 7.2 / 1.39 24.4 / 9.04 10.5 / 1.40

Reference without DBRC

k − kref (pcm) 134 ± 3 135 ± 3 717 ± 5
Abs. / Rel. Transport time (h/-) 4.9 / 0.94 2.5 / 0.92 7.2 / 0.97

TMS with Traditional Majorant, h=4.0
kTMS − kref (pcm) 1 ± 3 0 ± 3 1 ± 5
Abs. / Rel. Transport time (h/-) 7.2 / 1.39 43.0 / 15.96 10.1 / 1.35
Abs. / Rel. Memory requirement (GB/-) 2.5 / 0.72 34.0 / 0.37 1.0 / 0.91
TMS Sampling efficiency (%) 39.3 38.1 38.1
Perr,maj,TMS 3.4E-10 3.9E-10 2.4E-10
Abs. / Rel. FOM, Tot. Capt. ( 1

s
/-) 2.9E+04 / 0.72 3.2E+03 / 0.06 1.0E+06 / 0.74

Abs. / Rel. FOM, Capt. Around 6.7 eV ( 1
s
/-) 4.6E+02 / 0.50 3.7E+01 / 0.04 7.3E+04 / 0.65

TMS with Traditional Majorant, h=3.0
kTMS − kref (pcm) -2 ± 3 3 ± 3 7 ± 5
Abs. / Rel. Transport time (h/-) 6.6 / 1.26 34.4 / 12.76 9.2 / 1.22
Abs. / Rel. Memory requirement (GB/-) 2.5 / 0.72 34.0 / 0.37 1.0 / 0.91
TMS Sampling efficiency (%) 51.7 50.4 47.4
Perr,maj,TMS 3.9E-07 4.5E-07 4.9E-07
Abs. / Rel. FOM, Tot. Capt. ( 1

s
/-) 3.0E+04 / 0.74 4.0E+03 / 0.07 1.2E+06 / 0.86

Abs. / Rel. FOM, Capt. Around 6.7 eV ( 1
s
/-) 4.8E+02 / 0.52 5.1E+01 / 0.06 8.5E+04 / 0.75

TMS with Revised Majorant, Q = 2× 10−5

kTMS − kNJOY (pcm) 3 ± 3 1 ± 3 -1 ± 5
Abs. / Rel. Transport time (h/-) 6.4 / 1.24 33.2 / 12.33 8.8 / 1.18
Abs. / Rel. Memory requirement (GB/-) 2.5 / 0.72 34.0 / 0.37 1.0 / 0.91
TMS Sampling efficiency (%) 53.2 52.3 48.2
Perr,maj,TMS 4.2E-07 4.9E-07 5.2E-07
Abs. / Rel. FOM, Tot. Capt. ( 1

s
/-) 3.1E+04 / 0.75 3.9E+03 / 0.07 1.2E+06 / 0.85

Abs. / Rel. FOM, Capt. Around 6.7 eV ( 1
s
/-) 4.9E+02 / 0.53 4.8E+01 / 0.06 8.4E+04 / 0.74

DBRC with Traditional Majorant, h=3.0
k − kref (pcm) -1 ± 3 2 ± 3 -10 ± 5
Abs. / Rel. Transport time (h/-) 5.0 / 0.96 2.6 / 0.98 7.4 / 0.99
Perr,maj,DBRC 9.0E-08 1.0E-07 5.1E-08

DBRC with Revised Majorant, Q = 2× 10−5

kTMS − kNJOY (pcm) -1 ± 3 2 ± 3 0 ± 6
Abs. / Rel. Transport time (h/-) 4.9 / 0.95 2.6 / 0.97 7.3 / 0.98
Perr,maj,DBRC 8.2E-08 8.5E-08 5.4E-08
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Figure 1 Majorant cross sections for different basis temperatures Tbase (0 K and 300 K) and

temperature differences (300 K, 600 K and 900 K) for the total cross section of 238U

around the 6.7 eV resonance.

Figure 2 The energy ranges are defined differently for the revised and the traditional majorant.

Figure 3 Effect of the conservativity of the TMS majorant on three keff estimators of a HTGR

system. The effect is studied for the revised majorant and, thus, the conservativity

is manipulated through the Q parameter. The error bars correspond to two standard

deviations, 2 σ.

Figure 4 Effect of the conservativity of the TMS majorant on three different keff estimators of

a HTGR system. The conservativity is manipulated through the h parameter of the

traditional majorant.

Figure 5 Comparison of neutron flux spectra between two TMS calculations and NJOY-based

reference solution. With Q=1E-4 (left) the flux spectrum corresponds to the reference,

but with Q=3.2E-4 (right) significant differences can be recognized. The dashed line

corresponds to two standard deviations.

Figure 8 Comparison of neutron flux spectra between two DBRC calculations and NJOY-based

reference solution. With h=3.2E-3 (left) the flux spectrum corresponds to the reference,

but with h=1.0E-2 (right) significant differences can be recognized.
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FOOTNOTES

a For a complete and up-to-date description, visit Serpent website — http://montecarlo.vtt.fi

b To be precise, also each cross section Σx for which Σx(E) ≥ Σmaj(E) can be considered

a temperature majorant cross section of Σ(E′), but usually it is practical to choose the

majorant according to Eq. (1).

c Also other ways of dealing with the energy dependence have been introduced: in Ref. [10]

a technique based on direct sampling of the secondary neutron velocity has been exam-

ined, while in Refs. [11, 12] the correction is done by varying the particle weights. It

is also possible to include the effect by using S(α, β) tables based on the analytical

scattering kernel, which has been covered in sequential Refs. [13–15].

d The multiplication is required for correct modeling of the reaction rates at low energies

and is related to the fact that the integral of the distribution from which the target

velocities are sampled (Eq. (7)) is greater than unity at low energies. This modification

is perhaps the most intuitive in case of potential scatterers with constant low-energy

cross sections: these cross sections are increased in the Doppler-broadening process,

but the corresponding increase in the reaction rates could not be captured in the TMS

transport without multiplying the cross sections by g.

e Since this system is in practice a quasi-homogeneous mixture of moderator and fuel,

the probability of a neutron to interact with the fuel material during the slowing-down

process is very high compared to, for instance, LWR geometries. In addition, the fact

that the moderator atoms in graphite are relatively heavy (AC ≈ 12) increases the

number of scattering events a neutron experiences during the process compared to lighter

moderators like light water. This increases the probability of a neutron to end up at

energies corresponding to resonances in the fuel material at some point of the slowing-

down process and, thus, makes the interactions more probable on average.

f It was found in [17] that the variances and, consequently, also the Figures-of-Merit for

all estimators including the flux estimator are significantly affected by the usage of the

TMS method near strong resonances.
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a b s t r a c t

Target Motion Sampling (TMS) is a stochastic on-the-fly temperature treatment technique that is being
developed as a part of the Monte Carlo reactor physics code Serpent. The method provides for modeling
of arbitrary temperatures in continuous-energy Monte Carlo tracking routines with only one set of cross
sections stored in the computer memory.
Previously, only the performance of the TMS method in terms of CPU time per transported neutron has

been discussed. Since the effective cross sections are not calculated at any point of a transport simulation
with TMS, reaction rate estimators must be scored using sampled cross sections, which is expected to
increase the variances and, consequently, to decrease the figures-of-merit. This paper examines the
effects of the TMS on the statistics and performance in practical calculations involving reaction rate esti-
mation with collision estimators.
Against all expectations it turned out that the usage of sampled response values has no practical effect

on the performance of reaction rate estimators when using TMS with elevated basis cross section temper-
atures (EBT), i.e. the usual way. With 0 Kelvin cross sections a significant increase in the variances of cap-
ture rate estimators was observed right below the energy region of unresolved resonances, but at these
energies the figures-of-merit could be increased using a simple resampling technique to decrease the
variances of the responses. It was, however, noticed that the usage of the TMS method increases the sta-
tistical deviances of all estimators, including the flux estimator, by tens of percents in the vicinity of very
strong resonances. This effect is actually not related to the usage of sampled responses, but is instead an
inherent property of the TMS tracking method and concerns both EBT and 0 K calculations.

� 2014 Elsevier Ltd. All rights reserved.

1. Introduction

The traditional continuous-energy Monte Carlo tracking
approach relies on effective cross sections. In other words, the
cross sections are Doppler-broadened to match the temperatures
of the transport problem beforehand and used as-is throughout
the transport simulation. Since cross sections for each nuclide
and temperature must be stored separately in the computer mem-
ory, the memory requirement of the pre-broadened cross sections
may increase to an intolerable magnitude. Particularly, the com-
puter memory becomes a significant limitation when modeling
systems with numerous nuclides and temperatures, as is often
the case in multi-physics applications of Monte Carlo. To get rid
of the memory limitation and, thus, to provide for modeling of sys-
tems with complex temperature distributions, on-the-fly tempera-
ture treatment techniques are required.

This article discusses a promising on-the-fly temperature treat-
ment technique, in which the effective cross sections are not calcu-
lated at any point, but the thermal motion of target nuclei is
handled stochastically by sampling target velocities at each colli-
sion site. With this approach, only one set of continuous-energy
cross sections needs to be stored in the computer memory regard-
less of the number of temperatures appearing in the system. As a
novel feature, the Target Motion Sampling (TMS) temperature
treatment method only sees the temperature through an arbitrary
variable Tðr; tÞ, which may vary continuously in both space and
time. The capability to easily model realistic temperature distribu-
tions makes TMS a very attractive temperature treatment tech-
nique to be used in multi-physics couplings.

The idea behind this technique was introduced for the first time
in English-written journals by the authors in Viitanen and
Leppänen (2012b) and it was implemented in the Monte Carlo
reactor physics code Serpent1 shortly afterwards (Viitanen and

http://dx.doi.org/10.1016/j.anucene.2014.08.033
0306-4549/� 2014 Elsevier Ltd. All rights reserved.
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1 A complete and up-to-date description of the Serpent code is found at the project
website: http://montecarlo.vtt.fi
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Pj ¼
Ri;jðE0; TbaseÞ
Rtot;iðE0; TbaseÞ

: ð15Þ

The tracking procedure continues according to the sampled
reaction.

It has been shown in Viitanen and Leppänen (2012b) that this
tracking scheme, with Tbase ¼ 0K, reproduces the same mean free
paths and reaction rates as conventional tracking methods relying
on effective, pre-broadened cross sections. The elevating of the
basis cross section temperature has been further discussed in
Viitanen and Leppänen (2014), where the functionality and feasi-
bility of the TMS technique with Tbase P 0 K have been demon-
strated in four realistic systems with different characteristics.

3. Reaction rate estimators

3.1. Track-length estimators

The basic idea behind the track-length estimators is that the
volume-integrated neutron flux, by definition, equals the total
track-length of neutrons. Hence, the neutron track-lengths can be
used to estimate the total neutron flux. The track-length estimators
are scored every time a neutron draws a track in the volume of
interest, i.e. the cell, universe or material in which the reaction
rates are calculated. The scores are defined

s ¼ fwlt; ð16Þ

where w is the weight of the neutron, lt is the track length of the
neutron in the volume of interest and f is the response, which is
chosen according to the reaction rate being calculated. For example,
f ¼ 1 would be used to calculate the total neutron flux, f ¼ RtotðE; TÞ
to calculate the total reaction rate and f ¼ Rc;iðE; TÞ to calculate the
radiative capture reaction rate of nuclide i. The scores can be binned
with respect of different variables, most commonly energy. For
instance, by storing separately the scores for E 6 1 eV and
E > 1 eV it is possible to separate the reactions induced by thermal
and fast neutrons from each other (Lux and Koblinger, 1990).

The usage of the track-length estimator is limited by two facts:

1. The track-length estimator involves an assumption that the
cross section response used in the scoring (Eq. (16)) represents
the whole track length lt. Consequently, the volume in which
the estimator is scored must be homogeneous in terms of
nuclide composition, density and temperature when using cross
sections as responses.

2. The track-lengths lt within the volume of interest must be
resolvable.

Because of the first limitation, the track-length estimators are
not very well suited with the TMS method. Usage of track-length
estimators would prevent the modeling of continuous temperature
distributions within material zones, thus vitiating a major advan-
tage of the TMS method. The second limitation is only related to
the geometry routine of Serpent, which combines surface-tracking
with the Woodcock delta-tracking method (Leppänen, 2010). Since
the surface crossings are not recorded with the Woodcock delta-
tracking, the track-lengths cannot be resolved without significant
extra effort and, thus, the track-length estimators cannot be scored
in practice. For this reason, the track-length estimator has not been
implemented in Serpent 2 and track-length estimators are not used
in the current article.3

3.2. Collision estimators

Collision estimators are based on the simulated total reaction
rates. As the reaction rate of a partial reaction is related to the total
reaction rate simply by the ratio of its cross section to the total
cross section, the collision estimators of any reactions can be
scored every time a reaction takes place in the neutron transport
(Lux and Koblinger, 1990).

With the TMS method, the collision estimators are scored at
each collision site, regardless of whether the collision point is
accepted or not. The scored values can be written as

s ¼ fw
RmajðEÞ

; ð17Þ

where f is the value of the response and Rmaj is the material-wise
TMS majorant cross section.

Again, the effective cross sections are not available in TMS
transport and the temperature dependence of the responses must
be handled in a different way (Section 3.3). Unlike track-length
estimators, collision estimators can be used to score reaction rates
in material zones with inhomogeneous temperature distributions.
Therefore, they are the natural choice to be used with the TMS
temperature treatment technique. All the reaction rates in this arti-
cle are calculated using collision estimators.

3.3. Distributed responses

One challenge in the scoring of reaction rate estimators is that
the effective cross sections used as responses f are, in general,
not available at the desired temperature when using the TMS tem-
perature treatment. With track-length estimators the response
should be in the homogeneous temperature of the surrounding
material, while the local temperature T of the collision point should
be used in the scoring of the collision estimators.

The issue is very similar to the basic problem of on-the-fly tem-
perature treatment in Monte Carlo neutron transport—and so is its
solution. Analogous to the TMS approach in neutron transport, a
cross section in Tbase temperature corresponding to a target-at-rest
energy sampled from Eq. (10) is used. Furthermore the responses
must be multiplied with the Doppler-broadening integral for con-
stant cross section, Eq. (3). When scored this way, i.e. using
responses

f ¼ giðE; T � TbaseÞRxðE0; TbaseÞ; ð18Þ

the expectation values of the reaction rate estimators are not
affected since the sampled cross sections correspond to the effective
cross section on average. However, the variances of the estimators
increase because the responses become distributed quantities. The
variance of the response f depends on the temperature difference
between the response and Tbase: the larger the difference, the wider
the distribution of E0 and, thus, the larger the variance of
RxðE0; TbaseÞ.

In the current implementation of the TMS method in Serpent,
the implicit estimator of keff is automatically scored at each colli-
sion point. Since the scoring involves calculation of several reaction
rates, the velocities of all nuclei in the collision material are always
sampled for each collision and the same velocities can be used
when scoring reaction rate estimators. Consequently, the extra
CPU time spent in the scoring of reaction rate estimators in the cur-
rent implementation is somewhat smaller than if the target veloc-
ities would be sampled separately while scoring the estimators.

It is easy to figure out a variance reduction technique for the
responses (18). Instead of using a single sample for the response,
one may decrease the variance of the response by using an average
of N sampled values,

3 The functionality of the TMS method together with track-length estimators has
not been demonstrated, either.
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Leppänen, 2012a). It was, however, recently learned that a technique
similar to TMS has been introduced in a Russian journal already in
the 1980s (Ogibin and Orlov, 1984). The development of the TMS
method is still on-going, and recently the main focus in the develop-
ment has been on the optimization of the method (Viitanen and
Leppänen, 2013, 2014). Near-future challenges in the development
involve at least the extension of the method to the energy range of
unresolved resonances and the application of the method together
with Sða;bÞ tables for bound-atom scattering.

This work concentrates on an anticipated challenge related to
the reaction rate estimators: since the effective cross sections are
not available during the transport simulation when tracking with
the TMS method, the reaction rate estimators need to be scored
using sampled cross sections. As the scores become distributed
quantities, the variances of the estimators may increase signifi-
cantly. On the other hand, the usage of the TMS increases the total
number of collisions in a calculation, which has an opposite effect
on the variances of collision estimators when considering a con-
stant number of neutron histories. Hence, the total effect of the
TMS method on estimator deviances is hard to figure out without
testing it in practice.

The effect of the TMS method on statistics and performance of
reaction rate estimators is studied in the current work. First, an
introduction to the TMS method and reaction rate estimators are
provided in Sections 2 and 3, respectively. Four realistic fuel
assemblies, used to test the estimators in practice, are presented
shortly in Section 4 and selected results of the calculations are pro-
vided in Section 5. The last Section 6 is dedicated for summary and
conclusions.

2. Target Motion Sampling (TMS) temperature treatment

The TMS temperature treatment technique is basically a track-
ing scheme that takes the effect of thermal motion into account
during the tracking simulation (Viitanen and Leppänen, 2012b,
2014). The neutron path lengths are sampled based on a ‘‘temper-
ature majorant’’ cross section

RmajðEÞ ¼
X
i

Rmaj;iðEÞ

¼
X
i

giðE;DTiÞ max
E02½Emin ;Emax �

Rtot;iðE0; TbaseÞ; ð1Þ

where E is the neutron energy, Tmax;i is the maximum temperature
of nuclide i;Rtot;i is the macroscopic total cross section of nuclide
i; Tbase is the basis temperature of the cross section and ½Emin; Emax�
is the energy range of thermal motion around E, which corresponds
to the temperature difference

DTi ¼ Tmax;i � Tbase;i: ð2Þ

The gi factor in Eq. (1) is the Doppler-broadening integral for con-
stant cross section

giðE;DTÞ ¼ 1þ 1

2kðDT;AiÞ2E

 !
erf kðDT;AiÞ

ffiffiffi
E

p� �

þ e�kðDT;AiÞ2E
ffiffiffiffi
p

p
kðDT;AiÞ

ffiffiffi
E

p ; ð3Þ

where Ai is the atomic weight ratio of nuclide i,

kðDT;AÞ ¼

ffiffiffiffiffiffiffiffiffiffiffi
A

kBDT

s
ð4Þ

and kB is the Boltzmann constant (X-5 Monte Carlo Team, 2003).
The energy range of the thermal motion depends on the mass of

the target nuclide and the neutron energy E in addition to DT . In
the current Serpent version, the energy boundaries are chosen

similar to the elastic scattering majorant of the Doppler-broaden-
ing rejection correction (DBRC) method2 (Becker et al., 2009). Thus,
the minimum energy in the range is

EminðE;DTi;AiÞ ¼
ffiffiffi
E

p
� 4
kðDT;AiÞ

� �2

ð5Þ

and the maximum energy is

EmaxðE;DTi;AiÞ ¼
ffiffiffi
E

p
þ 4
kðDT;AiÞ

� �2

: ð6Þ

From (5) and (6) it is also easy to derive a formula for the width of
the energy range:

Emax � Emin ¼ 16

ffiffiffi
E

p

kðDT;AiÞ
¼ 16

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EkBDT
Ai

s
: ð7Þ

The path length l and, thus, the next collision point candidate
are obtained using inversion sampling

l ¼ � 1
RmajðEÞ

lnðnÞ; ð8Þ

where n is a uniformly distributed random variable on the unit
interval. At the collision point, the target nuclide candidate is first
sampled such that the probability of sampling nuclide i is simply

Pi ¼
Rmaj;iðEÞ
RmajðEÞ

: ð9Þ

Then, the target velocity V t and cosine between the directions of the
target and neutron l are sampled from the distribution

PðV t;l; T � Tbase;AiÞ ¼
v 0

2v PMBðV t; T � Tbase;AiÞ; ð10Þ

where T is the local temperature at the collision point, v is the LAB-
frame speed of the neutron and

v 0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2 þ V2

t � 2vV tl
q

ð11Þ

is the relative speed of the neutron to the target (target-at-rest
velocity). Symbol PMB stands for the Maxwell–Boltzmann distribu-
tion for the target speed, defined

PMBðV t; T;AÞ ¼
4ffiffiffiffi
p

p cðT;AÞ3V2
t e

�cðT;AÞ2V2
t ; ð12Þ

where

cðT;AÞ ¼

ffiffiffiffiffiffiffiffiffiffiffi
AMn

2kBT

s
ð13Þ

and Mn is the neutron mass.
The collision point is accepted or rejected according to the

rejection sampling criterion

n <
giðE; T � TbaseÞRtot;iðE0; TbaseÞ

Rmaj;iðEÞ
; ð14Þ

where E0 is the target-at-rest energy corresponding to speed v 0. In
case the collision is rejected, the tracking proceeds by sampling of
a new path length beginning from the current collision point candi-
date. If the collision is accepted, a reaction is sampled using the
cross sections at temperature Tbase such that the probability of sam-
pling reaction j is

2 Previous results, published in Viitanen and Leppänen (2013), have shown that the
energy boundaries could be chosen in a more efficient way, leading to better
performance without compromising the accuracy of the calculations in practice.
However, the final implementation of this optimization technique is still incomplete
and, therefore, the less efficient DBRC boundaries will have to do for now.
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Pj ¼
Ri;jðE0; TbaseÞ
Rtot;iðE0; TbaseÞ

: ð15Þ

The tracking procedure continues according to the sampled
reaction.

It has been shown in Viitanen and Leppänen (2012b) that this
tracking scheme, with Tbase ¼ 0K, reproduces the same mean free
paths and reaction rates as conventional tracking methods relying
on effective, pre-broadened cross sections. The elevating of the
basis cross section temperature has been further discussed in
Viitanen and Leppänen (2014), where the functionality and feasi-
bility of the TMS technique with Tbase P 0 K have been demon-
strated in four realistic systems with different characteristics.

3. Reaction rate estimators

3.1. Track-length estimators

The basic idea behind the track-length estimators is that the
volume-integrated neutron flux, by definition, equals the total
track-length of neutrons. Hence, the neutron track-lengths can be
used to estimate the total neutron flux. The track-length estimators
are scored every time a neutron draws a track in the volume of
interest, i.e. the cell, universe or material in which the reaction
rates are calculated. The scores are defined

s ¼ fwlt; ð16Þ

where w is the weight of the neutron, lt is the track length of the
neutron in the volume of interest and f is the response, which is
chosen according to the reaction rate being calculated. For example,
f ¼ 1 would be used to calculate the total neutron flux, f ¼ RtotðE; TÞ
to calculate the total reaction rate and f ¼ Rc;iðE; TÞ to calculate the
radiative capture reaction rate of nuclide i. The scores can be binned
with respect of different variables, most commonly energy. For
instance, by storing separately the scores for E 6 1 eV and
E > 1 eV it is possible to separate the reactions induced by thermal
and fast neutrons from each other (Lux and Koblinger, 1990).

The usage of the track-length estimator is limited by two facts:

1. The track-length estimator involves an assumption that the
cross section response used in the scoring (Eq. (16)) represents
the whole track length lt. Consequently, the volume in which
the estimator is scored must be homogeneous in terms of
nuclide composition, density and temperature when using cross
sections as responses.

2. The track-lengths lt within the volume of interest must be
resolvable.

Because of the first limitation, the track-length estimators are
not very well suited with the TMS method. Usage of track-length
estimators would prevent the modeling of continuous temperature
distributions within material zones, thus vitiating a major advan-
tage of the TMS method. The second limitation is only related to
the geometry routine of Serpent, which combines surface-tracking
with the Woodcock delta-tracking method (Leppänen, 2010). Since
the surface crossings are not recorded with the Woodcock delta-
tracking, the track-lengths cannot be resolved without significant
extra effort and, thus, the track-length estimators cannot be scored
in practice. For this reason, the track-length estimator has not been
implemented in Serpent 2 and track-length estimators are not used
in the current article.3

3.2. Collision estimators

Collision estimators are based on the simulated total reaction
rates. As the reaction rate of a partial reaction is related to the total
reaction rate simply by the ratio of its cross section to the total
cross section, the collision estimators of any reactions can be
scored every time a reaction takes place in the neutron transport
(Lux and Koblinger, 1990).

With the TMS method, the collision estimators are scored at
each collision site, regardless of whether the collision point is
accepted or not. The scored values can be written as

s ¼ fw
RmajðEÞ

; ð17Þ

where f is the value of the response and Rmaj is the material-wise
TMS majorant cross section.

Again, the effective cross sections are not available in TMS
transport and the temperature dependence of the responses must
be handled in a different way (Section 3.3). Unlike track-length
estimators, collision estimators can be used to score reaction rates
in material zones with inhomogeneous temperature distributions.
Therefore, they are the natural choice to be used with the TMS
temperature treatment technique. All the reaction rates in this arti-
cle are calculated using collision estimators.

3.3. Distributed responses

One challenge in the scoring of reaction rate estimators is that
the effective cross sections used as responses f are, in general,
not available at the desired temperature when using the TMS tem-
perature treatment. With track-length estimators the response
should be in the homogeneous temperature of the surrounding
material, while the local temperature T of the collision point should
be used in the scoring of the collision estimators.

The issue is very similar to the basic problem of on-the-fly tem-
perature treatment in Monte Carlo neutron transport—and so is its
solution. Analogous to the TMS approach in neutron transport, a
cross section in Tbase temperature corresponding to a target-at-rest
energy sampled from Eq. (10) is used. Furthermore the responses
must be multiplied with the Doppler-broadening integral for con-
stant cross section, Eq. (3). When scored this way, i.e. using
responses

f ¼ giðE; T � TbaseÞRxðE0; TbaseÞ; ð18Þ

the expectation values of the reaction rate estimators are not
affected since the sampled cross sections correspond to the effective
cross section on average. However, the variances of the estimators
increase because the responses become distributed quantities. The
variance of the response f depends on the temperature difference
between the response and Tbase: the larger the difference, the wider
the distribution of E0 and, thus, the larger the variance of
RxðE0; TbaseÞ.

In the current implementation of the TMS method in Serpent,
the implicit estimator of keff is automatically scored at each colli-
sion point. Since the scoring involves calculation of several reaction
rates, the velocities of all nuclei in the collision material are always
sampled for each collision and the same velocities can be used
when scoring reaction rate estimators. Consequently, the extra
CPU time spent in the scoring of reaction rate estimators in the cur-
rent implementation is somewhat smaller than if the target veloc-
ities would be sampled separately while scoring the estimators.

It is easy to figure out a variance reduction technique for the
responses (18). Instead of using a single sample for the response,
one may decrease the variance of the response by using an average
of N sampled values,

3 The functionality of the TMS method together with track-length estimators has
not been demonstrated, either.
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(Leppänen, 2009). This method results in a considerable speed-up
in calculation, especially when modeling irradiated fuels. The same
optimization cannot, however, be used together with the TMS
method. Thus, comparing the performance of a typical Serpent cal-
culation to a calculation with the TMS treatment would be some-
what misleading. To provide for fair comparison of the transport
methods, the material-wise total cross sections were omitted also
from all performance-related reference calculations by running
Serpent in optimization mode 2, which has been originally devel-
oped for Serpent 2 for the purpose of saving memory in large bur-
nup calculations (Leppänen and Isotalo, 2012).

Since the TMS method is not capable of correctly modeling the
unresolved resonances, the energy region of unresolved resonances
is handled using infinitely dilute cross sections without any special
treatment in all of the calculations. Doppler-broadening rejection
correction is used for 238U between 0.4 eV and 20 keV in all of
the thermal systems. Because of the recent findings in Viitanen
and Leppänen (2014), the use of DBRC was extended in the PWR-
BU case to nuclides 95Mo, 108Pd, 131Xe, 145Nd, 147Pm, 152Sm, 239Pu,
240Pu, 242Pu and 241Am in addition to 238U. To be precise, DBRC
was used only in the reference calculations and TMS calculations
with Elevated Basis Temperatures. When using TMS with 0 K basis
cross sections the temperature dependence of the elastic scattering
kernel is inherently taken into account (Viitanen and Leppänen,
2014).

All the calculations are made using 12 OpenMP threads on a
3.47 GHz Intel Xeon X5690 processor. The results were normalized
to 1015 total flux in all of the cases.

5.1. Comparison of reaction rates

The very first thing to do is to ensure that the collision estima-
tors provide, on average, the same results with the TMS method as
with conventional trackingmethods. This is done by comparing the

total reaction rate and capture rate spectra of TMS calculations to
reference solutions based on NJOY broadened cross sections. The
spectra are scored using 1000 equi-lethargy bins from 10�11 to
20 MeV and the calculations are performed using two variations
of the TMS method: in the ‘‘TMS/0 K’’ variant, Tbase equals 0 Kelvin,
while the ‘‘TMS/EBT’’ (Elevated Basis Temperature) variant
involves basis cross sections at the minimum temperature of each
nuclide. The parameters and integral results of these calculations
are provided in Table 1.

Because of the similarity of the results, the differences in the
total reaction rate and capture rate spectra are provided here only
for the HTGR case, which has the best statistics for the whole
energy spectrum. In Figs. 1 and 2 it can be seen that the estimator
results correspond to the reference solution within statistical accu-
racy at all energies. Also the integral results presented in Table 1
are in perfect agreement.

The performance measures in Table 1 show that the TMS/EBT
method performs very well when calculating energy-integrated
reaction rates: the figures-of-merit are practically equal to the ref-
erence in two out of four cases, namely in the PWR-Gd and HTGR
cases. In the PWR-BU case, about twice the CPU time is required by
the TMS/EBT method to obtain the same statistical deviation as in
the reference calculation, since sampling the velocities of all 241
nuclides at each collision site takes a lot of calculational effort. In
the SFR case the TMS method, a little surprisingly, outperforms
the reference. This is due to the fact that the optimization mode
2 of Serpent uses a multi-group delta-tracking majorant cross sec-
tion in the neutron tracking, which slows down the calculation
especially at high neutron energies when compared to the TMS
method with a continuous-energy majorant.

The figures-of-merit are much worse with TMS/0 K. For exam-
ple, to obtain a certain level of statistical accuracy in the most inef-
ficient PWR-BU case, about 12 times more CPU time is required
than in a conventional Monte Carlo transport calculation.

Table 1
Integral results and performance measures for the reference solution and two variants of the TMS method in four test cases. The ‘‘rel.’’ values in the TMS results are calculated
relative to the NJOY based reference solution.

PWR-Gd PWR-BU HTGR SFR
Number of active neutron histories 109 5� 107 5� 108 109

NJOY based reference
Transport time (h) 7.14 2.27 10.39 15.30
Memory requirement (GB) 2.59 77.45 0.72 1.92
Tot. reaction rate (1s) 2.036E+12 2.020E+12 1.074E+13 1.004E+13

r (%) 0.014 0.062 0.002 0.003
Capture rate (1s) 1.245E+11 1.931E+11 1.672E+12 1.601E+11

r (%) 0.029 0.109 0.004 0.005
Tot. reaction rate, FOM (1s) 2.0E+03 3.2E+02 6.7E+04 2.0E+04

Capture rate, FOM (1s) 4.6E+02 1.0E+02 1.7E+04 7.3E+03

TMS/EBT
Transport time, tot./rel. (h/-) 7.13/1.00 4.50/1.98 10.41/1.00 10.31/0.67
Memory requirement tot./rel. (GB/-) 1.89/0.73 33.44/0.43 0.72/1.00 1.64/0.86
Tot. reaction rate (1s) 2.036E+12 2.014E+12 1.074E+13 1.004E+13

r (%) 0.014 0.062 0.002 0.003
Capture rate (1s) 1.245E+11 1.927E+11 1.672E+12 1.601E+11

r (%) 0.028 0.108 0.004 0.005
Tot. reaction rate, FOM, tot./rel. (1s/-) 2.0E+03/1.00 1.6E+02/0.50 6.7E+04/1.00 3.0E+04/1.48

Capture rate, FOM, tot./rel. (1s/-) 5.0E+02/1.07 5.3E+01/0.51 1.7E+04/1.00 1.1E+04/1.49

TMS/0 K
Transport time, tot./rel. (h/-) 17.81/2.50 25.93/11.42 25.63/2.47 16.24/1.06
Memory requirement tot./rel. (GB/-) 1.98/0.76 40.73/0.53 0.76/1.05 2.42/1.26
Tot. reaction rate (1s) 2.036E+12 2.019E+12 1.073E+13 1.004E+13

r (%) 0.014 0.061 0.002 0.003
Capture rate (1s) 1.245E+11 1.929E+11 1.672E+12 1.600E+11

r (%) 0.029 0.111 0.005 0.005
Tot. reaction rate, FOM, tot./rel. (1s/-) 8.0E+02/0.40 2.9E+01/0.09 2.7E+04/0.41 1.9E+04/0.94

Capture rate, FOM, tot./rel. (1s/-) 1.8E+02/0.40 8.7E+00/0.08 4.3E+03/0.26 6.8E+03/0.94
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f ¼ 1
N

XN
n¼1

giðE; T � TbaseÞRxðE0
n; TbaseÞ: ð19Þ

As N approaches infinity, the value of the response approaches to

ZZ
giðE; T � TbaseÞRxðv 0; TbaseÞ �

1
giðE; T � TbaseÞ

v 0

2v
� PMBðV t; T � TbaseÞdldV t ¼ Rxðv ; TÞ ¼ RxðE; TÞ; ð20Þ

i.e. the effective cross section at temperature T. In Eq. (20), the nor-
malized form of the target velocity distribution (10) has been used
(Viitanen and Leppänen, 2014). This approach increases the CPU
time spent in the sampling of the cross sections as the target veloc-
ities need to be resampled in case N > 1. Therefore, the total num-
ber of samples N should be optimized for the best performance.

Even though the temperature difference between the material
and Tbase, and usage of TMS in general, increases the variances of
the scores, it also affects the number of collisions in the transport:
An increase in the temperature difference Tmax � Tbase decreases
the sampling efficiency of the rejection sampling criterion (14),
which increases the proportion of rejected or ‘‘virtual’’ collisions
in the transport. Consequently, the collision estimators are scored
more often than in an ordinary calculation with the same number
of neutron histories, which has a decreasing effect on the variances
of estimators. It is, hence, not self-evident whether the total effect
of TMS on the variances of collision estimators is increasing or
decreasing.

3.4. Figures-of-merit

What comes to the calculation of reaction rates, it is, in practice,
not the amount of statistics obtained per transported neutron but
the amount of statistics per spent CPU time that counts. The best
quantity to describe the overall performance of a Monte Carlo code
in reaction rate estimation is the figure-of-merit, defined

FOM ¼ 1
sr2 ; ð21Þ

where s is the calculation time and r2 is the variance of an estima-
tor. Since the variance is, by theory, inversely proportional to s, the
value of FOM should be independent of the total calculation time.
Thus, it describes purely the efficiency of the calculational system
in the calculation of reaction rates. The higher the FOM, the better
the performance.

The usage of the TMS temperature treatment has effect on both
parameters s and r. The effect of TMS on r has been previously
described. When it comes to s, it has been examined in Viitanen
and Leppänen (2012a, 2013, 2014) that the calculation time
required per transported neutron is somewhat higher with the
TMS method than with methods relying on effective cross sections.
After introduction of reaction rate estimators with the stochastic
scoring scheme, the calculational overhead may increase further.
Since the usage of TMS increases both r and s, it is expected that
the figures-of-merit are somewhat worse with the TMS than with
conventional transport methods.

4. Test cases

The performance of the TMS method in reaction rate estimation
is tested in four systems with different neutron spectra to provide
an overall picture of its performance in practice. The test cases are
the same as in Viitanen and Leppänen (2014).

4.1. Gd-doped pressurized water reactor assembly (PWR-Gd)

The first ‘‘PWR-Gd’’ case involves a 17 � 17 PWR fuel assembly
with 16 Gadolinium-doped fuel rods in an infinite two dimensional
lattice. The geometry and material definitions of the fuel assembly
are from an NEA benchmark (Roque et al., 2004). The only differ-
ences to the benchmark specifications are related to temperatures:
the moderator temperature is risen to 600 K for simplicity and the
originally flat temperature profiles of the fuel rods are replaced
with 3-step distributions such that the pellets are divided into
three equi-thick annular regions with temperatures 600, 900, and
1200 K from outside in.

In the PWR-Gd case, the estimators are scored in the fuel mate-
rial of the four corner rods.

4.2. PWR-Gd assembly at 40 MWd/kgU burnup (PWR-BU)

The second case is abbreviated ‘‘PWR-BU’’ and features the pre-
viously introduced ‘‘PWR-Gd’’ bundle irradiated to 40 MWd/kgU
burnup. The irradiated material compositions were obtained by
running a separate burnup calculation using Serpent 2.1.14. The
resulting compositions contain 241 actinide and fission product
nuclides with cross sections available in the data libraries.

The estimators are scored in the fuel material of the four corner
rods also in the PWR-BU case.

4.3. High temperature gas cooled reactor system (HTGR)

The ‘‘HTGR’’ test case consists of TRISO particles within graphite
matrix in an infinite three dimensional lattice. The specifications of
the TRISO particles and the composition of the graphite matrix are
based on a NEA benchmark for HTGR fuel depletion (DeHart and
Ulses, 2009), and the lattice pitch is 0.16341 cm. The fuel kernel
in the spherical TRISO particles is divided in two equally thick parts
such that the innermost 0.0125 cm is at 1800 K temperature and
the outer layer is at 1200 K. The temperature of all other materials
is 1200 K.

The estimators in the HTGR case are scored in all of the fuel
material.

4.4. Sodium cooled fast reactor assembly (SFR)

The last of the test cases, ‘‘SFR’’, involves a fuel assembly from
the sodium cooled fast reactor JOYO in an infinite two dimensional
lattice. The specifications of the assembly can be found in Nuclear
Energy Agency (2006). The geometry and material definitions cor-
respond to the benchmark definition for the 250 �C core. Again, the
fuel temperature is modified such that the inner half (radius) of the
fuel pellets is at 1200 K and the outer half at 900 K temperature. All
other materials are at 600 K temperature in the model.

In the SFR case, the estimators are scored in the fuel material of
all 6 corner rods of the hexagonal fuel assembly.

5. Results

The results are calculated using a development version of Ser-
pent, which is based on Serpent 2.1.14. The cross section library
used in the calculations is JEFF-3.1.1 based and it has been pro-
cessed with NJOY 99.364 using a rather low 0.001 reconstruction
tolerance (MacFarlane and Muir, 2000). TMS treatment is used
for fuel materials only, and all the other materials are modeled
using NJOY-broadened cross sections. In the reference calculations,
pre-broadened cross sections are used also for the fuel materials.

The Serpent transport routine is optimized for performance
using pre-generated material-wise total cross sections to avoid
summation over material compositions during tracking
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(Leppänen, 2009). This method results in a considerable speed-up
in calculation, especially when modeling irradiated fuels. The same
optimization cannot, however, be used together with the TMS
method. Thus, comparing the performance of a typical Serpent cal-
culation to a calculation with the TMS treatment would be some-
what misleading. To provide for fair comparison of the transport
methods, the material-wise total cross sections were omitted also
from all performance-related reference calculations by running
Serpent in optimization mode 2, which has been originally devel-
oped for Serpent 2 for the purpose of saving memory in large bur-
nup calculations (Leppänen and Isotalo, 2012).

Since the TMS method is not capable of correctly modeling the
unresolved resonances, the energy region of unresolved resonances
is handled using infinitely dilute cross sections without any special
treatment in all of the calculations. Doppler-broadening rejection
correction is used for 238U between 0.4 eV and 20 keV in all of
the thermal systems. Because of the recent findings in Viitanen
and Leppänen (2014), the use of DBRC was extended in the PWR-
BU case to nuclides 95Mo, 108Pd, 131Xe, 145Nd, 147Pm, 152Sm, 239Pu,
240Pu, 242Pu and 241Am in addition to 238U. To be precise, DBRC
was used only in the reference calculations and TMS calculations
with Elevated Basis Temperatures. When using TMS with 0 K basis
cross sections the temperature dependence of the elastic scattering
kernel is inherently taken into account (Viitanen and Leppänen,
2014).

All the calculations are made using 12 OpenMP threads on a
3.47 GHz Intel Xeon X5690 processor. The results were normalized
to 1015 total flux in all of the cases.

5.1. Comparison of reaction rates

The very first thing to do is to ensure that the collision estima-
tors provide, on average, the same results with the TMS method as
with conventional trackingmethods. This is done by comparing the

total reaction rate and capture rate spectra of TMS calculations to
reference solutions based on NJOY broadened cross sections. The
spectra are scored using 1000 equi-lethargy bins from 10�11 to
20 MeV and the calculations are performed using two variations
of the TMS method: in the ‘‘TMS/0 K’’ variant, Tbase equals 0 Kelvin,
while the ‘‘TMS/EBT’’ (Elevated Basis Temperature) variant
involves basis cross sections at the minimum temperature of each
nuclide. The parameters and integral results of these calculations
are provided in Table 1.

Because of the similarity of the results, the differences in the
total reaction rate and capture rate spectra are provided here only
for the HTGR case, which has the best statistics for the whole
energy spectrum. In Figs. 1 and 2 it can be seen that the estimator
results correspond to the reference solution within statistical accu-
racy at all energies. Also the integral results presented in Table 1
are in perfect agreement.

The performance measures in Table 1 show that the TMS/EBT
method performs very well when calculating energy-integrated
reaction rates: the figures-of-merit are practically equal to the ref-
erence in two out of four cases, namely in the PWR-Gd and HTGR
cases. In the PWR-BU case, about twice the CPU time is required by
the TMS/EBT method to obtain the same statistical deviation as in
the reference calculation, since sampling the velocities of all 241
nuclides at each collision site takes a lot of calculational effort. In
the SFR case the TMS method, a little surprisingly, outperforms
the reference. This is due to the fact that the optimization mode
2 of Serpent uses a multi-group delta-tracking majorant cross sec-
tion in the neutron tracking, which slows down the calculation
especially at high neutron energies when compared to the TMS
method with a continuous-energy majorant.

The figures-of-merit are much worse with TMS/0 K. For exam-
ple, to obtain a certain level of statistical accuracy in the most inef-
ficient PWR-BU case, about 12 times more CPU time is required
than in a conventional Monte Carlo transport calculation.

Table 1
Integral results and performance measures for the reference solution and two variants of the TMS method in four test cases. The ‘‘rel.’’ values in the TMS results are calculated
relative to the NJOY based reference solution.

PWR-Gd PWR-BU HTGR SFR
Number of active neutron histories 109 5� 107 5� 108 109

NJOY based reference
Transport time (h) 7.14 2.27 10.39 15.30
Memory requirement (GB) 2.59 77.45 0.72 1.92
Tot. reaction rate (1s) 2.036E+12 2.020E+12 1.074E+13 1.004E+13

r (%) 0.014 0.062 0.002 0.003
Capture rate (1s) 1.245E+11 1.931E+11 1.672E+12 1.601E+11

r (%) 0.029 0.109 0.004 0.005
Tot. reaction rate, FOM (1s) 2.0E+03 3.2E+02 6.7E+04 2.0E+04

Capture rate, FOM (1s) 4.6E+02 1.0E+02 1.7E+04 7.3E+03

TMS/EBT
Transport time, tot./rel. (h/-) 7.13/1.00 4.50/1.98 10.41/1.00 10.31/0.67
Memory requirement tot./rel. (GB/-) 1.89/0.73 33.44/0.43 0.72/1.00 1.64/0.86
Tot. reaction rate (1s) 2.036E+12 2.014E+12 1.074E+13 1.004E+13

r (%) 0.014 0.062 0.002 0.003
Capture rate (1s) 1.245E+11 1.927E+11 1.672E+12 1.601E+11

r (%) 0.028 0.108 0.004 0.005
Tot. reaction rate, FOM, tot./rel. (1s/-) 2.0E+03/1.00 1.6E+02/0.50 6.7E+04/1.00 3.0E+04/1.48

Capture rate, FOM, tot./rel. (1s/-) 5.0E+02/1.07 5.3E+01/0.51 1.7E+04/1.00 1.1E+04/1.49

TMS/0 K
Transport time, tot./rel. (h/-) 17.81/2.50 25.93/11.42 25.63/2.47 16.24/1.06
Memory requirement tot./rel. (GB/-) 1.98/0.76 40.73/0.53 0.76/1.05 2.42/1.26
Tot. reaction rate (1s) 2.036E+12 2.019E+12 1.073E+13 1.004E+13

r (%) 0.014 0.061 0.002 0.003
Capture rate (1s) 1.245E+11 1.929E+11 1.672E+12 1.600E+11

r (%) 0.029 0.111 0.005 0.005
Tot. reaction rate, FOM, tot./rel. (1s/-) 8.0E+02/0.40 2.9E+01/0.09 2.7E+04/0.41 1.9E+04/0.94

Capture rate, FOM, tot./rel. (1s/-) 1.8E+02/0.40 8.7E+00/0.08 4.3E+03/0.26 6.8E+03/0.94
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� The behavior around the 6.7 eV resonance of 238U in Fig. 5
shows that around very strong resonances the variances in
the capture rate are larger than the reference in all calculations
with TMS. In fact, it was noticed that with TMS also the
statistical deviation of the neutron flux around the strongest
resonances is somewhat higher than in an ordinary calculation
with effective cross sections, which implies that this behavior is
not related to the usage of distributed responses.

� The results in Figs. 6 and 7 show that when using TMS with EBT
the value of N does not affect the standard deviations at any
energy region, in practice. The issue around the strong
resonances exists also with EBT, but the standard deviations
of the TMS calculations are slightly closer to the reference than
in the 0 K cases.

The fact that the quality of the response samples is only impor-
tant at a particular energy region seems to be related to the energy
range of the effect of thermal motion, which according to Eq. (7) is
directly proportional to the square root of neutron energy. Since
the spacing and average width of the resonances are roughly con-
stant (at least in magnitude) throughout the whole energy
spectrum, the broadening of the extent of thermal motion means
that the energy region fromwhich the response values are sampled
contains a higher number of resonances and the probability of hit-
ting an individual resonance is much smaller than at low energies.
This increases significantly the variances of responses, which is
also reflected in the estimator results. It should be noted that the
energy range defined by Eq. (7) depends also on the mass of the
nuclide and the temperature. Hence, the phenomenon is empha-
sized for light resonance absorber nuclides at high temperatures.
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Fig. 4. Relative standard deviations of the capture rate spectra for the PWR-BU case.
Zero Kelvin basis cross sections are used in the TMS calculations.
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Fig. 5. A selected detail in the capture rate deviation spectrum of the PWR-BU case,
calculated using TMS/0 K: the surroundings of the 6.7 eV resonance peak of 238U.
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Fig. 6. Relative standard deviations of the capture rate spectra for the PWR-BU case.
The TMS calculations are made using elevated basis cross section temperatures
(EBT).
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Fig. 3. Relative standard deviations of the total reaction rate spectra for the PWR-
BU case. The TMS calculations with different numbers of responses N are done using
basis cross sections at 0 K. The reference solution is based on NJOY-broadened cross
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In many cases it is, however, not the energy-integrated reaction
rate, but the contribution of a smaller energy region that is of inter-
est. The energy dependence of the variances is examined in the
next section.

5.2. Variance spectra

Serpent was run for each of the four test cases with number of
resampling, N, ranging from 1 to 100 using 5 million active neutron
histories. Again, the calculations were made using two different
basis temperatures. For comparison purposes, the results of an
NJOY based reference calculation are also provided.

The effect of the response resampling on variances is first exam-
ined through the standard deviations of the total reaction rate and
capture rate spectra. Since the results are, again, quite similar for
all of the test cases, only the results of the PWR-BU test case are
provided. Selected results are depicted in Figs. 3–7. The results cal-
culated with 0 K basis are provided mainly to emphasize the effects
of the TMS technique on variances: the results in the previous sec-
tion suggest that EBT variant should always be used for the best
performance.

It should also be noted that the plots in Figs. 3–7 represent the
statistical deviations, not the figures-of-merit. As can be seen in
Table 1, the N ¼ 1 calculation with TMS/0 K takes about 11.5 times
more calculation time than the reference calculation and changing
the N parameter increases the calculation time further by about
10% with N ¼ 10 or about 140% with N ¼ 100 in the PWR-BU case.
Thus, even though it seems that the statistical deviations become

slightly smaller with TMS/0 K than with the reference, the fig-
ures-of-merit are in fact much worse. With TMS/EBT the calcula-
tional overhead to reference is much smaller and, hence, the
figures-of-merit would be much closer but still worse than the
reference.

Several conclusions can be drawn based on these results:

� In Fig. 3 it can be seen that resampling does not have significant
effect on the varianceswhen calculating the total reaction rate. It
can also be seen that around 10�3 MeV, for instance, the TMS
method with 0 K basis results in smaller variances than a con-
ventional calculationwith the samenumber of neutron histories,
apparently due to an increase in the number of virtual collisions
because of the lowered rejection sampling efficiency. The stan-
dard deviation curves are connected above 2� 10�2 MeV, which
corresponds to the lower boundary of the energy region of unre-
solved resonances for 238U.

� The advantages of resampling can be recognized in Fig. 4,
between energies 2� 10�4 and 2� 10�2 MeV. The increasing
of N decreases the variance of the capture rate estimator. With
sufficiently high values of N the standard deviation is approxi-
mately halved, decreasing it even below that of the reference
calculation. It also seems that at this energy region already a
few additional samples decreases the variance of the estimator
significantly. Since both the total reaction rate and capture rate
estimators are scored equally often, the differences in estimator
variances can only be explained by the fact that the total cross
section is relatively smooth compared to the capture cross
section.
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Fig. 1. Differences in total reaction rate spectra compared to an NJOY based
reference solution. Results are provided for TMS with two different basis cross
section temperatures. The dashed line represents one-sigma standard deviation.
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Fig. 2. Differences in capture rate spectra compared to an NJOY based reference
solution.
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� The behavior around the 6.7 eV resonance of 238U in Fig. 5
shows that around very strong resonances the variances in
the capture rate are larger than the reference in all calculations
with TMS. In fact, it was noticed that with TMS also the
statistical deviation of the neutron flux around the strongest
resonances is somewhat higher than in an ordinary calculation
with effective cross sections, which implies that this behavior is
not related to the usage of distributed responses.

� The results in Figs. 6 and 7 show that when using TMS with EBT
the value of N does not affect the standard deviations at any
energy region, in practice. The issue around the strong
resonances exists also with EBT, but the standard deviations
of the TMS calculations are slightly closer to the reference than
in the 0 K cases.

The fact that the quality of the response samples is only impor-
tant at a particular energy region seems to be related to the energy
range of the effect of thermal motion, which according to Eq. (7) is
directly proportional to the square root of neutron energy. Since
the spacing and average width of the resonances are roughly con-
stant (at least in magnitude) throughout the whole energy
spectrum, the broadening of the extent of thermal motion means
that the energy region fromwhich the response values are sampled
contains a higher number of resonances and the probability of hit-
ting an individual resonance is much smaller than at low energies.
This increases significantly the variances of responses, which is
also reflected in the estimator results. It should be noted that the
energy range defined by Eq. (7) depends also on the mass of the
nuclide and the temperature. Hence, the phenomenon is empha-
sized for light resonance absorber nuclides at high temperatures.
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Zero Kelvin basis cross sections are used in the TMS calculations.
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calculated using TMS/0 K: the surroundings of the 6.7 eV resonance peak of 238U.
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Fig. 6. Relative standard deviations of the capture rate spectra for the PWR-BU case.
The TMS calculations are made using elevated basis cross section temperatures
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average of N response samples instead of an individual value in the
estimator scoring.

The reaction rate results calculated using the TMS method
agreed with the NJOY based reference solution within statistical
accuracy throughout the energy spectrum. By examining closely
the deviance spectra calculated using the response resampling
technique with different values for N, it was noticed that the usage
of sampled response function values only had practical effect on
the estimator variances when scoring the capture rate estimator
at energies between 2� 10�4 and 2� 10�2 MeV and the effect
was only present when TMS method was used with 0 Kelvin cross
sections. With elevated basis temperatures (EBT) or with total
reaction rate estimators the ‘‘quality’’ of the responses had no
effect on the estimator variances.

The only energy region in which the TMS with EBT performed
notably worse than the reference was near very strong reso-
nances: in the vicinity of resonances the statistical deviations of
all estimators, including the flux estimator, increased above the
reference. This behavior decreased the figures-of-merit near very
strong resonances by about 50% compared to the reference, while
the performance was practically equal further away from the
strong resonances. The effect is, according to current knowledge,
caused by the fact that the summing over a random number of
scores from virtual collisions results in higher estimator variances
than usage of individual scores from actual collisions if the
probability of a neutron to experience an actual collision is very
high.

It seems that the usage of sampled response values has much
smaller effect on the variances of estimators than anticipated
beforehand by the authors. In those cases, where the usage of sam-
pled responses significantly deteriorated the variances of the esti-
mators, the performance could be effectively boosted using the
response resampling technique. However, it should be noted that
in the current study these cases were always associated with the
usage of TMS with 0 Kelvin basis temperatures. In practical calcu-
lations, the EBT version will be always used and, thus, the resam-
pling will be futile.

In summary, the TMS method with EBT seems to perform very
well in the calculation of reaction rates and the performance seems
to be governed by the efficiency of the neutron tracking. It is, how-
ever, possible that new issues would emerge if more exotic mate-
rials and reactions would be investigated: this study was only
limited to the behavior of total reaction rate and capture rate esti-
mators in typical fuel materials. The applicability of the method

with track length estimators is considered a very important topic
and is to be examined in the near future.
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5.3. Effect of resampling

In the previous, it was noticed that increasing of the N parame-
ter has a decreasing effect on the variance of the total capture rate
between energies 2� 10�4 and 2� 10�2 MeV, but only when using
TMS/0 K. To examine the corresponding effect on the figures-of-
merit, the capture reaction rate between 2–4 keV was estimated
with different values of N. Five million active neutron histories
were run per each calculation. The results are depicted in Fig. 8.

When resampling is applied only at a narrow energy interval,
the value of N has only minor effect on the calculation times.
Changing N from 1 to 256 increased the overall calculation time
by 64% in the HTGR case, while the extra calculation time was less
than 12% in all other cases. The figures-of-merit in Fig. 8 show that
the performance of the TMS method in high-energy reaction rate
estimation can be significantly increased using the resampling
method. With optimal number of samples N the figure-of-merit

can be increased even by a factor of six in the HTGR case and by
a factor of about 1.5–2 in other systems.

5.4. Figures-of-merit near strong resonances

To express the importance of the previously-discovered effect
around strong resonances also in terms of figures-of-merit, the
capture rate around the 6.7 eV resonance of 238U was calculated
using a single energy bin between 6.5–6.9 eV. The results for the
thermal systems are provided in Table 2.

The figures-of-merit for TMS/0 K are in any case significantly
smaller than for reference because of longer calculation times,
but those for TMS/EBT should, in general, be very close to the ref-
erence in the light of the previous results. Hence, based on the
TMS/EBT results in Table 2 it can be concluded that the whole
50% decrease in figures-of-merit around strong resonances is
caused by the newly-found behavior.

According to the current understanding, the behavior is caused
by a relative increase in TMS score variances in case of highly prob-
able reactions. When considering a constant number of neutron
histories, the usage of TMS usually decreases the variances because
TMS transport adds virtual collisions, at which the collision estima-
tors are scored, along the neutron tracks. Specifically, this effect
adds virtual collisions also for such neutrons that do not experi-
ence any actual collisions within a material region in which the
estimators are scored. Since a couple of scores from virtual colli-
sions is much better for the statistics than no scores at all, the
use of TMS in many cases decreases the estimator variances.

However, the situation becomes a little different at energies
where the cross sections are very high and, correspondingly, the
mean free paths are very small. Near strong resonances the proba-
bility of a neutron to experience a real collision is near 100% and,
therefore, it is very likely to get one collision estimator score out
of each neutron track in the material zone of interest even with
conventional tracking methods. It turns out that individual scores
corresponding to the actual collisions (conventional transport)
result in smaller estimator variances than sums of n scores corre-
sponding to the numerous virtual collisions along the way to the
reaction site (TMS), since n is in fact a random variable. Conse-
quently, the TMSmethod results in slightly poorer estimator statis-
tics near strong resonances and there is, in practice, nothing to do
about it. Hopefully, a more rigorous description of the phenome-
non will be provided in the future.

6. Summary and conclusions

In this work, the effect of the TMS temperature treatment
method on the performance of total reaction rate and capture rate
estimators has been studied. Because of a limitation in the geome-
try routine of the Serpent Monte Carlo code, the study was, at this
point, limited to collision estimators only. To better understand the
effect of distributed cross section responses on the variances of
the estimators, a resampling technique was introduced to decrease
the response variances. This technique is simply based on using an
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Table 2
Figures-of-merit for a capture rate estimator scored around the 6.7 eV resonance of
238U.

PWR PWR-BU HTGR

Abs. Rel. Abs. Rel. Abs. Rel.

NJOY Based
Reference

1.08E+03 1.00 8.66E+01 1.00 1.23E+05 1.00

TMS/EBT 5.09E+02 0.47 3.49E+01 0.40 6.71E+04 0.54
TMS/0 K 2.12E+02 0.20 6.14E+00 0.07 2.75E+04 0.22
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average of N response samples instead of an individual value in the
estimator scoring.

The reaction rate results calculated using the TMS method
agreed with the NJOY based reference solution within statistical
accuracy throughout the energy spectrum. By examining closely
the deviance spectra calculated using the response resampling
technique with different values for N, it was noticed that the usage
of sampled response function values only had practical effect on
the estimator variances when scoring the capture rate estimator
at energies between 2� 10�4 and 2� 10�2 MeV and the effect
was only present when TMS method was used with 0 Kelvin cross
sections. With elevated basis temperatures (EBT) or with total
reaction rate estimators the ‘‘quality’’ of the responses had no
effect on the estimator variances.

The only energy region in which the TMS with EBT performed
notably worse than the reference was near very strong reso-
nances: in the vicinity of resonances the statistical deviations of
all estimators, including the flux estimator, increased above the
reference. This behavior decreased the figures-of-merit near very
strong resonances by about 50% compared to the reference, while
the performance was practically equal further away from the
strong resonances. The effect is, according to current knowledge,
caused by the fact that the summing over a random number of
scores from virtual collisions results in higher estimator variances
than usage of individual scores from actual collisions if the
probability of a neutron to experience an actual collision is very
high.

It seems that the usage of sampled response values has much
smaller effect on the variances of estimators than anticipated
beforehand by the authors. In those cases, where the usage of sam-
pled responses significantly deteriorated the variances of the esti-
mators, the performance could be effectively boosted using the
response resampling technique. However, it should be noted that
in the current study these cases were always associated with the
usage of TMS with 0 Kelvin basis temperatures. In practical calcu-
lations, the EBT version will be always used and, thus, the resam-
pling will be futile.

In summary, the TMS method with EBT seems to perform very
well in the calculation of reaction rates and the performance seems
to be governed by the efficiency of the neutron tracking. It is, how-
ever, possible that new issues would emerge if more exotic mate-
rials and reactions would be investigated: this study was only
limited to the behavior of total reaction rate and capture rate esti-
mators in typical fuel materials. The applicability of the method

with track length estimators is considered a very important topic
and is to be examined in the near future.
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ABSTRACT

This paper examines the applicability of the Target Motion Sampling (TMS) temperature
treatment method together with track-length estimators. Several track-length estimator based
quantities are calculated in four test cases using a preliminary implementation of the method
in OpenMC. The results are compared to an NJOY-based reference. The study reveals a statis-
tically significant bias in the estimator results, but the errors were found to only affect limited
energy regions, and their magnitude is relatively small as long as energy-integrated estimators
are considered.

Key Words: on-the-fly, Doppler-broadening, track-length estimator, TMS, OpenMC

1. INTRODUCTION

Target Motion Sampling (TMS) temperature treatment technique is a stochastic method for taking
the effect of the thermal motion of nuclides on path lengths and reaction rates into account on-
the-fly during a Monte Carlo neutron tracking calculation. The method provides for modeling of
arbitrary material temperatures with only one set of cross sections stored in the computer memory,
significantly decreasing the memory demand of coupled multi-physics calculations involving de-
tailed temperature distributions. Currently, the method is only able to deal with the energy region
of resolved resonances and the thermal region of non-bound nuclides, but there are plans to extend
the method to S(α, β) and the region of unresolved resonances in the future.

Previously, the TMS method has only been studied as a part of the Serpent 2 Monte Carlo code. The
implementation of the method in Serpent has been found to be both accurate and well-feasible in
terms of performance [1]. Since the calculation of reactor-physical parameters in Serpent relies on
collision estimators, the functionality of the TMS method has not previously been studied together
with track-length estimators. As there has been discussion whether or not the TMS method can be
used together with track-length estimators in the first place, it was decided to scratch the surface of
this important topic with a simple hands-on study.

mailto:tuomas.viitanen@vtt.fi
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codes for many years. The efficiency and optimization of the method has been further discussed in
References [1] and [9].

The TMS method is, contrary to other recently-developed on-the-fly temperature treatment tech-
niques [10, 11], in fact a neutron tracking rather than a Doppler-broadening technique. Thus, the
Doppler-broadened, effective cross sections are not calculated at any point of the transport calcu-
lation, but instead the temperature corrections are based on sampling target velocities at collision
sites and using the available cross sections to determine the reaction probabilities in target-at-rest
frame. To make this possible, a majorant-based rejection sampling technique must be applied in
the sampling of path lengths, as described in Reference [1].

In the current study, “traditional” or DBRC-style truncation of the Maxwellian is used in the gen-
eration of the majorant cross section [9]. Thus, the energy range of thermal motion around neutron
energy E is defined by limits

Emin,n(E) =
(√

E − h

√

kB∆Tn

An

)2

(1)

Emax,n(E) =
(√

E + h

√

kB∆Tn

An

)2

, (2)

where An is the atomic weight ratio of nuclide n,

∆Tn = Tmax,n − Tbase (3)

is the temperature difference between the maximum temperature of the nuclide Tmax,n and the cross
sections Tbase, kB is the Boltzmann constant and h specifies the range of thermal motion in terms of
dimensionless velocity, similar to the truncation originally used in the Sigma1 kernel broadening
method [12]. In other words, h defines the conservativity of the majorant (see Section 2.4).

2.3. Track-length Estimators

The basic idea behind track-lengths is the fact that the integral of neutron flux over a volume is
equal to the total track-length of neutrons within the volume in a time interval. Consequently, by
keeping track of the neutron track-lengths l during a Monte Carlo transport calculation it is possible
to gain information on the spatially integrated neutron flux. When scoring the neutron flux using
track-length estimators, the score si corresponding to track-length i is defined

si = wili , (4)

where wi is the neutron weight, and the estimator for the neutron flux Φ is simply the (normalized)
sum of the scores obtained during the transport simulation. Furthermore, the scores can be binned
with respect of, for example, energy or spatial domain to gain information on the neutron spectrum
or the spatial flux distribution.

The estimators can also be used to calculate reaction rates and other integrals of type
∫

t

∫

V

∫

E

f(E, r)Φ(E, r)dtd3rdE , (5)
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The main application of the TMS method in Serpent is related to the multi-physics interface. Since
this interface relies strongly on rejection sampling techniques that can only be applied together
with the collision estimators, implementation of the track-length estimators in Serpent only for
the purpose of the current study was considered pointless. Hence, the open-source Monte Carlo
code OpenMC was chosen as the testing platform [3, 4]. The TMS method was implemented in
a currently non-public branch of the OpenMC, primarily, to study the TMS method together with
the track-length estimators and, secondarily, to test the performance of the method in a new code.
The very first results, including problems that are recognized but not yet solved, are presented in
the current article.

2. METHODOLOGY

2.1. OpenMC Monte Carlo Code

OpenMC is an open-source Monte Carlo code originating from the Massachusetts Institute of Tech-
nology. The code development has strong emphasis on efficient high-performance computing with
current and future parallel computers. The focus on massive parallelization has affected many of
the techniques implemented in the code, including for instance the efficiently parallelizable fis-
sion bank algorithm and the double-indexing based implementation of the unionized energy grid,
which significantly speeds up cross section data retrieval with only a small increase in the memory
requirement [3, 5, 6].

OpenMC was the natural choice for the current study for a couple of reasons. First of all, OpenMC,
unlike Serpent, uses track-length estimators in the estimation of reaction rates, keff etc., which makes
the study possible in the first place. Second, the source code of OpenMC is freely and easily acces-
sible through the GitHub hosting service. In addition, OpenMC uses the same ACE cross section
data format as MCNP and Serpent, significantly facilitating inter-code comparisons.

Since in OpenMC the material-wise macroscopic cross sections are calculated on-the-fly during
transport, the code also acts as a very good reference for measuring the performance of the TMS
method. This is not the case with the Serpent Monte Carlo code in which the macroscopic cross
sections are normally precalculated in the problem initialization phase. As this optimization tweak
cannot be utilized together with the TMS method, a normal Serpent calculation does not provide a
fair reference for the TMS method, and artificial slowing-down of the Serpent calculations in the
hope of a better performance reference, as it has been done for example in Reference [1], has its
own issues.

2.2. TMS Temperature Treatment Method

Target Motion Sampling (TMS) temperature treatment technique was introduced for the first time in
English-written journals in 2012 [7], but it was recently learned that a similar method has been pre-
sented already in 1984 in the Soviet Russia [8] and has been routinely used in Russian Monte Carlo
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codes for many years. The efficiency and optimization of the method has been further discussed in
References [1] and [9].

The TMS method is, contrary to other recently-developed on-the-fly temperature treatment tech-
niques [10, 11], in fact a neutron tracking rather than a Doppler-broadening technique. Thus, the
Doppler-broadened, effective cross sections are not calculated at any point of the transport calcu-
lation, but instead the temperature corrections are based on sampling target velocities at collision
sites and using the available cross sections to determine the reaction probabilities in target-at-rest
frame. To make this possible, a majorant-based rejection sampling technique must be applied in
the sampling of path lengths, as described in Reference [1].

In the current study, “traditional” or DBRC-style truncation of the Maxwellian is used in the gen-
eration of the majorant cross section [9]. Thus, the energy range of thermal motion around neutron
energy E is defined by limits
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where An is the atomic weight ratio of nuclide n,

∆Tn = Tmax,n − Tbase (3)

is the temperature difference between the maximum temperature of the nuclide Tmax,n and the cross
sections Tbase, kB is the Boltzmann constant and h specifies the range of thermal motion in terms of
dimensionless velocity, similar to the truncation originally used in the Sigma1 kernel broadening
method [12]. In other words, h defines the conservativity of the majorant (see Section 2.4).

2.3. Track-length Estimators

The basic idea behind track-lengths is the fact that the integral of neutron flux over a volume is
equal to the total track-length of neutrons within the volume in a time interval. Consequently, by
keeping track of the neutron track-lengths l during a Monte Carlo transport calculation it is possible
to gain information on the spatially integrated neutron flux. When scoring the neutron flux using
track-length estimators, the score si corresponding to track-length i is defined

si = wili , (4)

where wi is the neutron weight, and the estimator for the neutron flux Φ is simply the (normalized)
sum of the scores obtained during the transport simulation. Furthermore, the scores can be binned
with respect of, for example, energy or spatial domain to gain information on the neutron spectrum
or the spatial flux distribution.

The estimators can also be used to calculate reaction rates and other integrals of type
∫

t

∫

V

∫

E

f(E, r)Φ(E, r)dtd3rdE , (5)
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where n is the target nuclide of reaction r. If the track-lengths were independent of the sampled
responses, the expected value in (10) would correspond to [13]

EV [
N
∑

i

wign(Em,∆T )Σr(E
′
i, r, Tbase)li] = EV [gn(Em,∆T )Σr(E

′
i, r, Tbase)]EV [

N
∑

i

wili]

= Σeff,r(Em, r, T )EV [
N
∑

i

wili] , (11)

i.e. the correct expected value. However, the sampled cross section responses are also used in
the neutron tracking process while determining whether a collision point candidate is accepted,
terminating the neutron track and ultimately defining the track-length, or rejected, in which case
the tracking proceeds by sampling of a new collision point candidate. Consequently, the track-
lengths and responses are at least somewhat correlated, meaning that Equation (11) does not hold.
This may introduce bias in the estimator results. The correlation effects are emphasized if the
response reaction r has significant impact on the neutron transport process and involves a strongly
energy-dependent cross section. The basic cause for the problem persists also when calculating
energy-integrated estimators.

To reduce the correlations, all of the information on sampled cross sections obtained along each
track-length is utilized instead of using only one cross section sample per nuclide per score. In
practice, every time the velocity of a target nuclide is sampled during the TMS tracking process, the
corresponding target-at-rest cross sections are used to accumulate nuclide-wise cross section sums
and the average of the cross sections (multiplied by gn) is used as the response when finally scoring
the track-length estimator. In case the cross sections for some nuclides have not been sampled
even once before the track ends, cross sections for these nuclides are sampled prior to scoring the
estimator.

2.4. Implementation of TMS in OpenMC

The Target Motion Sampling (TMS) temperature treatment method was implemented in the OpenMC
Monte Carlo code using the Elevated Basis Temperature approach, meaning that the basis cross sec-
tions can be at any temperature between zero Kelvin and the minimum temperature of the nuclei
in the system. In the original TMS method the basis cross sections were forced to zero Kelvin, but
it was later realized that the performance of the method can be significantly increased by elevating
the basis cross section temperature [1]. The method was implemented such that the TMS method
is only used for user-specified materials and the remaining materials are treated normally using
pre-broadened cross sections.

The calculation of the nuclide-wise majorant cross sections is done in the problem initialization
phase and the cross sections are kept in the computer memory. The majorant boundaries are chosen
according to the “traditional” method (Equations (1)–(2)), which is based on the truncation of the
Maxwell-Boltzmann distribution. The studies performed in [9] showed that the conservativity of
the majorant can be decreased by changing the value of the h parameter in Equations (1)–(2) from
original value of h = 4.0 to h = 3.0. This increases the performance of the TMS method without
affecting the neutron transport in practice.
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where the integration is carried over time, some spatial volume and an energy interval, and f(E, r)
is a response function. In this case the scores are multiplied by the value of the response function
fi corresponding to the track-length, i.e.

si = wifili . (6)

For example, when calculating the capture reaction rate the value of the response fi would be the
macroscopic capture cross section in the material zone of the neutron track li corresponding to
neutron energy E, fi = Σγ(E, r, T ). When using track-length estimators in the estimation of
quantities other than the neutron flux (for which fi = 1.0), the value of the response must represent
the whole track-length li and, therefore, the material zones in the Monte Carlo transport must be
homogeneous with respect to density, nuclide composition and temperature T .

With the TMS temperature treatment method, the effective cross sections at the temperature of the
material zone T are not available in general. Hence, the scoring of the estimators must be somehow
based on the cross sections at temperature Tbase ≤ T . What comes to collision estimators, it was
demonstrated in [2] that the effect of thermal motion on cross section responses can be taken into
account by first sampling target velocities and then using target-at-rest frame cross sections at Tbase

as responses, similar to the basic idea behind the TMS method. To take also the low-energy effects
of thermal motion into account, the responses must be additionally multiplied by the Doppler-
integral for constant cross section

gn(E,∆T ) =
(

1 +
kB∆T

2AnE

)

erf
(

√

AnE

kB∆T

)

+

√

kB∆T

πAnE
e−AnE/(kB∆T ) . (7)

Thus, when scoring the total capture reaction rate within TMS transport, the responses become

fi =
∑

n

gn(E, T − Tbase)Σγ,n(E
′
n, r, Tbase) , (8)

where E ′
n are the sampled target-at-rest energies for nuclides n.

In the current work a similar approach is applied for the track-length estimators. However, some
problems are expected due to the usage of non-representative cross section responses in the scoring.
To demonstrate the problem, let us consider N monoenergetic neutron tracks with energy Em that
are used to estimate the reaction rate of reaction r. In conventional neutron transport the expected
value (EV ) of the estimator is

EV [Reff ] = EV [
N
∑

i

si] = EV [w1Σeff,r(Em, r, T )l1 + w2Σeff,r(Em, r, T )l2 + . . . ]

= Σeff,r(Em, r, T )EV [
N
∑

i

wili] (9)

whereΣeff,r(Em, T ) is the effective cross section of reaction r at material temperature T . With TMS
transport the effective cross sections must be approximated with sampled cross section responses
and the corresponding EV becomes

EV [RTMS] = EV [w1gn(Em,∆T )Σr(E
′
1, r, Tbase)l1 + w2gn(Em,∆T )Σr(E

′
2, r, Tbase)l2 + . . . ]

= EV [
N
∑

i

wign(Em,∆T )Σr(E
′
i, r, Tbase)li] , (10)
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where n is the target nuclide of reaction r. If the track-lengths were independent of the sampled
responses, the expected value in (10) would correspond to [13]
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i.e. the correct expected value. However, the sampled cross section responses are also used in
the neutron tracking process while determining whether a collision point candidate is accepted,
terminating the neutron track and ultimately defining the track-length, or rejected, in which case
the tracking proceeds by sampling of a new collision point candidate. Consequently, the track-
lengths and responses are at least somewhat correlated, meaning that Equation (11) does not hold.
This may introduce bias in the estimator results. The correlation effects are emphasized if the
response reaction r has significant impact on the neutron transport process and involves a strongly
energy-dependent cross section. The basic cause for the problem persists also when calculating
energy-integrated estimators.

To reduce the correlations, all of the information on sampled cross sections obtained along each
track-length is utilized instead of using only one cross section sample per nuclide per score. In
practice, every time the velocity of a target nuclide is sampled during the TMS tracking process, the
corresponding target-at-rest cross sections are used to accumulate nuclide-wise cross section sums
and the average of the cross sections (multiplied by gn) is used as the response when finally scoring
the track-length estimator. In case the cross sections for some nuclides have not been sampled
even once before the track ends, cross sections for these nuclides are sampled prior to scoring the
estimator.

2.4. Implementation of TMS in OpenMC

The Target Motion Sampling (TMS) temperature treatment method was implemented in the OpenMC
Monte Carlo code using the Elevated Basis Temperature approach, meaning that the basis cross sec-
tions can be at any temperature between zero Kelvin and the minimum temperature of the nuclei
in the system. In the original TMS method the basis cross sections were forced to zero Kelvin, but
it was later realized that the performance of the method can be significantly increased by elevating
the basis cross section temperature [1]. The method was implemented such that the TMS method
is only used for user-specified materials and the remaining materials are treated normally using
pre-broadened cross sections.

The calculation of the nuclide-wise majorant cross sections is done in the problem initialization
phase and the cross sections are kept in the computer memory. The majorant boundaries are chosen
according to the “traditional” method (Equations (1)–(2)), which is based on the truncation of the
Maxwell-Boltzmann distribution. The studies performed in [9] showed that the conservativity of
the majorant can be decreased by changing the value of the h parameter in Equations (1)–(2) from
original value of h = 4.0 to h = 3.0. This increases the performance of the TMS method without
affecting the neutron transport in practice.
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sized that the implementation is not yet working correctly. Hence all results, particularly those
considering the performance of the method, are very preliminary. Fixing the present problems in
the implementation is expected to slightly decrease the performance.

The TMS method is used only for the fuel materials, while other materials are treated conventionally
using NJOY-broadened cross sections. The basis temperature of the cross sections for the TMS
treatment Tbase equals the minimum temperature of the fuel material in each system. In the reference
calculations all materials are modeled using NJOY cross sections as-is. The only difference between
the TMS calculation and the reference is in the modelling technique of the thermal motion, i.e. the
materials, the geometry definitions and the temperature profiles are identical. Probability table
treatment for unresolved resonances is turned off in all of the calculations.

OpenMC was run using MPI parallelization on 12 Intel Xeon CPUs running at 3.47 GHz with the
exception that the HTGR-case was run using only one processor due to an unidentified problem
that caused random termination of the calculations for this test case. The cross section library is
based on JEFF-3.1.1 and has been processed with NJOY using 0.001 reconstruction tolerance for
high accuracy.
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Figure 1. Comparison of the neutron spectra of the PWR-BU case between the TMS calculation
and the reference.

4.1. Checking the Implementation

The very first thing to do is to check that the neutron transport with TMS is working properly.
Almost all of the output parameters of OpenMC are calculated using track-length estimators, scored
with sampled and, thus, potentially non-representative responses as described in Section 2.3. Since
this kind of results may be biased, the validity of the implementation can only be checked via
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The usage of TMS slightly increases the memory consumption of OpenMC, because nuclide-wise
majorant cross sections and the sums of sampled cross sections used in the scoring of the estimators
are stored, in addition to the normal data. The memory consumption of the sampled cross sections
is very small, so in practice the increase in memory consumption comes from one additional cross
section to be scored per nuclide. As the number of nuclides in problems involving burned fuel is
around 300 and the number of points in the nuclide-wise energy grid is usually below 200 000, the
increase in memory consumption should be less than 100 MB, multiplied by the number of parallel
MPI processes.

3. TEST CASES

The first “PWR-Gd” case involves a 17x17 PWR fuel assembly with 16 Gadolinium-doped fuel rods
in an infinite two dimensional lattice. The geometry and material definitions of the fuel assembly
are from an NEA benchmark [14]. The only differences to the benchmark specifications are related
to temperatures: the moderator temperature is risen to 600 K for simplicity and the originally flat
temperature profiles of the fuel rods are replaced with 3-step distributions such that the pellets are
divided into three equi-thick annular regions with temperatures 600 K, 900 K and 1200 K from
outside in.

The second case is abbreviated “PWR-BU” and features the previously introduced “PWR-Gd” bun-
dle irradiated to 40 MWd/kgU burnup. The irradiated material compositions were obtained by run-
ning a burnup calculation using Serpent 2.1.14. The resulting compositions contain 241 actinide
and fission product nuclides with cross sections available in the data libraries.

The “HTGR” test case consists of TRISO particles within graphite matrix in an infinite three dimen-
sional lattice. The specifications of the TRISO particles and the composition of the graphite matrix
are based on a NEA benchmark for HTGR fuel depletion [15], and the lattice pitch is 0.16341 cm.
The fuel kernel in the spherical TRISO particles is divided in two equally thick parts such that the
innermost 0.0125 cm is at 1800 K temperature and the outer layer is at 1200 K. The temperature of
all other materials is 1200 K.

The last of the test cases, “SFR”, involves a fuel assembly from the sodium cooled fast reactor JOYO
in an infinite two dimensional lattice. The specifications of the assembly can be found in [16].
The geometry and material definitions correspond to the benchmark definition for the 250◦C core.
Again, the fuel temperature is modified such that the inner half (radius) of the fuel pellets is at
1200 K and the outer half at 900 K temperature. All other materials are at 600 K temperature in
the model.

4. RESULTS

The calculations were made using the development branch version of OpenMC 0.5.2 with extended
xml support and the TMS temperature treatment method preliminarily implemented. It is empha-
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sized that the implementation is not yet working correctly. Hence all results, particularly those
considering the performance of the method, are very preliminary. Fixing the present problems in
the implementation is expected to slightly decrease the performance.

The TMS method is used only for the fuel materials, while other materials are treated conventionally
using NJOY-broadened cross sections. The basis temperature of the cross sections for the TMS
treatment Tbase equals the minimum temperature of the fuel material in each system. In the reference
calculations all materials are modeled using NJOY cross sections as-is. The only difference between
the TMS calculation and the reference is in the modelling technique of the thermal motion, i.e. the
materials, the geometry definitions and the temperature profiles are identical. Probability table
treatment for unresolved resonances is turned off in all of the calculations.

OpenMC was run using MPI parallelization on 12 Intel Xeon CPUs running at 3.47 GHz with the
exception that the HTGR-case was run using only one processor due to an unidentified problem
that caused random termination of the calculations for this test case. The cross section library is
based on JEFF-3.1.1 and has been processed with NJOY using 0.001 reconstruction tolerance for
high accuracy.
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Figure 1. Comparison of the neutron spectra of the PWR-BU case between the TMS calculation
and the reference.

4.1. Checking the Implementation

The very first thing to do is to check that the neutron transport with TMS is working properly.
Almost all of the output parameters of OpenMC are calculated using track-length estimators, scored
with sampled and, thus, potentially non-representative responses as described in Section 2.3. Since
this kind of results may be biased, the validity of the implementation can only be checked via
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Figure 2. Comparison of the absorption spectra of the PWR-BU case between the TMS calculation
and the reference.

4.3. Comparison of Reaction Rate Spectra

As the usage of track-length estimators together with the TMS method clearly introduces a small
bias in some of the energy-integrated results, it is beneficial to take a look at the reaction rate spectra
to get more information on the origin of the error. The absorption spectra for the PWR-BU case
are compared in Figure 2. In this plot a region of negative bias can be seen in the surroundings of
1 keV and, additionally, several narrow error peaks can be recognized. The biases were otherwise
similar in all of the thermal systems, but the lowest 1 eV bias peak was only present in the PWR-BU
system.

The bias around 1 keV was studied further by calculating reaction rate spectra for the partial ab-
sorption reactions. It was noticed that the main contribution to the bias comes from 238U. On the
other hand, the absorption rate of 234U did not have any contribution to the bias even though it has a
strongly energy-dependent cross section. These observations indicate that the bias originates from
correlations between the track-lengths and the sampled cross sections and is specific to “important”
nuclides, as anticipated. It also seems that there are no coarse errors in the implementation of the
track-length estimators.

The 1 eV bias peak of the PWR-BU was traced back to nuclides 103Rh, 239Pu and isotopes of
Sm, which are only present in the PWR-BU case. Excluding 103Rh from the fuel compositions
(both TMS and reference) made the positive part of the error peak disappear, and the negative part
disappeared after removing 239Pu and Sm.
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neutron flux estimators for which the values of the responses are known to properly represent the
track-lengths (fi = 1.0).

The neutron flux spectra between a TMS calculation and the reference were compared in all of the
four test cases and the comparison for the PWR-BU case is shown in Figure 1. Neutron flux spectra
were in agreement in all of the four test cases, which indicates that the neutron transport is working
properly.

4.2. Integral and Performance Results

The results of energy-integrated parameters and performance measures are provided in Table I. To
emphasize the potential biases related to TMS and track-length estimators the reaction rates esti-
mators were scored in fuel materials only. The combined keff , provided in Table I, is a combination
of different track-length estimator based multiplication factors that OpenMC calculates by default.

Table I. Performance measures and integral results. The statistical deviations correspond to one
sigma.

PWR-Gd PWR-BU HTGR SFR
Number of Neutrons 5 ×108 2 ×108 1 ×107 2.5 ×108

Reference Calculation
Combined keff 1.15612 ± 4 pcm 0.93621 ± 6 pcm 1.21053 ± 29 pcm 1.78781 ± 4 pcm
Transport time (h) 2.4 13.5 9.5 4.7
XS Memory size (MB) 68 382 31 78
Tot. reaction rate (1/s) 5.7107 ± 1E-4 5.8728 ± 1E-4 3.1481 ± 6E-4 20.1789 ± 9E-4
Figure-of-Merit 4.64E+5 5.50E+4 9.48E+2 3.27E+4

Tot. absorption rate (1/s) 0.92494 ± 3E-5 0.92023 ± 4E-5 0.98426 ± 3E-4 0.98248 ± 5E-5
Figure-of-Merit 9.75E+4 1.20E+4 3.31E+2 2.30E+4

TMS Calculation
∆keff (pcm) 5 ± 6 -32 ± 8 -34 ± 41 3 ± 6
Transport time, abs/rel (h/-) 2.6 / 1.09 14.0 / 1.04 9.6 / 1.02 4.8 / 1.01
XS Memory size, abs/rel (MB/-) 32 / 0.47 136 / 0.36 16 / 0.51 50 / 0.64
Tot. reaction rate (1/s) 5.7088 ± 1E-4 5.8707 ± 1E-4 3.1455 ± 6E-4 20.1811 ± 9E-4
Figure-of-Merit, abs/rel 4.15E+5 / 0.90 5.28E+4 / 0.96 9.38E+2 / 0.99 3.24E+4 / 0.99

Tot. absorption rate (1/s) 0.92431 ± 3E-5 0.91938 ± 4E-5 0.9830 ± 3E-4 0.98252 ± 5E-5
Figure-of-Merit, abs/rel 9.02E+4 / 0.92 1.15E+4 / 0.96 3.40E+2 / 1.03 2.27E+4 / 0.99

The results show that in three cases out of four the keff estimate of the TMS calculation agrees
with the reference within statistics. For the PWR-BU case the difference is 32 pcm, which is a
relatively small error, but still statistically significant. Small biases can also be seen in the reaction
rate estimators of the three thermal systems: the TMS results are consistently slightly smaller than
the reference, but the errors are again small, less than 0.1 %. In the SFR case the estimators agree
within statistics. The overhead from the TMS method varies between 1.01–1.09 for this preliminary
implementation.
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Figure 2. Comparison of the absorption spectra of the PWR-BU case between the TMS calculation
and the reference.

4.3. Comparison of Reaction Rate Spectra

As the usage of track-length estimators together with the TMS method clearly introduces a small
bias in some of the energy-integrated results, it is beneficial to take a look at the reaction rate spectra
to get more information on the origin of the error. The absorption spectra for the PWR-BU case
are compared in Figure 2. In this plot a region of negative bias can be seen in the surroundings of
1 keV and, additionally, several narrow error peaks can be recognized. The biases were otherwise
similar in all of the thermal systems, but the lowest 1 eV bias peak was only present in the PWR-BU
system.

The bias around 1 keV was studied further by calculating reaction rate spectra for the partial ab-
sorption reactions. It was noticed that the main contribution to the bias comes from 238U. On the
other hand, the absorption rate of 234U did not have any contribution to the bias even though it has a
strongly energy-dependent cross section. These observations indicate that the bias originates from
correlations between the track-lengths and the sampled cross sections and is specific to “important”
nuclides, as anticipated. It also seems that there are no coarse errors in the implementation of the
track-length estimators.

The 1 eV bias peak of the PWR-BU was traced back to nuclides 103Rh, 239Pu and isotopes of
Sm, which are only present in the PWR-BU case. Excluding 103Rh from the fuel compositions
(both TMS and reference) made the positive part of the error peak disappear, and the negative part
disappeared after removing 239Pu and Sm.
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5. CONCLUSIONS AND FUTURE PROSPECTS

In the current study, the applicability of the TMS method together with track-length estimators was
studied in four systems with different neutron spectra and characteristics. The calculations were
performed using a preliminary implementation of the TMS method in the OpenMC Monte Carlo
code.

Comparison of neutron fluxes in Section 4.1 showed that the implementation of the TMS is working
correctly what comes to the neutron transport. Instead, a small but clear bias can be seen in the
reaction rates and their derivatives that are calculated in OpenMC using track-length estimators. By
comparing the reaction rate spectra it was noticed that the bias concerns a rather narrow energy re-
gion around 1 keV and, additionally, some individual resonances. The bias seems to originate from
correlations between the track-lengths and the sampled cross sections that are used as responses.
Since a negative correlation exists between the sampled cross section responses and corresponding
track-lengths, a negative bias emerges in the estimator results at certain energies. However, also
positive bias peaks were observed at a few narrow energy intervals. The exact origin of the positive
peaks was not identified within the current study.

In general, using TMS-originated, sampled cross sections as responses in the scoring of the track-
length estimators had surprisingly small effect on the accuracy of the reaction rates, at least when
energy-integrated values are considered. Nevertheless, some unacceptable bias exists in the results
and this bias must be removed before the implementation can be considered complete and the TMS
method can be included in the official version of OpenMC.

It should be possible to fix the problems by, first, finding a way to recognize the problematic energy
regions and cross sections and, then, increasing the number of cross section samples per response
within these energy regions by artificially increasing the majorant cross sections. Since the bias
exists only at a relatively narrow energy spectrum and sampling cross sections is computationally
cheap, this brute-force approach should have only minor effect on the overall performance of the
method. However, before proceeding on this path, the topic will be discussed together with the
developers of the PRIZMA Monte Carlo code, who have previous experience on the application of
track-length estimators together with a tracking method similar to TMS.
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yhdessä lämpötilassa riippumatta mallissa esiintyvien lämpötilojen määrästä, 
jolloin tietokoneiden muistikapasiteetti ei enää rajoita lämpötilajakaumien 
mallinnustarkkuutta. Lisäksi TMS-tekniikkaa käytettäessä jatkuvat 
lämpötilajakaumat voidaan mallintaa tarkasti myös sellaisenaan, jakamatta 
geometriaa tasalämpöisiin alueisiin. 
  
Väitöskirjassa esitellään ensin TMS-tekniikan perusidea ja osoitetaan, että TMS-
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käytön havaitaan helpottavan huomattavasti monimutkaisten lämpötilajakaumien 
mallinnusta vaikuttamatta tulosten tarkkuuteen. Menetelmä on hyvin 
käyttökelpoinen myös tehokkuutensa puolesta erityisesti silloin, kun mallissa 
olevien nuklidien määrä on suhteellisen pieni. 
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Development of a stochastic temperature treatment 
technique for Monte Carlo neutron tracking 
 
Nuclear fission reactors are based on a self-sustaining fission 
chain reaction, carried on by neutrons. Since the reaction 
probabilities and scattering kinematics of neutrons are strongly 
affected by the thermal motion of target nuclides, the temperatures 
of nuclear reactor materials need to be taken into account in all 
reactor physical analyses. Detailed modeling of the temperature 
distributions within operating nuclear reactors is often problematic 
when using traditional neutron transport methods, which require 
the interaction probability data to be stored in the computer 
memory separately at each temperature appearing in the system. 
Consequently, the feasible level of detail in the temperature 
distributions is always restricted by the memory capacity of 
computers. 
  
This thesis covers the previous development of the Target Motion 
Sampling (TMS) temperature treatment technique, which is 
capable of taking the effects of thermal motion on interaction 
probabilities into account on-the-fly during Monte Carlo neutron 
transport calculation. With the TMS method, arbitrary temperature 
distributions can be modeled based on interaction probability data 
at one temperature only, which significantly facilitates high-fidelity 
neutron transport calculations. The results suggest that the TMS 
method is both accurate and well-feasible in terms of performance, 
and thus it can be considered a practical temperature treatment 
technique for Monte Carlo neutron tracking. 
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