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Microwave-coupled superconducting devices for sensing
and quantum information processing

Visa Vesterinen. Espoo 2015.

Abstract

Superconducting circuits and devices have unique properties that make
them interesting from both theoretical and practical perspective. In a super-
conductor cooled below its critical temperature, electrons bound in Cooper
pairs have the ability to carry current without dissipation. A structure where
the Cooper pairs are coherently tunneling across a weak link is called a
Josephson junction (JJ). The dissipationless and non-linear character of the
JJ has found applications, e.g., in microwave amplifiers and quantum cir-
cuits. These two subjects are closely related since superconducting quan-
tum bits (qubits) are artificial atoms with a transition spectrum in the mi-
crowave range. Mediated by microwave photons, qubit readout in circuit
quantum electrodynamics (cQED) architecture requires signal boosting with
a low-noise preamplifier. In this thesis, a new type of ultrasensitive JJ mi-
crowave amplifier was characterized and its noise performance was found
to be close to a bound set by quantum mechanics. The amplifier uses the
intrinsic negative differential resistance of a current-biased JJ.

This work also addressed a challenge related to the scalability of the
cQED architecture when the qubits are weakly anharmonic. In a frequency-
crowded multi-qubit system, driving individual qubits may cause leakage
into non-computational levels of the others. Leakage-avoiding single-qubit
Wah-Wah control was implemented. At maximum gate speed correspond-
ing to the frequency crowding, microwave control of two transmon qubits on
a 2D cQED quantum processor was decoherence limited. The results dis-
close the usefulness of Wah-Wah in a future quantum computing platform.

Quasiparticles are excitations from the paired superconducting ground
state of conduction electrons. As the third topic, the generation-recombination
dynamics of quasiparticles was employed in sensing. In electrodynamical
terms, superconducting thin films have kinetic inductance from the inertia
of the Cooper pairs and resistive dissipation from the quasiparticles. If the
film is a part of an electrical resonator, quasiparticle density steers its mi-
crowave eigenfrequency and quality factor. In this work, submillimetre-wave
radiation and external magnetic field were first converted into quasiparticle-
generating temperature variations and screening currents in a supercon-
ductor, respectively. In the two devices called kinetic inductance bolome-
ter and magnetometer, the corresponding changes in resonator parameters
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were read out to extract the encoded signal. Sensor characterization indi-
cated potential for high sensitivity and low noise. Future applications of the
bolometer and the magnetometer include security screening and biomag-
netism, respectively. Here, multiplexability in frequency domain facilitates
the scale-up to large sensor arrays.
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1. Introduction

Cooling materials to temperatures near absolute zero (−273.15 ◦C) has cer-
tain benefits. One is reduction of thermal fluctuations and associated noise
at energy scale kBT , with kB the Boltzmann constant and T the temper-
ature. Some metals and compounds enter superconducting state below a
material-dependent critical temperature1 Tc [1, 2]. Here, despite Coulombic
repulsion between electrons it becomes energetically favourable for charge-
carrying electrons to form Cooper pairs. There are two hallmark properties
of superconductivity. Superconductors carry electrical current without pre-
senting any dc resistance (up to the depairing current density jd) and they
repel magnetic fields (forcing exponential decay of the field inside, with the
length scale given by the magnetic penetration depth λ).

Low temperature enables fundamental investigations of quantum me-
chanics. The explanation of superconductivity by Bardeen, Cooper and
Schrieffer (BCS) [1, Chap. 3] is a quantum theory where microscopic Cooper
pairs form a bosonic condensate described using a macroscopic wavefunc-
tion. The well-defined phase of this wavefunction gives rise to phenomena
called the Josephson effect [3] and flux quantization [4]. The Josephson ef-
fect describes coherent Cooper pair tunnelling across a weak link, such as a
thin insulating barrier separating two superconducting leads. This element
is called the Josephson junction. Magnetic flux threading a superconduct-
ing loop is always an integer multiple of the flux quantum Φ0 ≈ 2.07 fWb. In
the presence of an external magnetic field the quantization is enforced by a
dissipationless flow of screening currents on the material surface.

This work deals with experimental studies and theoretical analysis of su-
perconducting circuits and devices. In some devices fundamental physical
phenomena are observed, while others are sensitive instruments of practi-
cal importance. Common factors are operation at radio frequencies2 (RF)
and use of resonant structures or circuits.

The devices of fundamental interest are discussed first. A quantum com-
puter is a distant goal of the scientific community [5]. It consists of quan-
tum bits (qubits) that can take a binary state 0 or 1 like a classical bit, or
any superposition of the two. Using a computing resource called quantum
entanglement, the device can solve certain hard problems faster than a

1In this work Tc ranges from 1.2 K in Al to 14 K (15.5 K) in NbN (NbTiN).
2Radio frequencies of this work range from 100 MHz to 8 GHz.
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1. Introduction

classical computer. There are many competing quantum computing plat-
forms. Superconducting systems have recently shown an improving degree
of scalability and controllability [6]. To build a superconducting qubit [7], the
macroscopic quantum behaviour of the Cooper pairs is complemented with
the Josephson effect. Protecting the delicate nature of the qubit requires a
sub-K temperature3 and isolation from environmental noise. This work has
addressed technical issues related to (i) qubit state readout fidelity, and (ii)
coherent single-qubit control.

A signal from the quantum state readout is weak and requires boost-
ing by a low-noise preamplifier. To this end, Publications I-II propose and
demonstrate a near quantum-limited microwave amplifier from a single dc-
biased Josephson junction. The amplifier has not actually been tested in
qubit readout because the first, narrowband devices have not been fre-
quency tunable. However, the device is an interesting object in its own
right. It competes against a broad class of RF pumped parametric am-
plifiers [8, 9, 10] and a microstrip superconducting quantum interference
device (SQUID) amplifier [11].

The work on single-qubit control (Publication V) has experimentally val-
idated the performance of a so-called Wah-Wah technique. Theoretically
described in Ref. [12], Wah-Wah facilitates quantum processor scalability.
Many qubits, including transmons [13] used in this work, are only weakly
anharmonic. They are quantum objects whose multi-level spectra con-
sist of almost equidistant energy levels. One pair of levels defines the
qubit. Hence, pulsed microwave control targeting a qubit transition may
have spectral weight on an unwanted leakage transition. This is a problem
especially in frequency-crowded multi-qubit systems. Unlike a previous con-
trol method [14] that only avoids leakage in the addressed qubit, Wah-Wah
also mitigates the leakage error induced in a frequency neighbour qubit.
This allows a reduction in the number of control lines, since cross-talk can
be tolerated.

The superconducting sensing devices are discussed next. Above abso-
lute zero, not all conduction electrons are paired. Competing dynamic ran-
dom processes of Cooper pairs breaking into quasiparticles and the quasi-
particles recombining back are present [15, 16]. The fermionic quasiparti-
cles are excitations with energy above ∆, the superconducting gap4. The
Cooper pairs have inertia that becomes observable in a thin film. The film
has kinetic impedance to which the Cooper pairs (quasiparticles) contribute
in the form of inductance (resistance). The kinetic impedance, in which the
inductance dominates due to a low level of dissipation, reacts to a change
in quasiparticle density.

One practical application of the kinetic inductance is sensing of radi-
ation at Cooper-pair-breaking frequencies ω > 2∆/~, with ~ the reduced
Planck’s constant. A milestone paper in 2003 [17] has demonstrated that

3In this work, T = 20 mK has been achieved in a dilution refrigerator.
4It takes an energy 2∆ to break a Cooper pair with a photon.
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1. Introduction

a thin-film sensor can be embedded as part of an RF resonator to realize
a so-called dispersive readout. The device is called a kinetic inductance
detector (KID). The resonant enhancement of the small impedance varia-
tion improves sensitivity. Furthermore, the readout can be frequency mul-
tiplexed in large arrays where each sensor/resonator system is assigned a
unique eigenfrequency. KID arrays for imaging of THz radiation, which is
relevant to astrophysicists, are currently being tested in ground-based tele-
scopes [18, 19].

The sensors in Publications III-IV can be considered spin-offs of the ma-
ture KID technology. They similarly utilize the electrodynamic response of
thin films and the resonant circuitry for readout. However, the Cooper-pair-
breaking mechanisms are different. First, Publication III is an experimental
study of bolometric radiation detection [20, 21]. Arriving photons heat a ther-
mally isolated membrane. Temperature rise creates quasiparticles in a thin
superconducting meander line deposited on the membrane, and the corre-
sponding enhancement of kinetic inductance is read out. The bolometer has
been designed for the THz range. Although its sensitivity does not meet the
requirements of astrophysics, the detector operates at higher temperature
than the KID. This is advantageous for some terrestrial applications.

Secondly, Publication IV proposes and demonstrates a sensitive kinetic
inductance magnetometer from a relatively large superconducting loop. As
noted above, screening currents arise to maintain flux quantization when an
external magnetic field is applied. The flow of supercurrent, i.e., finite mo-
mentum of Cooper pairs, reduces ∆ and the associated pairing energy of
electrons. The supercurrent is thus indirectly responsible for the quasipar-
ticle generation. Kinetic inductance magnetometry using these principles
has been demonstrated in Refs. [22, 23, 24]. However, this work tremen-
dously improves sensitivity since the pair breaking is distributed across the
entire loop instead of being geometrically constricted. Magnetometer perfor-
mance has been benchmarked against an established type of a supercon-
ducting flux detector, a low-Tc SQUID [25]. The ultrasensitive SQUID uses
flux quantization in a different way, i.e., in conjunction with the Josephson
effect.
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2. Superconducting devices and circuits

Chapters 2.1-2.5 provide an overview of the theoretical background to su-
perconducting devices and circuits, beginning with the Josephson effect
and the dynamics of Josephson junctions and circuits (Publications I, II, and
V). Secondly, amplification of weak RF signals is discussed (Publications I-
II). The third topic is the electrodynamic response of superconducting thin
films, including an aspect of electrical RF techniques and measurements
(Publications III-IV). Next, the discussion on the Josephson junction is ex-
tended to cover a quantized charge regime. This forms a basis for under-
standing superconducting qubits (Publication V). The last topic addresses
an on-chip platform where the qubits are operated.

2.1. Josephson effect

2.1.1. Josephson junction

Josephson junctions (JJs) are weak links between superconductors [3, 26].
Often realized as a thin aluminium oxide (AlOx) insulating barrier, the link al-
lows Cooper pair tunnelling in a quantum phase-coherent manner. Joseph-
son current and voltage (I and V ) relations are interlinked by the dynamics
of the wavefunction phase difference ϕ across the junction:

I = Ic sinϕ (2.1)

~
dϕ

dt
= 2eV, (2.2)

where Ic is the critical current, and e the elementary charge. In electrical
circuit diagrams the tunnelling element described by the relations (2.1)-(2.2)
is depicted with a cross ×. The insulating barrier also forms a parallel-
plate-style Josephson capacitance CJ which shunts the junction. As such,
the JJ is a dissipationless and non-linear circuit element. In the so-called
zero voltage state, V ∝ ∂tϕ = 0, the JJ can sustain a flow of supercurrent
|I| < Ic. In this work, Ic ranges from 40 nA to 20 µA.

2.1.2. SQUID

A superconducting quantum interference device (SQUID) combines the Joseph-
son effect and the magnetic properties of a superconducting loop. The mag-

5



2.1. Josephson effect

netic flux Φ threading the loop is quantized, i.e., it may only take discrete
values. This follows from the properties of the quantum wavefunction de-
scribing the Cooper pair condensate. More specifically, Φ can be expressed
through a formula containing a closed contour integral of the wavefunction
phase gradient. The uniqueness of the wavefunction forces the integral to
be a multiple of 2π, and the flux discretizes as Φ = 2πm~/(2e) = mΦ0, with
m as an integer. The quantized flux is a superposition of externally applied
flux Φa and flux induced by screening currents flowing in the material. If the
loop were interrupted by two JJs 1 and 2, a SQUID would be formed.

SQUID Josephson dynamics responds to flux applied to the loop. In this
context, a measurable quantity is the effective critical current of the SQUID
max{Ic1 sinϕ1+Ic2 sinϕ2}. Throughout this work the junctions are assumed
to be identical (Ic1 = Ic2 = Ic). This simplifies the relations for the junction
phases and the total flux

ϕ2 − ϕ1 = 2π(m− Φ/Φ0) (2.3)

Φ = Φa + LIc(sinϕ1 − sinϕ2)/2, (2.4)

with the SQUID loop self-inductance L (Fig. 2.1a). In the case of a small
loop, L is neglected and Φ ≈ Φa. Quantum interference within the SQUID
is now understood as sinusoidal modulation max{Ic(sinϕ1 + sinϕ2)} ≈
2Ic| cos(πΦa/Φ0)|. Finite L reduces the modulation depth, the peak-to-peak
value of flux-tunable effective critical current1.

The sensitivity of the SQUID to an applied flux as weak as a fraction of
Φ0 enables magnetometry [25, 27]. In practice, this is accomplished by a
mutual coupling of the SQUID loop to a flux transformer with a larger pick-
up area for the external field. Other applications of the SQUID are diverse,
ranging from voltage measurement of low-impedance sources [28] to noise
thermometry [29]. The operation of the SQUID as a flux-tunable non-linear
inductor is explained next.

2.1.3. Josephson inductance

In this section, the inductance of the Josephson junction is derived. The
Josephson current relation in Eq. (2.1) is differentiated as:

dI

dt
= Ic cosϕ

dϕ

dt
⇔ V =

Φ0

2πIc cosϕ

dI

dt
≡ LJ(ϕ)

dI

dt
. (2.5)

This defines a Josephson inductance LJ(ϕ) containing a weak non-linearity
cosϕ =

√
1− (I/Ic)2, |I| � Ic. Together LJ and CJ set a characteristic

plasma frequency ωp = 1/
√
LJCJ for the Josephson junction. Its typical

magnitude is tens of GHz. In Eq. (2.5), Ic can be that of a SQUID, i.e., flux
tunable and maximally two times the critical current of a single JJ.

1Asymmetric junctions similarly reduce the SQUID modulation depth.
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Figure 2.1: Elementary Josephson devices. (a) SQUID is a superconduct-
ing loop L interrupted by two Josephson junctions (identical here). (b) RCSJ
circuit diagram. (c) Potential energy landscape of (b). The potential resem-
bles a washboard tilted by bias current (labels). By mechanical analogue,
the phase is a moving mass (Φ0/2π)2CJ. At |Ib| < Ic motion is with high
probability confined to plasma oscillations across a potential energy mini-
mum. At |Ib| > Ic phase evolves and |〈V 〉| > 0. (d) Current-voltage charac-
teristics of RSJ [overdamped junction in (b)]. Bias current (blue) is the sum
of currents flowing through the shunt (red) and the junction (black).

2.2. Dissipative devices

Resistance is a source of dissipation and current (or voltage) fluctuations in
electrical circuits. Besides explaining the dynamics of a resistively shunted
JJ, this chapter gives a frequently used expression for the noise generated
by a resistor.

2.2.1. Resistively shunted junction

When subject to dc current biasing, the JJs in a circuit can be lifted from
the zero voltage state to a finite voltage state. In the context of this work, a
resistor R is placed parallel to the junction to control Josephson dynamics
under bias. The circuit is called RCSJ [1, Chap. 6], resistively and capaci-
tively shunted junction (Fig. 2.1b, note CJ). The bias current (Ib) splits into
two arms, one containing the junction and the other the shunt R. Differential
equation of the time evolution of the phase across the junction is

βc
d2ϕ

dτ2
+
dϕ

dτ
+ sinϕ =

Ib + In
Ic

, (2.6)

where τ = 2πIcRt/Φ0 is dimensionless time, βc = 2πIcR
2CJ/Φ0 the Stewart-

McCumber parameter, and In current noise from the resistor. Eq. (2.6)
can be regarded as an equation of motion where effective potential en-
ergy is EJ(1− cosϕ− ϕIb/Ic), with EJ = Φ0Ic/(2π) the Josephson energy
(Fig. 2.1c).
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2.2. Dissipative devices

In follows a spectrum that is temperature and frequency dependent. The
Callen and Welton formula for current spectral density reads [30]

SI(ω) =
2~ω
R

coth

(
~ω

2kBT

)
. (2.7)

The spectral density simplifies to Johnson-Nyquist thermal noise 4kBT/R
when ~ω � 2kBT , and to the so-called quantum noise 2~ω/R in the oppo-
site limit. The quantum fluctuations play a role even at zero temperature. It
can be noted that noise power spectral density Sp = RSI is independent of
the value of R.

The RCSJ model describes the Josephson effect semiclassically. RCSJ
is valid for large junctions, but it breaks down in the sub-µm regime where
single-electron charging effects inCJ arise. Small junctions are given proper
quantum mechanical treatment later (Sect. 2.5.1). It should also be noted
that fluctuations influence the Josephson phase dynamics. For instance,
thermal fluctuations in current-biased junctions with βc < 1 are observed
as the rounding of the transition between the zero and finite voltage states.
However, the devices of this work are not operated near the transition.

It will be shown that the differential resistance of a junction in the finite
voltage state is negative. This is derived from Eq. (2.6) with In neglected for
simplicity. Small bias currents |Ib| < Ic only induce a constant phase ϕ =
arcsin(Ib/Ic) and the average junction voltage 〈V 〉 = RIc〈dϕ/dτ〉 remains
zero (Sect. 2.1.1). By contrast, at Ib > Ic the system enters a state of
almost linear phase evolution2

ϕ ' ωJt+ ϕJ. (2.8)

Because of the linear slope ωJ (Josephson frequency), the finite voltage
state is often called the running state. The additional term ϕJ contains sinu-
soidal oscillations at integer multiples of ωJ, with a progressively decreasing
amplitude of the harmonics. By differentiation of Eq. (2.8), 〈V 〉 = ωJΦ0/2π.
The dc relationship between 〈V 〉 and Ib forms an IV curve that is useful
in the analysis of the circuit at frequencies ω � ωJ. The devices of this
work have βc < 1 where the IV curve is non-hysteretic. The particular case
βc ≈ 0 (overdamped junction) has an analytically solvable 〈V 〉: the effect of
CJ is suppressed, hence the name RSJ (resistively shunted junction). RSJ
has the IV curve 〈V 〉 = R

√
I2
b − I2

c . The bias current splits as

Ib = 〈I〉+ 〈V 〉/R, (2.9)

implying a junction current 〈I〉 = 〈Ic sinϕ〉 = Ib−
√
I2
b − I2

c (Fig. 2.1d). The
corresponding differential resistance of the junction is

Rd =
∂〈V 〉
∂〈I〉

=
RI2

b

Ic(
√
I2
b − I2

c − Ib)
, (2.10)

2Without loss of generality a positive Ib is assumed here.
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2.3. Quantum limited amplifiers

negative at all bias points Ib > Ic. In the RSJ model, this negativity is always
masked by the shunt since R < |Rd|. In other words, the combination of the
two resistances in parallel has a positive value.

In Publications I-II (Chapter 3.1) frequency selective damping [31] of
the JJ has been introduced to reveal the negative3 Rd on demand. The
device is called a single junction amplifier (SJA). In an electrical circuit, a
signal reflecting from a negative resistance experiences gain. With proper
impedance matching of the JJ to a standard Z0 = 50 Ω microwave environ-
ment, amplification of weak signals was accomplished. General amplifier
concepts are reviewed next.

2.3. Quantum limited amplifiers

Linear amplification of electrical signals using non-linear circuits is discussed
in this chapter. Detecting weak signals is easier with a preamplifier that has
a low input noise temperature (Ta) [32, Chap. 10] and provides sufficient
power gain (Ga > 10). To understand the noise temperature, consider the
textbook definition with Johnson-Nyquist noise from an impedance matched
source resistor at physical temperature T [Eq. (2.7)]. The noise added by
the amplifier is converted to a rise of the resistor temperature: noise power
spectral density is Sp = kB(T + Ta) at the input of the amplifier. Besides
being of practical importance, amplifiers may turn into intriguing quantum
objects at low temperature. There are quantum mechanical lower bounds
for the noise added by a linear amplifier, independent of physical implemen-
tation [33, 34]. In the quantum regime the noise is expressed through the
number of quanta kBTa/(~ω). RF amplifiers are categorized as phase sen-
sitive and phase preserving. The former is ideally noiseless and amplifies
only a single signal quadrature. The latter amplifies both quadratures and
optimally adds half a quantum of noise, which is equal to the magnitude of
vacuum fluctuations. The SJA is a phase-preserving amplifier.

Each amplifier is optimal only across a certain frequency band and at a
fixed impedance level. In this work microwave amplifiers for the standard
impedance Z0 are considered. Near quantum-limited amplifiers have previ-
ously been realized by pumping non-linear Josephson inductance (Sect. 2.1.3)
with microwaves. This is analogous to optical parametric amplification in
materials with non-linear refractive index [35]. An example of RF pumped
devices is a Josephson parametric amplifier (JPA) [8], a non-linear res-
onator coupled to an RF environment. Considering a JPA, the quantum
concepts of amplification can be illustrated [36]. A pump tone at ωpump

arrives at the JPA input together with a signal at ωrf . The pump supplies
energy for the amplification of a reflected signal, and dynamics at an idler
frequency ωi = 2ωpump − ωrf arises in the process as well (this is called
four-wave mixing). A phase-sensitive JPA has the pump at ωpump = ωrf ,

3Rd < 0 will occur at finite βc as well.
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2.4. Dispersive devices

and ωi = ωrf . The pump phase determines the amplified and deamplified
signal quadratures [37]. On the other hand, at ωpump 6= ωrf the JPA is
phase preserving. The idler is a separate frequency from which vacuum
input noise is mixed to ωrf , hence the quantum limit of added noise.

2.4. Dispersive devices

In contrast to Chapter 2.2, dissipation is minimized here by working with
mainly reactive impedance elements. Superconductors are inherently suit-
able for this purpose.

2.4.1. Kinetic impedance

The superconducting state of a material responds to changes in various en-
vironmental conditions: static magnetic field, paramagnetic impurities, tem-
perature, electromagnetic radiation, dc and ac bias currents, to name but a
few. This section deals with the electrodynamic response of superconduc-
tors. As a main result, thin-film circuit elements not relying on the Joseph-
son effect are introduced. In this context, the materials of this work (e.g.,
NbN) were "dirty" superconductors, simplifying the discussion throughout
this section. Simply put, Cooper pair size is limited by the mean free path
of electrons l, much shorter than the BCS coherence length. Furthermore,
the electrodynamic response is local, since the magnetic penetration depth
λ exceeds the length scale set by l. The long penetration depth correlates
with a high normal state resistance of the material, typically associated with
a large amount of disorder scattering of electrons.

With these assumptions in place, the current density ~j and the electric
field ~E can be related as ~j = σ ~E in the superconductor. This looks sim-
ilar to Ohm’s law for normal conductors. However, the conductivity σ is
complex-valued and describes the charge carried by both paired and un-
paired electrons. In this section the kinetic impedance of superconductors
is derived from σ. Secondly, it will be explained how the sensitivity of the
kinetic impedance to external conditions opens new applications in sensing.
Thirdly, a readout method for such sensors is described.

Complex conductivity

Conductivity is divided into real and imaginary parts as σ = σ1− iσ2, arising
from quasiparticles and Cooper pairs, respectively. The basic properties
of σ are captured by a simple two-fluid model [2, Chap. 3] that assumes
low frequency ω � ∆/~. The Cooper pair breaks into two quasiparticles
when absorbing a quantum at ω > 2∆/~. To account for this effect, a
more comprehensive microscopic treatment has been derived by Mattis and
Bardeen [38]. The Mattis-Bardeen theory presents the conductivities scaled

10



2.4. Dispersive devices

by the normal state conductivity σn:

σ1

σn
=

2∆0(e~ω/∆0 − 1)

~ω

∫ ∞
∆/∆0

g1(x)

(1 + ex)(1 + ex+~ω/∆0)
dx

−∆0

~ω

∆/∆0∫
min{(∆−~ω)/∆0,−∆/∆0}

tanh

(
x

2
+

~ω
2∆0

)
g1(x)dx (2.11)

σ2

σn
=

∆0

~ω

∆/∆0∫
max{(∆−~ω)/∆0,−∆/∆0}

tanh

(
x

2
+

~ω
2∆0

)
g2(x)dx(2.12)

g1(x) =
x(x+ ~ω/∆0) + (∆/∆0)2√

x2 − (∆/∆0)2
√

(x+ ~ω/∆0)2 − (∆/∆0)2
(2.13)

g2(x) =
x(x+ ~ω/∆0) + (∆/∆0)2√

(∆/∆0)2 − x2
√

(x+ ~ω/∆0)2 − (∆/∆0)2
. (2.14)

The energy scale is set by ∆0, superconducting gap at zero temperature.
The integration variable x is dimensionless energy. For the materials of this
work the gap is in the range ∆0/h ' 90 − 500 GHz, with h the Planck’s
constant.

To move from bulk to confined geometries of practical importance, con-
sider a film of thickness d. The surface impedance4 of this film can be
written as [39, 40]

Zs =

√
iµ0ω

σ
coth

(√
iµ0ωσd

)
, (2.15)

with µ0 the vacuum permeability. Due to the low loss of the superconductor,
the imaginary part of conductivity dominates. The imaginary conductivity
is related to the magnetic penetration depth through the London theory [1,
Chap. 2]:

σ2 =
1

µ0ωλ2
. (2.16)

The frequency factor inside the hyperbolic cotangent in Eq. (2.15) can be
rewritten using Eq. (2.16):

Zs =

√
iµ0ω

σ
coth

(
d

λ

√
iσ

σ2

)
. (2.17)

To simplify Zs further, a lower bound for λ is derived from the Mattis-Bardeen
theory. When quasiparticle distribution is thermal [ex � 1 in Eqs. (2.11)-
(2.12)] and kBT, ~ω � ∆, analytical conductance formulae can be ob-
tained [41]. The reactive part is σ2/σn = π∆0/(~ω). This provides a link

4The unit of the surface impedance is Ω/�.
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2.4. Dispersive devices

to magnetic penetration depth at zero temperature

λ0 =

√
~

πµ0∆0σn
(2.18)

from Eq. (2.16). Later, it will be shown that λ0 is the lower bound since λ
increases with temperature.

In this work the relevant microstructures are so thin that d ' 100 nm �
λ0 ≤ λ. Hence, Eq. (2.17) yields the so-called kinetic surface impedance
Zs ≈ 1/(dσ). The resistive part is described by Rs = Re{Zs} ≈ σ1/(dσ

2
2)

and the reactive part by the surface inductance

Ls = Im{Zs}/ω =
µ0λ

2

d
. (2.19)

The thin films are fabricated as strips of width w. When the width is smaller
than the in-plane penetration depth (Pearl length [42]) Λ ≈ λ2/d, the distri-
bution of current flowing along the strip is homogeneous instead of peaking
at the edges. Kinetic impedance per unit length can thus be written as
(Rs + iωLs)/w. Multiplying by the total strip length yields an impedance
R + iωLk, with Lk the kinetic inductance. As the geometric inductance Lg

associated with the energy stored in a magnetic field is not contained in σ
or Lk, it is useful to define the kinetic inductance fraction αk, the ratio be-
tween kinetic and total inductance. By reducing the dimensions of the strip
cross-section, Lk can be made comparable to or even higher than Lg.

To become measurable, the impedance element defined by the strip
can be embedded into a resonant structure. Shunting by a capacitor forms
a conventional RLC circuit [32, Chap. 6] with an eigenfrequency ωr � ∆/~.
This type of a circuit appears frequently in this thesis. The inductive part
of the film impedance tunes the eigenfrequency by the relationship ωr ∝√
αk/Ls, with αk dependent on the particular geometry. The dissipative

losses of the film are best described with an internal quality factor

Qi =
ωrLs

αkRs
≈ σ2

αkσ1
. (2.20)

Weakened superconductivity as a detector

Weakening of superconductivity due to external conditions turns a super-
conducting film into a sensor or a detector. An external parameter steers
σ which can be observed in the electrical readout of the film impedance.
At the microscopic level, the weakening of the superconductivity originates
from (i) absorption of radiation5 at frequencies ω > 2∆/~, or (ii) Cooper
pair breaking becoming otherwise thermodynamically favourable. In both
cases, pair breaking dynamics affect the densities of paired electrons and
quasiparticles (ns and nqp, respectively).

5Kinetic inductance detector (KID) [17] relies on this mechanism.
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2.4. Dispersive devices

To gain more insight into mechanism (ii), the fundamental nature of the
Cooper pair has to be understood. It is formed by two electrons with oppo-
site momenta ±~k and spin. Pair breaking is associated in some cases with
the loss of time-reversal symmetry [43]. For example, consider externally
applied static electromagnetic fields. First, a magnetic field ~B causes the
time-reversed states to be dephased differently. Second, an electric field
~E accelerates the superfluid into a finite velocity, and the added momen-
tum ~q also breaks the symmetry since ~q + ~k is no longer opposite to ~q − ~k.
Paramagnetic impurities also weaken superconductivity in a way that can
be treated analogously [43].

The weakening of superconductivity can be related to observable quan-
tities. From the conductivity point of view, it is noted that the magnetic
penetration depth λ increases and σ2 is modified accordingly in Eq. (2.16).
In addition, the increasing nqp strengthens the ac loss modelled by σ1. For
the purpose of this work, temperature and dc current responses of σ are
described next in more detail.

Temperature dependence

To study the temperature dependence of superconducting properties, a
good starting point is the suppression of the energy gap. In the BCS theory
this a generic curve numerically solved from a self-consistent equation of
∆/∆0 as a function of T/Tc [44] (Fig. 2.2a). The zero-temperature limit is
∆0 ≈ 1.76kBTc. The Mattis-Bardeen theory at low frequency can be used
together with the BCS gap to model the temperature dependency of σ. λ
is a tangible quantity related to σ2 through Eq. (2.16). λ increases with
T and its behaviour near Tc is divergent. Note that the kinetic inductance
can be written as Lk = Lk0(λ/λ0)2 [Eqs. (2.18)-(2.19)], with Lk0 the zero-
temperature value. Temperature variations of dissipation are such that σ1

vanishes exponentially at low temperature and converges to normal state
conductance σn when approaching Tc.

An analytical expression that coincides with the Mattis-Bardeen result at
low frequency is [1, Chap. 3]

λ = λ0

[
∆

∆0
tanh

(
∆

2kBT

)]−1/2

(2.21)

where the BCS gap enters as ∆/(2kBT ) ≈ 1.76(∆/∆0)/(2T/Tc) (Fig. 2.2b).

Current dependence

It is useful to recall that magnetic flux expulsion is based on screening cur-
rents on the surface of the superconductor. It is therefore understandable
that superconductivity is perturbed in a fundamentally similar way by current
biasing and applied magnetic fields [43]. Here, the characteristic depairing
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Figure 2.2: Superconductor responding to temperature. (a) Superconduct-
ing gap of the BCS theory. (b) Inverse of magnetic penetration depth from
Eq. (2.21).

energies scale quadratically as ∝ j2 and ∝ B2. The condensation energy
of the superfluid is consumed by the inertia of the Cooper pairs or the ex-
pulsion of the magnetic field, respectively.

The supercurrent density cannot exceed a depairing value jd which max-
imizes to jd0 at zero temperature. Theoretical formula [45]

jd0 = 0.75∆
3/2
0

√
N0σn

~
(2.22)

contains N0, single-spin density of states at Fermi level. At jd0 the kinetic
energy of the superfluid measures half of the condensation energy that the
Cooper pairs have at rest [46]. The Bardeen equation for jd temperature
dependence is

jd =
jd0

2
√

2

[
1−

(
T

Tc

)2
]3/2

. (2.23)

There is a reasonable agreement between this formula and thin films mea-
sured at temperatures T/Tc ' 0.2− 1 [45].

The flow of supercurrent enhances the kinetic inductance by a quadratic
factor6

Lk 7→ Lk

[
1 +

(
j

j∗

)2
]
, |j| < jd (2.24)

where the absence of a linear term indicates independence of current di-
rection. The normalizing current density is j∗ = αdjd, with αd a constant.
Theoretically αd ' 2.3 [21], but a value 3.4 has been measured for NbN

6In Publication IV the symbol Lk0 has been adopted for kinetic inductance at finite tempera-
ture and zero current. Due to the low temperature of the experiment T/Tc ≈ 0.3 it is, however,
interchangeable with the definition of this chapter.
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2.4. Dispersive devices

in Publication IV7The modelling of losses expressed through the current
dependence of σ1 is a complicated task which involves non-equilibrium su-
perconductivity [46].

2.4.2. Resonant matching network

Superconducting sensors and detectors relying on kinetic impedance were
studied in Publications III-IV (Chap. 3.2). Detector impedance is denoted as
Z = R+iX, and its readout has to be carefully planned for several reasons.
Firstly, the voltage level across the detector is low due to the combination
of a small magnitude of Z and a low current handling capacity [note the
depairing current in Eq. (2.23)]. Secondly, long electrical lines connecting
to a low-temperature setup have parasitic capacitance. Thirdly, operability
may benefit from a large number of sensors, for which a compact readout is
desirable8. A solution to all three is resonant enhancement of Z variations.
The corresponding measurement is said to be dispersive.

Dispersive measurement

The dispersive measurement reads out the variations of a dominantly re-
active impedance, |X| � R. In brief, Z is made compatible with the Z0

environment where scattering parameter (S-parameter) measurement [32,
Chap. 4] is a standard RF technique. Here, an RF excitation signal is trans-
mitted through a chain of components (Fig. 2.3a): an attenuated transmis-
sion line reaching the cold parts of a cryocooler where the detector is lo-
cated, and an output line that includes amplification. The detector is con-
nected to the transmission line through a resonant matching network from
reactive elements such as interdigital or parallel-plate capacitors (Fig. 2.3b).
The combination forms a shunt impedance Zres, a narrowband resonator.
Changes in Z modify its eigenfrequency and quality factor.

In this section, expressions for the resonator parameters are derived.
The lumped element equivalent of the system is an Ri-L-C circuit externally
loaded with the transmission line (Fig. 2.3c). Low internal loss is accounted
for by the resistor Ri. The loading is analyzed by converting the series
impedance from a coupling capacitor Cc and terminations Z0/2 into parallel
admittance (Fig. 2.3d):

1

Re
+ iωCe ≈ (ωCc)2Z0

2
+ iωCc, (2.25)

where (Z0/2)2 � 1/(ωCc)2 is assumed. The loaded resonator has the

7This discrepancy could be attributed to (i) a defect in the fabricated NbN current loop
that locally decreases the critical current density, or (ii) geometry-dependent current-crowding
effects. [47]

8A large number of wires presents a significant heat load for the cryocooler.
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Figure 2.3: Circuit diagram of dispersive measurement. (a) An S-parameter
measurement of a transmission line shunted by a resonator Zres. S11 de-
scribes the relative amplitude and phase of a power wave reflected back to
the source at port 1. S21 depicts transmission from port 1 to an amplifier at
port 2. The RF environment has the characteristic impedance Z0 = 50 Ω.
(b) An equivalent of (a) with the voltage generator idle, Zres decomposed,
and the amplifier explicitly drawn. The measured element Z = R + iX,
R � |X| is matched to Z0 by a resonant matching network Q and a cou-
pling capacitor Cc. The amplifier has an input noise temperature Ta, and the
source (resonator) is at the physical temperature Tsrc (Tres). (c) Together Z
and Q form a lumped element Ri-L-C resonator. (d) External loading by Cc

and the transmission line is converted from a series to parallel impedance
configuration to facilitate the analysis on the resonance.
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eigenfrequency and total quality factor

ωr =
1√

L(C + Cc)
(2.26)

1

Qt
=

(
1

Ri
+

1

Re(ωr)

)√
L

C + Cc
≡ 1

Qi
+

1

Qe
. (2.27)

Internal and external losses are described by the quality factors

Qi = Ri

√
(C + Cc)/L (2.28)

Qe = 2(C + Cc)/(ωrZ0C
2
c ), (2.29)

respectively. Note that Re(ωr) has been calculated from Eq. (2.25).
To understand the transmission (S21) measurement in Fig. 2.3a the shunt

impedance is written near the resonance as

Zres ≈
Z0Qe

2Qi
(1 + 2iQi(ω − ωr)/ωr) . (2.30)

The S21 is the frequency response from a source to a preamplifier

S21 =
2Zres

2Zres + Z0
. (2.31)

Off the resonance |S21| ≈ 1 and the excitation signal travels basically un-
perturbed past the resonator. By contrast, on the resonance S21(ωr) =
Qt/Qi < 1. Some of the input power Prf reflects back to the source, ac-
cording to parameter S11. To fulfil the power balance, the fraction of power
dissipated in the shunt is considered:

Prf(1− |S21|2 − |S11|2) =
2Q2

tPrf

QiQe
=
ωrEr

Qi
≡ Erκi, (2.32)

This relation ties the measurement strength to the energy stored in the res-
onator Er. The energy is expressed as the resonator voltage Vrms:

Er = V 2
rms(C + Cc). (2.33)

Power at the preamplifier input is (see Fig. 2.3d)

V 2
rms

2Re(ωr)
=
ωrEr

2Qe
≡ Erκe

2
. (2.34)

The resonator linewidth resolvable in a transmission measurement is κ =
κi + κe, the sum of the internal decay rate [see Eq. (2.32)] and the rate at
which energy is exchanged with the environment. Measurement speed and
bandwidth are related to the latter.

The effectiveness of the dispersive measurement relies on a high re-
sponsivity and a low noise level. The responsivity is understood as the
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Figure 2.4: Dispersive measurement scenarios in frequency and time do-
main. The carrier at ωr has the power Prf , and noise is neglected for clar-
ity. (a,b) An on-off measurement where the resonator eigenfrequency is
either nominal (solid line) or clearly shifted (dashed line). The transmis-
sion spectrum (a) has distinct dips. The resonator position is resolvable
in a demodulated time trace (b) where the measurement duration is tmeas.
The solid trace in (b) has an exponential time constant 2/κ. (c,d) A de-
tector measurement where a weak sinusoidal modulation of the resonator
eigenfrequency (c) generates information-carrying sidebands at ωr±ν. The
sidebands and the carrier are visible in the output power spectrum (d). In
(d) the greyed region shows where the detected signal is low-pass filtered
by the resonator. In (a) and (c) Qt/Qi = 0.1 is an arbitrary choice.
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2.4. Dispersive devices

magnitude of an induced voltage change across the preamplifier input due
to a change in Z. In this work two scenarios are relevant: (1) Z jumps by
a discrete value and the eigenfrequency moves by κ or more (Fig. 2.4a,b).
The measurement has an on-off character that emerges in a particular sit-
uation (discussed in Sect. 2.5.1). (2) The measurement is optimized to
resolve small variations δZ that mainly translate into δωr � κ around the
nominal ωr (Fig. 2.4c,d). In both scenarios the noise is quantified by kBTn,
power spectral density referred to the preamplifier input. An obvious contri-
bution is noise added by the amplifier Ta (Chap. 2.3). Commercial cryogenic
RF semiconductor amplifiers9 have Ta < 10 K. Reducing Ta to a sub-K level
with a custom preamplifier has been one topic of this work (Chap. 3.1). A
circulator [32, Chap. 9] in front of the preamplifier can improve impedance
matching and protect the resonator from amplifier noise back-action.

Another term relevant for Tn is thermal noise from the source (and Ri) at
physical temperature Tsrc (Tres). By noting how the thermal noise is coupled
to the preamplifier at ωr, a lower bound

Tn ≥ Ta +

(
Qt

Qi

)2(
Tsrc +

2Qi

Qe
Tres

)
(2.35)

can be written. The source line from room temperature is cryo-attenuated to
obtain Tsrc equal to the lowest physical temperature10. Besides Ta, Tsrc and
Tres any excess noise mechanisms, perhaps intrinsic to the measured ele-
ment Z, should be included in Tn. One example is generation-recombination
noise following a Lorentzian spectrum [16].

Responsivity and noise are combined to analyse the measurement fi-
delity. In essence, a high fidelity means a short integration time to resolve
a signal from the noise. In the on-off scenario (1) a signal-to-noise ratio
(SNR) of unity is achieved by integrating over a measurement time

tmeas =
2kBTn

Erκe
, (2.36)

see Fig. 2.4b. In the detector scenario (2) the impedance variation is caused
by an external parameter q. The fidelity is described by the smallest resolv-
able signal amplitude qrms of an oscillation at angular frequency ν. A 1 Hz
detection bandwidth and SNR = 1 are assumed. When interrogating the
resonator with an RF tone ωrf , the q-oscillation creates sidebands ωrf ± ν
around the carrier (Fig. 2.4d). Their strength is maximal if the carrier is
aligned with the nominal eigenfrequency ωr. Unless stated otherwise, per-
fect alignment is assumed throughout this work.

To extract qrms, the RF signal from the detector is amplified and demod-
ulated. In a demodulated linear picture, signal voltage amplitude at ν is

9Cryogenic semiconductor amplifiers are often based on high-electron-mobility transistors
(see, e.g., the products of Low Noise Factory, Sweden).

10In the quantum regime Tsrc = ~ωr/(2kB); the same applies to Tres.
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proportional to√
Z0Prf

∂S21

∂q
qrms =

√
Z0Prf

(
Re

{
∂S21

∂q

}
+ iIm

{
∂S21

∂q

})
qrms, (2.37)

where S21 is given by Eq. (2.31). The in-phase quadrature [real part of
Eq. (2.37)] responds to changes in the quality factor. The out-of-phase
quadrature (imaginary part) responds to changes in the eigenfrequency.
The latter effect is typically more prevalent. However, the validity of Eq. (2.37)
is compromised at large ν and/or qrms. On one hand, when ν exceeds the
resonance linewidth κ information in the sidebands is filtered: the −3 dB
low-pass corner is νc = κ/2. On the other hand, large qrms beyond the dy-
namic range of the sensor breaks the linear description of the system. This
is witnessed as a constant downward shift in ωr and extra sidebands (e.g.,
ωrf±2ν). Relating the ideal signal in Eq. (2.37) to noise and integration time
yields

q2
rms =

2kBTn

tmeasEr(κ2/κe)|∂S21/∂q|2
(2.38)

where tmeas = 0.5 s corresponds to Nyquist sampled 1 Hz.
Both measurement scenarios [Eqs. (2.36) and (2.38)] would improve if

the resonator was coupled more strongly to the feedline, or excited with
higher RF power. However, there are trade-offs ranging from the onset
of non-linear behaviour to protecting the quantum nature of the measured
element. These are discussed in the context of individual applications.

Frequency division multiplexing

An advantage of dispersive measurement is that multiple resonators with
different eigenfrequencies can be coupled to the same feedline (Fig. 2.5).
With a frequency separation larger than the linewidth there is little cross-talk
between the measured resonators. In principle, all resonators can be read
out simultaneously by frequency comb excitation. The number of multiplex-
able resonators is restricted by preamplifier bandwidth (and possibly that of
the optional circulator).

2.5. Quantum elements

2.5.1. Quantum bit

This chapter discusses the fundamentals of a quantum bit (qubit), a well-
defined pair of energy levels. Many quantum systems, such as atoms and
ions, have a discrete multi-level spectrum Em, and the qubit is usually
formed from the two lowest-energy levels. If the corresponding transition
energy E01 = E1 − E0 is well above the thermal energy kBT the qubit
can be passively initialized to ground state with high probability. Passive
means waiting a time much longer than the energy relaxation time constant
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Figure 2.5: Frequency multiplexed dispersive measurement. Two res-
onators are simultaneously read out by sending tones down the feedline
at their nominal eigenfrequencies ωar , ωbr. In this example, the local oscil-
lator (LO) of a demodulating mixer is a copy of one carrier. Intermediate
frequencies (IF) are 0 Hz and |ωar − ωbr|/(2π). Source noise from room tem-
perature is attenuated by a factor at least as large as the temperature ratio.
A circulator in front of a cold preamplifier does impedance matching and
suppresses amplifier back-action. Power splitters/combiners [32, Chap. 7]
have a sum port (S) and two equivalent ports 1, 2.

T1, which is discussed later in the context of decoherence. The qubit is
addressed by a drive at the transition frequency ω01 = E01/~, and it can
interact with other quantum elements near this frequency. Realizable in a
superconducting system, millikelvin temperatures allow tuning the transi-
tion frequency to ω01/(2π) = 4 − 8 GHz range, which is popular due to the
availability of off-the-shelf microwave hardware, while keeping the thermal
excitations at an acceptable level.

The qubit transition energy must also be unique so that qubit control
does not drive any other transitions of the system, causing leakage out of
the computational subspace. A quantized harmonic oscillator at angular
frequency ωr, a superconducting LC circuit for instance, does not satisfy
this criterion due to its equal spacing of energy levels ~ωr (Fig. 2.6a). The
spectrum must possess a sufficient degree of anharmonicity

αq = (E12 − E01)/~ (2.39)

which describes the frequency offset to the nearest leakage transition E12 =
~ω12. To this end, some superconducting qubits harness non-linear Joseph-
son inductance (Sect. 2.1.3) to make the level spacing of an LC oscillator
unequal (Fig. 2.6b). The anharmonicity limits the speed of qubit control:
minimal duration of a control waveform at ω01 is 2π/|αq| to avoid significant
spectral weight at ω12.

Ideally, a large number of control operations (also called gates or uni-
taries) should fit within the qubit coherence time. Borrowing from nuclear
magnetic resonance (NMR) terminology [48], the coherence is measured
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Figure 2.6: Potential landscape and the three lowest-energy levels of su-
perconducting quantum elements. (a) A quantum LC oscillator with the po-
tential ∝ Φ2, squared flux in the inductor. Energy level spacing is ~ωr, one
quantum at oscillator eigenfrequency. (b) A transmon qubit in a Josephson
cosine potential at EJ/EC = 30, ng = 1/2 (see the main text for defini-
tions). The weak anharmonicity from the Josephson effect is calculated
by subtracting 2E1 − E0 (dashed line) from E2 (blue). The sensitivity to
the charge offset is described by the probability of tunnelling to adjacent
cosine wells. The probability decays exponentially with EJ/EC. At the
same time, the transmon anharmonicity weakens according to a power law
|αq/ω01| ∝ (8EJ/EC)−1/2.
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2.5. Quantum elements

with the relaxation time T1 (time for random decay of the excited state)
and the dephasing time T2 ≤ 2T1 (time until the phase of the quantum
state has randomized). Even though physical qubits are always imperfect,
many of them could be wired to an error-detecting and -correcting network
that protects quantum data longer than the lifetime of its individual compo-
nents [6, 49, 50, 51]. Here, the fault tolerance threshold is ' 99% fidelity
for local operations on physical qubits [52]. The superconducting transmon
qubit has recently reached this threshold [53]. As the transmon has been
studied in Publication V, its history and properties are reviewed next.

Cooper pair box

Without Josephson tunnelling there would be no superconducting qubits [54,
7]. The Josephson junction can be pushed to a quantized charge regime
by miniaturizing its dimensions. Here, as opposed to Sect. 2.2.1, single-
Cooper-pair charging effects are relevant. The number of Cooper pairs
n and the junction phase ϕ form a quantum conjugate pair of variables.
To generate an isolated quantum object with a discrete energy spectrum,
one or multiple junctions are reactively shunted. In this kind of an "artificial
atom", the qubit transition frequency is by design in the microwave domain.
The shunt of this work is a capacitor, and the corresponding device is called
a Cooper pair box (CPB).

The concept of the CPB is as simple as two superconducting islands
connected with a JJ or a SQUID. Electrostatic coupling between the islands
determines a capacitance C parallel to the junction capacitance. The CPB
interacts with its environment through a gate capacitor Cg. The use of the
SQUID, which is assumed in the following11, brings additional controllability
at the expense of sensitivity to magnetic flux noise (Fig. 2.7a). The single-
electron charging energy of the CPB is defined as EC = e2/(2CΣ), where
the sum of capacitances is CΣ = C + 2CJ + Cg. The CPB Hamiltonian

ĤCPB = 4EC(n̂− ng)2 − EJ cos ϕ̂ (2.40)

also contains the Josephson energy associated with Cooper pair tunnelling
across the JJs, EJ = Φ0Ic| cos(πΦa/Φ0)|/π. The operator n̂ is the number of
coherently transferred Cooper pairs. Offset ng (in multiples of 2e) is induced
by the gate voltage across Cg and fluctuations in the background charge
that typically follow a 1/f spectrum. To avoid thermal excitations at energy
scale kBT , EC (EJ) is made (kept) large by shrinking CΣ (controlling the
magnitude of Ic)

In the first CPB qubits, the relative strength of the energies wasEJ/EC '
1. The offset charge modulates the CPB energy spectrum (eigenvalues of
ĤCPB), an effect called charge dispersion. An offset ng = 1/2 constitutes
a charge insensitive point [55], which is typically adopted for experiments.

11The single-junction CPB can be recovered with CJ 7→ CJ/2, Ic 7→ Ic/2, and Φa = 0.

23



2.5. Quantum elements

(b)

ω01 ωr ψ =cos(θ/2)    +sin(θ/2)eiφ

(c)
z

x
y

|
 

1

|0

|1|0|

...... ......Z0

+
Φ

(a)

+
Φ +2CJ+C

Cg

ψ |

θ

φ

Figure 2.7: (a) Cooper pair box, a quantum element controllable with gate
voltage and magnetic flux. (b) Qubit-cavity system. The readout resonator
takes a lumped element representation near ωr. (c) Bloch sphere. Pure
quantum states |ψ〉 are specified by coordinates (φ, θ) on the surface of a
unit sphere. Six cardinal states are visualized in red. North and south poles
correspond to ground and excited state, respectively. Equally weighted
quantum superpositions are on the equator.

The corresponding transition energy from the ground to excited state is

E01 =
√

[4EC(2ng − 1)]2 + E2
J , (2.41)

tunable by small variations in ng or by the flux-dependent EJ(Φa). There is
enough anharmonicity to operate the CPB as a qubit: in the small-EJ/EC

limit it scales as ~αq ≈ 9E01(EJ/EC)−1 � E01 [13]. The eigenstates of the
ng = 1/2 qubit are superpositions of charge states with zero or one excess
Cooper pairs in the box.

Transmon

The main drawback of the CPB is its sensitivity to charge fluctuations, which
limits the coherence time to < 1 µs [56]. A transmon qubit overcoming this
limitation has evolved from the CPB [13, 57]. The transmon has a con-
siderably higher EJ/EC ' 20 − 100 achieved, e.g., by enlarging the shunt
capacitance C, which lowers the charging energy. In this regime, the charge
dispersion is exponentially suppressed as exp(−

√
8EJ/EC), and the CPB

eigenstates distribute over a broad range of charge states. The vanishing
charge dispersion eliminates the need for the gate bias and improves the
coherence thanks to insensitivity to background charge fluctuations. The
coherence times of transmons hosted by a circuit quantum electrodynamics
platform (Sect. 2.5.2) routinely exceed 10 µs nowadays [53], enough for co-
herent protocols consisting of sequential single- and multi-qubit gates (with
gate times typically measuring tens of nanoseconds). Theoretically, the
transmon should reach the no-pure-dephasing limit of coherence T2 = 2T1.

The drawback of moving from small EJ/EC to the transmon regime is
reduced anharmonicity. Calculated from the transition energies in large-
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EJ/EC limit

Eij ≈
√

8ECEJ(j − i)− EC[j(j + 1)− i(i+ 1)]/2, (2.42)

αq is only of the order of −EC/~ (|αq/ω01| ' 4 − 10 %, see Fig. 2.6b).√
8ECEJ is equivalent to ~ωp, the quantum of Josephson plasma oscillation,

in Eq. (2.42). This gives the transmon its longer name: transmission line
shunted plasma oscillation qubit. The flux tunable plasma frequency (∝√
| cos(πΦa/Φ0)|) sets the order of magnitude of ω01. Transmission line is

included in the name due to the similar geometry of an interdigital C and a
twin-lead transmission line in the first proposal [13].

The origin of the non-vanishing transmon anharmonicity can be under-
stood from the small-ϕ expansion of the Josephson potential EJ cosϕ ≈
EJ(1 − ϕ2/2 + ϕ4/24) in Eq. (2.40), valid at high EJ/EC. This gives a
harmonic oscillator Hamiltonian with a small Duffing nonlinearity (the ϕ4

term) from the Josephson effect. The eigenstates of the Hamiltonian show
a weakly anharmonic spectrum [Eq. (2.42)]. The nearby third energy level
above the qubit subspace is not entirely useless. It has found use in, e.g.,
multi-qubit operations [58, 59].

2.5.2. Circuit quantum electrodynamics

Introduction

What kind of platform turns the superconducting qubit into a practical quan-
tum element that can be isolated, controlled, and read out? Circuit quan-
tum electrodynamics (cQED) is a popular architecture that borrows many
concepts from cavity quantum electrodynamics, where real atoms couple
strongly to photons in an optical cavity [60]. In cQED, superconducting
qubits are artificial atoms, and the photons are at microwave frequencies.
The dimensionality of the cavity divides cQED into two categories: 2D [61]
and 3D [62]. In 2D cQED the cavity is a superconducting microresonator
that capacitively couples to a qubit and a microwave feedline. All elements
are planar and fabricated on a small-scale electrical chip. This includes
flux bias lines for qubit frequency tuning. By contrast, 3D cQED works with
three-dimensional cavities. The qubit on a chip is positioned at an electric
field node of a selected resonant mode, and its dipole moment establishes
the interaction with the cavity. The 2D architecture was employed in this
work (Fig. 2.8).

The cavity is an impedance matching network separating the qubit from
the noisy 50 Ω microwave environment (Fig. 2.7b). In electrical terms, it is
the real part of the environmental impedance which provides a relaxation
channel for the qubit, leading to decoherence. When the qubit and the
cavity are sufficiently detuned, the outside world is filtered by a factor of
g2/(ωr − ω01)2 � 1 where g is the qubit-cavity interaction strength (vacuum
Rabi frequency of coherent interaction with a single photon). This is the
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Figure 2.8: Elements of a 2D cQED quantum processor. The device is
the same as in Publication V. The substrate is a C-plane sapphire wafer.
Transmon qubits (Al, grey) consist of interdigitated electrodes connected by
a SQUID. Flux bias lines shorted near the SQUID loop control the transmon
frequency by modulating the Josephson energy (z control). Readout near
ωr and xy control at ω01 are coupled from the microwave feedline to the qubit
through a cavity (a quarter-wavelength transmission line resonator). Multi-
qubit operations mediated by a bus resonator have not been conducted
in this work. Resonators, control lines and the perforated ground plane
are thin-film NbTiN whose kinetic inductance is taken into account. Optical
micrograph by Alessandro Bruno, Delft University of Technology.
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dispersive regime of cQED. The opposite resonant regime, where the qubit
and single-photon states can be exchanged back and forth, is important for
local multi-qubit operations [63, 64], which have not been implemented in
this thesis. To be detectable, the qubit-cavity interaction has to be strong
in comparison with the decay rates of the cavity (g � κ) and the qubit
(g � γ). In the first cQED demonstration of the strong dispersive regime,
a conventional CPB was coupled to a full-wavelength coplanar waveguide
resonator [65].

Readout

Qubit readout is mediated by microwave photons sent to populate the cavity.
Multi-qubit 2D processors have evolved from a single-cavity approach [63]
to a system with dedicated, frequency multiplexed readout resonators for
each qubit [66]. In the dispersive limit the frequencies of the interacting qubit
and cavity renormalize by small Lamb shifts [67] (in this work by factors
−5×10−4 and 3×10−4, respectively) and the system’s effective Hamiltonian
is of the Jaynes-Cummings [13, 68] form

ĤJ−C = −~ω01

2
σ̂z + (~ωr − ~χσ̂z)â†â. (2.43)

Here, σ̂z is the Pauli Z-operator whose expectation value is the outcome of
a qubit measurement: 〈σ̂z〉 = ±1 for the qubit in ground (excited) state. The
operator â† creates and â annihilates one cavity photon. â†â is called the
number operator whose expectation value is 〈nph〉, the mean occupation
of the cavity. The qubit-cavity dispersive shift 2χ plays a major role. First,
regrouping from the qubit’s point of view gives −~σ̂z(ω01 +2χâ†â)/2. This is
the ac Stark effect where the qubit frequency shifts by 2χ〈nph〉. Second, in
~(ωr − χσ̂z)â†â the resonator frequency experiences a ∓χ shift depending
on the qubit state (ground or excited). This is understood as the develop-
ment of an intra-cavity coherent state of photons entangled with the qubit.
The qubit state can thus be resolved in a microwave transmission measure-
ment near ωr with high contrast if |2χ| > κ (the on-off dispersive measure-
ment of Sect. 2.4.2). To stay in the linear regime of the Jaynes-Cummings
interaction the readout has to be relatively weak, keeping the photon num-
ber below a critical value 〈nph〉crit = (ω01 − ωr)2/(4g2) [61] (∼ 300 − 500 in
this work)12. This explains the value of the ultralow-noise microwave ampli-
fier in the cQED setup.

Control

The simplest form of coherent qubit control in cQED is a Rabi oscillation
induced by microwaves resonant with ω01. In a multi-qubit setting these

12High Prf may induce state transitions, so the measurement is no longer quantum non-
demolition.
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tones also couple off-resonantly to other qubits, causing unwanted effects.
Cross-talk can be minimized by using dedicated control lines coupling to
single qubits, but at the price of a high number of wires. From the scalabil-
ity point of view, it is more straightforward to send control tones along the
common feedline installed above for readout purposes. However, cross-talk
cannot be avoided, since the control reaches all qubits through the readout
resonators. A topic of this work has been the mitigation of control errors
in this situation by microwave pulse shaping. This section proceeds in the
following order. Firstly, design and calibration of the single-qubit control are
discussed. Secondly, the unwanted effects are identified with the help of a
two-transmon Hamiltonian. Finally, optimal control methods avoiding these
effects are introduced.

With a decent qubit readout in place, there is visibility for observing
the sinusoidal Rabi oscillations between the ground (|0〉) and excited (|1〉)
states, say, as a function of the amplitude of a fixed-duration microwave
pulse at ω01. The primitives of single-qubit control are "truncated" Rabi oscil-
lations realizing, e.g., unitary π/2 and π rotations around x and y axes. The
axes refer to the Bloch sphere [5] visualization of quantum states (Fig. 2.7c).
The rotation angle comes from the time integral of the control envelope, and
the axis from the phase relative to the microwave carrier. The optimization
of the rotations in a multi-qubit processor is initially done for each qubit
separately, without concern for the possible effects inflicted on others. In
this work, this has been accomplished by running an "AllXY" sequence [69,
Chap. 5] where a qubit is measured after 21 different pairs of applied uni-
taries. The outcome shows a distinct footprint for various error types such
as a detuning from ω01, or over-/under-rotations. In this way, the calibration
is measurement based and the imperfections of the control hardware, e.g.,
finite bandwidth, do not have to be characterized in fine detail.

As noted in Sect. 2.5.1, the error budget of the single-qubit control con-
sists of decoherence and leakage, factors which are balanced by varying
the control pulse duration. The leakage implies population transfer to |2〉,
the second excited state. Pulse spectral bandwidth is typically reduced by
selecting a Gaussian envelope ∝ exp(−(t− t0)2/2σ2

q) with t0 the centre and
σq the standard deviation13. The control is on during t ∈ [t0−tg/2, t0 +tg/2],
with tg the gate time. To identify control errors, a system Hamiltonian includ-
ing the control is written for two transmons Qa and Qb in a frame rotating
with angular frequency ωa01 [12]. The Hamiltonian is truncated at the third

13Fourier transforming this Gaussian yields a Gaussian ∝ exp(−(ω − ω01)2σ2
q/2) in the

frequency domain; note that the role of the standard deviation has inversed.
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Figure 2.9: (a) Level diagram for transmons Qa, Qb (not to scale). A con-
trol addressing |0a〉 ↔ |1a〉 may drive the internal (and external) leakage
transition ωa12 (ωb12). (b,c) Qa control pulses at tg = 16 ns, σq = tg/4 (mi-
crowave carrier ωd not to scale). The out-of-phase quadrature is offset for
clarity. The DRAG pulse in (b) suppresses leakage to |2a〉. As an improve-
ment over DRAG, the sideband modulated Wah-Wah pulse in (c) does not
induce any net leakage from |1b〉 to |2b〉 either. The choice of the DRAG and
Wah-Wah parameters β = 0.75 ns, Am = 0.7, and ωm/(2π) = 100 MHz is
illustrative. The envelopes are cut at t = 0, tg to avoid the infinitely long
tails of the Gaussian.

energy level and the rotating wave approximation is employed:

Ĥcontrol/~ = αq,aΠ̂a
2 + (δ − αq,b)Π̂

b
1 + (2δ − αq,b)Π̂

b
2

+
ΩI(t)

2

[
λa1σ̂

a
x,1 + λb1σ̂

b
x,1 + λa2σ̂

a
x,2 + λb2σ̂

b
x,2

]
+

ΩQ(t)

2

[
λa1σ̂

a
y,1 + λb1σ̂

b
y,1 + λa2σ̂

a
y,2 + λb2σ̂

b
y,2

]
.

(2.44)

The anharmonicities are αq,k = ωk12 − ωk01, k ∈ {a, b}. The projection op-
erators are Π̂k

l = |lk〉 〈lk|, and the Pauli X and Y operators are σkx,l =

|lk〉 〈l − 1k| + |l − 1k〉 〈lk| and σky,l = i |lk〉 〈l − 1k| − i |l − 1k〉 〈lk|. ΩI(t) and
ΩQ(t) are the in- and out-of-phase pulse envelopes of a drive centred at
ωa01, and λkl is the coupling strength of this drive to the |l − 1k〉 ↔ |lk〉 transi-
tion. In the dispersive regime of cQED the driving can be treated separately
from the readout [the Jaynes-Cummings Hamiltonian in Eq. (2.43)], but the
filtering effect of the cavities is contained in the coefficients λkl . Finally,
δ = ωb12 − ωa01 is a parameter whose smallness describes susceptibility to
leakage in Qb when controlling Qa (Fig. 2.9a).

The simple Gaussian envelope for an x-rotation by θ enters Ĥcontrol as
ΩI = Aθ exp(−(t− t0)2/2σ2

q), ΩQ = 0. In principle, inserting a zero-average
envelope to ΩQ will not affect the rotation angle or axis. The unwanted tran-
sitions driven by the Qa control in the Hamiltonian [Eq. (2.44)] are explained
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next in detail. (I) At an offset αq,a there is internal leakage to |2a〉. (II) At a
large offset ωb01 − ωa01 = δ − αq,b the subspace |0b〉 ↔ |1b〉 is driven. (III) At
an offset δ there is external leakage to |2b〉 which can be the most relevant
of these three if |δ| < |αq,a|.

A DRAG14 pulse shaping technique addressing the internal leakage prob-
lem (I) has been developed in Ref. [14] and demonstrated in Refs. [70, 71].
The out-of-phase quadrature is ΩQ = β∂ΩI/∂t while ΩI is the plain Gaus-
sian to the first order [72] (Fig. 2.9b). β is the DRAG coefficient, theoretically

β =
(λ2/λ1)2

4αq
. (2.45)

In practice, β is optimized by running the "AllXY" measurement. In one of
the first demonstrations that compared an optimal DRAG pulse to the un-
shaped Gaussian pulse [71], DRAG reduced the error per gate by a factor
of 15 at σq = 4 ns, the shortest gate width attainable with the used exper-
imental instrumentation. The speed improvement of decoherence-limited
control was ∼ 3 in that particular experiment.

In a two-qubit system where the external Qb leakage (III) comes into
play, DRAG could be retuned to avoid either internal or external leakage,
but not both at the same time. This is a serious limitation, but the next
generation of pulse shaping has suggested a sideband modulation of the
ΩI Gaussian together with ΩQ = β∂ΩI/∂t (as in DRAG) to avoid leakage in
both qubits simultaneously [12]. The new technique nicknamed Wah-Wah
(weak anharmonicity with average Hamiltonian) was experimentally tested
in this work (Chap. 3.3). Wah-Wah control envelopes for a gate 0 ≤ t ≤ tg
are

ΩI(t) = Aθe
−(t− tg

2 )2/(2σ2
q)

[
1−Am cos

(
ωm

(
t− tg

2

))]
(2.46)

ΩQ(t) = β∂ΩI/∂t, (2.47)

with the sideband modulation frequency ωm and amplitude Am (Fig. 2.9c).
Again, the pulse parameters Am, ωm can be derived from theory, but they
are optimized in practice with an iterative procedure.

14DRAG stands for derivative removal by adiabatic gate.
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3. Results

This is an overview of Publications I-V. Results from Publications I and II
demonstrating the single junction amplifier are presented in Chap. 3.1. Ki-
netic inductance devices are discussed next. The bolometer of Publication
III and the magnetometer of Publication IV are in Sects. 3.2.1 and 3.2.2,
respectively. Finally, work on quantum bits (Publication V) is described in
Chap. 3.3.

3.1. Radio-frequency Josephson amplifier

Ultralow-noise Josephson microwave amplifiers are often used to improve
the readout fidelity of qubits [73, 74]. Other low-temperature setups would
also benefit from an SNR improvement: one example is sensing the motion
of a nanoelectromechanical resonator [75]. This chapter gives an overview
of SJA (Sect. 2.2.1), whose performance is compared to traditional JPA
(Chap. 2.3) which similarly has a resonant feature that narrows bandwidth.
An essential difference between the two devices is centre frequency of gain,
which is fixed in SJA but flux tunable in JPA.

3.1.1. Operating principle

The SJA has three building blocks: (i) a Josephson junction dc biased to
finite voltage state, (ii) a bandstop filter from a resonant RLC shunt tuned to
microwave frequency (3 GHz in this work), and (iii) a matching network to Z0

environment. There are three separate frequency bands of amplifier dynam-
ics: dc, filter stopband ωrf ≈ 1/

√
LC, and ωJ (in rising order). Josephson

phase dynamics [Eqs. (2.1)-(2.2)] mixes the low and high frequency signals,
and creates sidebands such as ωJ ± ωrf across the Josephson frequency.
The junction and the shunt are on the same microchip (Fig. 3.1a,b). Since
the LC part of the shunt is an electrical short at low and high frequencies,
Josephson phase dynamics yields an IV curve from the standard RCSJ
model [Eq. (2.6), Fig. 3.1c,d]. Hence, the junction exhibits negative differ-
ential resistance Rd that is damped by R (as in RCSJ) at all frequencies
outside the filter stopband. Being damped at a specific frequency means
that the resistive part of overall system impedance is positive.

31



3.1. Radio-frequency Josephson amplifier
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Figure 3.1: Single junction amplifier. (a) A Josephson junction (Nb-Al/AlOx-
Nb) and a bandstop shunt on a microchip. (b) In a corresponding optical
micrograph (Pasi Lähteenmäki, Aalto University) a Nb spiral inductor L '
0.7 nH and parallel-plate capacitors C ' 4 pF are identifiable. The JJ is
the dot nearest to the bondpads at the bottom. (c-e) Circuit diagrams for
three frequency bands. Amplifier dynamics is governed by non-overlapping
dc (c), signal (e), and Josephson frequency bands (d) (in rising order). A
static bias current |Ib| > Ic lifts the junction to the finite voltage state in (c).
The IV curve is non-hysteretic since βc ' 0.3. Josephson oscillations IJ, VJ

arise in (d) where a large C may be dropped out of the picture. Near the
shunt eigenfrequency the junction is replaced with a negative differential
resistance Rd in (e). A matching network Q not only transforms Rd into
Z close to −Z0, which provides gain in reflection, but also isolates a dc
supply Vb ≈ RbIb from the RF circuit. Bondwires to the chip have a total
inductance of Lw.
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3.1. Radio-frequency Josephson amplifier

On the relatively narrow stopband the negative resistance is visible to
off-chip elements. The microwave environment provides additional damp-
ing to keep the system stable. The chip is connected to external RF and dc
lines through a reactive matching network (Fig. 3.1e) whose simplest form
is a standard bias-T (as in Publication I). The network transforms Rd into Z,
which is close to −Z0. This provides gain for signals reflected from the SJA,
as noted from the definition of the reflection coefficient [32, Chap. 2]

Γ =
Z − Z0

Z + Z0
. (3.1)

Z is the impedance looking out of a circulator into the SJA (Fig. 3.1e). The
power gain of the SJA is Ga = |Γ|2. The matching network also isolates the
dc supply for junction biasing from the RF circuit.

3.1.2. Characterization

Linear SJA operation requires a stable bias point Ib > Ic, which is found by
output RF spectroscopy (Fig. 2 in Publication I). During an Ib sweep vari-
ous branches of amplifier dynamics are identified. Impedance mismatch or
saturation give a faint response or no features above system noise floor. In-
stability (insufficient dampling of Rd at low Ib) is witnessed as deterministic
ringing with multiple harmonics. In contrast, a stable impedance matched
bias point amplifies input noise without generation of harmonics. Hence, the
output spectrum shows near the LC eigenfrequency a single peak whose
shape resembles that of power gain.

This section proceeds with a summary of results from Publications I-II.
Amplifier noise temperature as a main topic of Publication I is discussed
first. Secondly, gain-bandwidth product and dynamic range from both pub-
lications are presented.

Publication I: noise

Noise added by the SJA originates from the shunt resistor [R ' 4 Ω in
Eq. (2.7)]. Noise at signal frequency (direct noise) is blocked by the band-
stop filter, but noise on the Josephson band is mixed down by the non-
linear dynamics and reaches the output. The lowest measured SJA noise
at 70 mK base temperature was 1.6~ω, about three times the quantum limit.
Unexpectedly, this occurred at Ib = 8.2Ic (Ic ' 17 µA) where a simple
noise model (see the Supplement of Publication I) predicts 17 added quanta
(approximately linear growth of noise spectral density with Ib). A "self-
organizing" mechanism was proposed to explain this discrepancy (Fig. 3.2).
Noise processes alter the Josephson phase dynamics in a way that com-
presses noise at output without an equal degradation of gain for the useful
signal. The compression requires a high Ib and gain in excess of ∼ 20 dB
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3.1. Radio-frequency Josephson amplifier
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Figure 3.2: Noise compression as a function of SJA gain (Publication I).
SJA input noise temperature Ta = 220± 70 mK (black) was measured with
a SNR improvement technique [8, 10]. The quantum limit at the operating
frequency ωrf/(2π) ≈ 2.9 GHz is Ta = 70 mK (grey). At high gain, noise
from simple theory is Ta = 2.4 K (blue), but simulation (red) predicts lower
values. A revised model (green) builds compression dynamics between ωrf ,
ωJ, and a single sideband pair ωJ ± ωrf . However, a full description would
need the entire set of sidebands (ωJ +mωrf , m ∈ Z) that grows in size with
Ib/Ic.

(experimentally, Ga ' 28 dB has been achieved). The compression mech-
anism was reproduced in a numerical simulation of amplifier dynamics, and
first steps were taken towards an analytical description.

An alternative route to low noise is low Ib where one quantum of noise
(half a quantum per nearest Josephson sideband ωJ ± ωrf ) is added ac-
cording to theory and simulation (see the Supplement of Publication I). This
regime is currently experimentally unexplored. As discussed next, the low
Ib is attractive also because of a potentially high gain-bandwidth product
GBP.

Publication I: gain-bandwidth product and dynamic range

Theory predicts in the Supplement of Publication I that

GBP = 2/[|Rd|(C + CJ)] (3.2)

Rd

R
≈ −2v2[1 + (βcv)2]2

1 + 3(βcv)2
at v =

〈V 〉
RIc

≥ 3. (3.3)

Notably, v ≈ Ib/Ic here1. In the first equation low |Rd| gives a high GBP. In
the second equation this correlates with a low |Ib|. The impedance match-
ing network in front of the SJA has thus be designed to support such a bias
point. Here, the main complications are related to parasitic impedances. As
explicitly shown in Fig. 3.1e, the chip is wire-bonded to a circuit board and

1IV point is close to the one determined by the linear shunt, 〈V 〉 ≈ RIb.
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3.1. Radio-frequency Josephson amplifier

this adds a series inductance Lw of a couple of nH. At GHz frequencies
Lw and CJ ' 0.4 pF are non-negligible parasitics. As no particular atten-
tion was paid to impedance matching in Publication I, only high bias points
Ib ≈ (6−8)Ic were stable. Measured GBP was 2π×40−50 MHz, in line with
the theory where |Rd| ' 1.4 kΩ from Eq. (3.3) was plugged into Eq. (3.2).

The dynamic range of an amplifier is expressed through the −1 dB com-
pression point of input power. Here, compression indicates saturation where
the gain is no longer linear. Physically, this happens in the SJA when a no-
table fraction of power supplied by the dc bias is consumed as microwave
amplification. The compression point was −160 dBm at the above bias
point. The typical value for the traditional JPA is −130 dBm [76].

Publication II: improvements

The first improvement demonstrated in Publication II is related to the match-
ing network. To effectively counteract the parasitics, varactor diodes (1 −
10 pF capacitors tunable with dc voltage) were added to a printed circuit
board (PCB, Fig. 3.3a). The varactors enabled stable operation across a
wide range of Ib points in a nominally identical SJA sample. The main
differences between the two experiments include resistor material (Mo in-
stead of TiW) and base temperature (4.2 K). At the lowest Ib ≈ (4− 5)Ic, a
GBP = 2π×100 MHz was measured (Fig. 3.3b). Here, the GBP was limited
by the bandwidth of the matching network rather than |Rd| in Eq. (3.2). In
terms of GBP, the SJA slightly outperformed the traditional JPA [76]. The
shift in the bias point increased the −1 dB compression point to −117 dBm.

Furthermore, Publication II successfully sought an alternative to the cir-
culator for characterization of stability and GBP. Non-reciprocal circulators
are in general bulky, magnetic and expensive. An asymmetric branch-line
coupler [32, Chap. 7] from quarter-wavelength elements suppressed the
back-action of a follower amplifier. As the coupler is a reciprocal element,
this came at the expense of SNR reduction, instead of improvement, for the
useful signal. More specifically, a large attenuator (not shown in Fig. 3.3a)
had to be placed at the PCB input port into which most of the amplified
signal was guided. The coupler bandwidth was ∼ 500 MHz, which did not
restrict the SJA operation.

3.1.3. Comparison with microstrip SQUID

Another variant of dc biased Josephson amplifier is SLUG, superconducting
low-inductance undulatory galvanometer [77]. It is based on a SQUID qua-
sistatically biased to the finite voltage state at a certain flux offset. It ampli-
fies signals from a low-impedance source. Using a resonant transmission-
line matching technique, the device was recently demonstrated to work
in the 50 Ω environment at GHz frequencies [78]. The GBP was about
2π × 120 MHz. Similarly to the SJA, the SLUG has potential for wideband

35



3.1. Radio-frequency Josephson amplifier
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Figure 3.3: Tunable impedance matching of the SJA (Publication II). (a)
Microstrip-based [32, Chap. 3] transmission lines and filters on a 62 mm ×
41 mm PCB (thickness 0.76 mm, relative permittivity εr = 2.94). An am-
plifier chip (A) is connected to a branch-line coupler 1 − 2 − 3 − 4 through
a bias-T (B). The 2 − 6 GHz custom bias-T consists of a high-pass filter
(featuring split-ring resonators on ground plane) and an RF choke (radial
stubs). Varactor diodes (V) are tunable capacitors for impedance matching.
(b) Measured reflection gain referenced to port 2 with the SJA inactive at
Ib = 0 (red) or at a high-gain point Ib = 4.5Ic (green). The input power at
port IN was −145 dBm.
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3.2. Kinetic inductance sensing

operation upon optimization of the input matching network. Due to noise
from the resistive shunts across the Josephson junctions, the theoretical
lower bound of added noise is one quantum for the SLUG. Its −1 dB com-
pression point lies somewhere between −110 and −90 dBm according to
simulations. The dynamic range is thus 1 − 2 orders of magnitude higher
than that of the SJA. One competitive advantage of the SLUG is transmis-
sion mode of operation. Unlike the reflection amplifiers, it is a directional
device providing isolation in the reverse direction of signal propagation, i.e.,
from amplifier output to input.

3.2. Kinetic inductance sensing

Over the past decade, kinetic inductance sensing has substantially gained
maturity. A driving force has been the tremendous sensitivity of Cooper-
pair-breaking astrophysical KIDs [17]. Dispersive measurement together
with software radio techniques has allowed a frequency multiplexed readout
of kilopixel arrays [79]. However, the world market for these specialized
instruments is limited. Emerging kinetic impedance technologies include
tunable nanoinductors [80], wideband parametric amplifiers [81, 82], and
frequency comb generators [83]. They all harness the current nonlinearity
[Eq. (2.24)] in superconductors where the electron-phonon scattering rate
is high (e.g., NbN and NbTiN).

Two sensors of this work can be added to the list. Firstly, a bolometric
radiation detector has been demonstrated in Publication III. The kinetic in-
ductance bolometer is a complementary device to KIDs. Secondly, a kinetic
inductance magnetometer has been studied theoretically and experimen-
tally in Publication IV.

3.2.1. Kinetic inductance bolometer

Astrophysical KIDs operated at a sub-K temperature require sophisticated
cryocoolers. Cooling far below Tc exponentially suppresses2 nqp and the
KID noise floor may reach a level below the photon noise of incoming cold3

radiation [85]. To image the cold objects of the Universe, the instrument
has to be launched to space or operated at a high altitude where atmo-
spheric THz transmission is sufficient. One might ask what THz radia-
tion detectors can do in terrestrial conditions, where the background is hot
(T = 250− 300 K) and water vapour absorption limits the imaging distance.
One practical application of the 0.1−1 THz regime is security screening [86]
due to a combination of a short wavelength and relatively good penetration
through dielectrics. Despite continuous effort [87, 88], the use of semicon-
ductor technology for this frequency band and application remains unprac-

2In practice, KID RF readout sustains an excess quasiparticle population [84].
3Cosmic microwave background has T = 2.73 K.
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3.2. Kinetic inductance sensing

tical. The sensitivity requirements of passive THz imaging are more easily
met with superconducting detectors.

There are two types of radiation detector that convert incoming photons
to heat [20]. A calorimeter resolves the energy of single photons. In con-
trast, a bolometer integrates arriving photon flux. Both detectors have to be
thermalized to a surrounding bath (substrate), but sufficiently isolated for the
generated heat to localize and the temperature to rise. In this work, kinetic
inductance was used as a thermometer [Eq. (2.21)] in a bolometric applica-
tion [89, 90, 91] (Publication III, Fig. 3.4a,b). A superconducting meander
inductor (NbN, d = 100 nm) was patterned on a suspended 1 mm2 mem-
brane (SiN). Narrow supporting legs reduced thermal conduction between
the membrane and surrounding substrate (Si). A resistive grid (TiW) on top
absorbed THz photons4. The operation point was close to Tc ∼ 6 K where
λ and Lk had strong, even divergent, temperature sensitivity (Fig 2.2b). The
benefit of using a compound superconductor NbN is Tc control in fabrica-
tion to achieve sensitive bolometry at a specific cryocooler base temper-
ature. Other groups have recently demonstrated similar bolometers from
NbTiN [92], YBCO5 [93], and Nb [94].

The meander inductor was resonantly matched to an RF environment
(the dispersive measurement in Sect. 2.4.2). Due to small dimensions com-
pared with the guided readout wavelength ∼ 1 m at ωr/(2π) ∼ 100 MHz,
the circuit had a lumped element character. Capacitors (parallel plates
off the membrane) and the inductor (L = Lk + Lg including a geomet-
ric component Lg) form an inherently multiplexable resonator for use in
a focal plane array. Bolometer thermal physics is governed by the mem-
brane heat capacity Cth and the total leg thermal conductivity G. Their ratio
gives the thermal time constant τth, which was the longest time scale of
the system (Fig. 3.4c). Thereby, it set the signal bandwidth to video-rate
νc/(2π) = 1/(2πτth) ≈ 25 Hz. The other time scales are the electrical time
constant of the resonator defining the readout speed, and the quasiparti-
cle recombination time, which tells how fast Lk responds to temperature
variations.

On the theory side, the limits of the dispersive measurement were anal-
ysed. The RF carrier of the dispersive measurement is partially dissipated
on the membrane [Eq. (2.32)] since the meander inductor is lossy. The
readout-induced heating generates electro-thermal feedback. In addition,
the RF current through the meander hits the non-linear Lk [Eq. (2.24)] and
the carrier is partially rectified. Both the heating and the current rectification
give rise to Duffing non-linearities in the resonator [95]. In a normalized

4Any direct breaking of Cooper pairs in the meander would be unintentional. Note that NbN
has a large gap, and its surface impedance is mainly reactive.

5YBCO stands for yttrium-barium-copper-oxide, a high-Tc superconductor.
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Figure 3.4: Kinetic inductance bolometer. (a) An optical micrograph (Andrey
Timofeev, VTT) with the colours: Si substrate (dark yellow), SiN+SiO mem-
brane (green), NbN meander (brown), TiW absorber grid (light yellow), and
holes (black). (b) Membrane thermometry. Incident THz radiation at power
Prad heats the membrane. The kinetic impedance of the superconducting
meander line responds to the temperature. Capacitors off the membrane
resonantly match the meander to a Z0 environment for dispersive readout.
(c) A thermal model where the membrane connects to a bath at tempera-
ture Tb through a conductance G ' 18 nW/K. The thermal time constant
is τth = Cth/G ≈ 6.4 ms, with Cth ' 120 pJ/K the heat capacity.
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Figure 3.5: Non-linear resonator response during dispersive readout. Us-
ing Eqs. (3.4)-(3.5) the transmission measurement is modelled at readout
powers below (left panel) and above (right panel) the bifurcation threshold
αp + αi ≈ 0.8. The non-linearity is assumed to be purely reactive. In prac-
tice, the readout power dependence of the quality factor makes the S21 dip
shallower when Prf is increased [96].

frequency coordinate x derived from physical carrier ωrf ,

S21 =
Qt/Qi + 2ix

1 + 2ix
(3.4)

x =
ωrf − ωr

κ
+
αp + αi
1 + 4x2

, (3.5)

where dimensionless αp (αi) from heating (current) describes the non-linearity,
and ωr is eigenfrequency at low measurement power. Increasing linearly
with the power,

αp =
Q3

tPrf

QiQeGL

∂L

∂T
, αi =

2Q2
tPrf

QeωrE
∗ (3.6)

bend the resonance dip of |S21| toward a lower frequency (Fig. 3.5a). The
model assumes that Lk responds to Prf much stronger thanQi andQt. Note
the appearance ofG and the divergence of (∂TL)/L near Tc: αp is expected
to dominate in the bolometer. The kinetic scaling energy isE∗ ∝ Lk(I∗/αk)2

[Eq. (2.24)], and the quality factors have been defined in Eqs. (2.27)-(2.29).
Low readout power αp + αi ≤ 0.1 was used in the characterizations of this
work. Exploring the opposite Duffing regime could be worthwhile in future,
since at high Prf preamplifier noise is more easily overcome. Trade-offs are
bifurcation at αp + αi > 0.8 (Fig. 3.5b), and αp-related reduction of imaging
speed and dynamic range.

Single-bolometer experiments are summarized in the following. Firstly,
the thermal behaviour of the resonator was investigated. Lk and Qi were
extracted from the S21 measurements. In Fig. 3.6 they are further com-
pared to the kinetic impedance from the BCS and the Mattis-Bardeen the-
ory. Secondly, suitability for radiation detection was determined from noise-
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Figure 3.6: Fits to measured resonator parameters (Fig. 2 in Publication III)
and a comparison to the BCS and the Mattis-Bardeen theory [Eqs. (2.11)-
(2.12) and (2.19)-(2.20)]. (a) Thin-film kinetic inductance. (b) Internal quality
factor. The model takes into account the variation of αk and ωr with T . The
low measured Qi was likely to be caused by the dielectric loss of SiO2 in
the parallel-plate capacitors.

equivalent power (NEP), noise-equivalent temperature difference (NETD6),
and THz spectral response measurements. NEP is measured by record-
ing the noise spectrum of a demodulated carrier. The carrier is at the
eigenfrequency of an unilluminated bolometer. The result was NEP ≈
(3.5 ± 2.0) fW Hz−1/2, in line with the theoretical NEP from phonons [97]√

4kBT 2G = 5.8 fW Hz−1/2. Generation-recombination (GR) noise was
estimated to be more than three orders of magnitude below the phonon
noise. The sum of thermal Johnson noise and preamplifier input noise was
0.01 fW Hz−1/2, a good number despite the lack of a cryogenic pream-
plifier. For comparison with astrophysical detectors, a GR-limited NEP '
4 × 10−4 fW Hz−1/2 has recently been measured for an aluminium KID at
T = 100 mK [85]. However, due to the warm terrestrial background, ultra-
high sensitivity is not required in the current application.

NETD is a more relevant figure of merit in terrestrial imaging. NETD
measurement with an aqueous blackbody calibrator [98] showed that a
6.3±2.0 mK temperature difference is resolvable at 1 s integration time. This
is slightly higher than the NETD of a superconducting hotspot microbolome-
ter [99], 125 mK at 30 ms integration time. However, keeping the NETD of
an entire imaging system at a low level is easier with the kinetic inductance
bolometer: frequency multiplexing allows scale-up to a full focal plane array
to avoid mechanically scanned optics [100]. The hotspot microbolometer is
a detector suitable for comparison since it similarly has a terrestrial applica-
tion and a relaxed cryocooler base temperature requirement.

6NETD is the temperature change of radiation source that corresponds to SNR = 1.
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3.2. Kinetic inductance sensing

The spectral response was measured using amplitude-modulated illumi-
nation from a 0.2−1.4 THz photomixer. A reflective backshort at three quar-
ters of wavelength distance (450 µm) made the spectral response periodic
(310 GHz interval). The average over the usable spectral bandwidth 312 −
623 GHz gave an absorption efficiency of 11%, limited by non-optimized
matching of the TiW grid to the vacuum impedance.

3.2.2. Kinetic inductance magnetometer

Motivation

Section 2.1.2 introduced flux quantization in a superconducting loop, and
SQUID magnetometry with loops interrupted by two Josephson junctions.
The tremendous sensitivity of the SQUID magnetometer is balanced by
challenges in operability, and complexity in fabrication. In a system of
multiple SQUIDs, e.g., biomagnetic setups, each one is read out through
dedicated wiring. The dynamic range of the SQUID is limited by the Φ0-
periodicity of its operating point, calling for linearization by a flux-locked
loop [25]. At the cost of electronics complexity, flux-quanta counting and dy-
namic field compensation methods can further extend the dynamic range [101].
Since flux trapped in the superconductor couples to JJs reducing the mod-
ulation depth, the SQUID may recover poorly from external field pulses un-
less proper shielding is introduced [102, 103]. The pulses can originate
either from the environment or from intentional magnetic manipulation of
samples. The manipulation is an essential part of ultralow-field magnetic
resonance imaging (ULF MRI), a biomagnetic technique [104, 105]. Fur-
thermore, the SQUID is susceptible to RF interference over a wide band of
frequencies [106, 107]. The interference increases the sensor white noise
level, and may have an adverse effect on the flux-to-voltage transfer func-
tion. Fabrication of the SQUID magnetometers is a multi-step process in
which junction quality and reproducibility are not easily guaranteed. One
complication is the thin oxide layer for the JJ.

This section demonstrates a sensitive magnetometer avoiding the Joseph-
son effect altogether by harnessing kinetic inductance. At the heart of the
sensor is a loop of superconducting thin film just like in the SQUID, but not
interrupted by JJs. When an external flux is threading the loop, flux quanti-
zation generates a circulating screening current Is which nulls the magnetic
field inside the superconductor. As the superposition of the external and
self-induced flux7 must be quantized,

LIs − Φa = mΦ0, m ∈ Z. (3.7)

The relation to average magnetic flux density is B0 = Φa/A, with A the
loop area. The loop inductance L is the sum of geometric (Lg) and kinetic

7When looking at a loop from above, a Φa into the plane of the loop generates a anticlock-
wise circulating Is.

42



3.2. Kinetic inductance sensing

(Lk) terms. The kinetic component responds non-linearly to the screening
current, as recalled from Eq. (2.24). The inductance variation is read out
using the standard dispersive framework (Fig. 3.7). This is the main idea
behind the kinetic inductance magnetometer (KIM) in Publication IV.

Readout

KIM readout is similar to that of the bolometer in the previous section. The
loop is embedded into a lumped element RF resonator (ωr0 is the eigen-
frequency at zero Is). To avoid multiple layers in fabrication, capacitors
are formed from planar, interdigitated fingers. In this work, resonator ma-
terial was thin-film (d = 165 nm) NbN with Tc = 14 K. The dispersive S21

measurement responds to the flux threading the loop. More specifically, an
increasing magnitude of Is due to Φa will shift down the resonator eigen-
frequency and degrade its intrinsic quality factor, effects which move the
S21 resonance dip and slightly change its form, respectively (Sect. 2.4.2,
Fig. 3.8). For the loop pictured in Fig. 3.7c some superconductor param-
eters were extracted from the measured S21: Lk(Is = 0) = 147 nH and
λ = 1100 nm [Eq. (2.19)]. There was a discrepancy between the mea-
sured penetration depth and the theoretical estimate 710 nm [Eq. (2.18)].
Examples of quantities with uncertainties that could have contributed to the
discrepancy are the gap ∆, the simulated Lg, and the film thickness d.

In the following, the upper bound of KIM readout power is discussed.
The Duffing non-linearity term αp in Eq. (3.6) can be neglected since the
KIM is strongly thermalized to a substrate. According to experiments at high
Prf , a depairing mechanism typically kicked in before resonance bending
from αi was observed. The RF excitation generates an ac current through
L that adds to the circulating Is. When the total current exceeds the de-
pairing value Id, the material is driven (partly) normal. At Prf just below the
threshold, KIM responsivity maximizes to

∣∣∣∣∂Vout

∂B0

∣∣∣∣max

ωrf=ωr

≈ Qi

√
Qe

Qi +Qe

√
ωrZ0

2Ltot

|Is|(Id − |Is|)A
I∗2 (1/αk + 3(Is/I∗)2)

. (3.8)

Here, Vout is the demodulated output voltage, and Ltot = L/4 + Lpar with
Lpar the parasitic inductance (Fig. 3.7a). Many variables in Eq. (3.8) are
temperature dependent (Sect. 2.4.1), but the KIM experiment was con-
ducted at the fixed temperature of a liquid helium bath. The signal band-
width extends from ν = 0 (static applied field) to a characteristic low-pass
corner frequency νc of the system dynamics. In practice, the resonator
linewidth determines the corner as νc = κ/2. By plugging in typical num-
bers ωr/2π = 100 MHz and Qt = 103, a KIM bandwidth νc/2π = 50 kHz
suitable for many purposes is obtained.
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Figure 3.7: Kinetic inductance magnetometer. (a) Circuit diagram. Flux
quantization in a superconducting loop generates a shielding current Is that
enhances the loop inductance L. The inductance is read out with disper-
sive measurement. (b) Theoretical up- and downward sweeps of Φa start-
ing from Φa = 0, m = 0. The calculation assumes Id = 0.3I∗, αk = 0.5,
LId � Φ0, and Prf ≈ 0. The shielding current resets when its magnitude
exceeds the geometry- and material-dependent depairing value. An RF cur-
rent superimposed on Is would lower the reset tolerance if the measurement
power was turned on. (c) NbN device layout on Si substrate and optical mi-
crographs (Juho Luomahaara, VTT). The loop area is A = 20×20 mm2, the
narrowest trace width is w = 5 µm, and the capacitor gap is 3 µm.
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Figure 3.8: Low-power transmission measurement as a function of applied
magnetic field. The operating temperature was T = 4.2 K. Is circulating in
the loop shifts the eigenfrequency and degrades the quality factor. In this
device reset to ωr0/(2π) = 100.7 MHz occurred when |Is| ≈ Id = 10 mA.

Noise and dynamic range

To be useful for applications, the KIM should perform comparably to state-
of-the-art SQUIDs, which dominate the market of ultra-sensitive magne-
tometers. Suitability for similar tasks, such as biomagnetism, should be
evaluated. As noted above, the KIM has a relatively wide bandwidth. Low-
frequency noise is also of great importance: SQUIDs for biomagnetism
have S1/2

B ∼ 1 fT/Hz
1/2 resolution and a 1 Hz 1/f corner [108]. The intrin-

sic noise mechanisms of the KIM include thermal noise from resistive circuit
elements (S1/2

B,th), and generation-recombination (GR) noise from quasipar-

ticle dynamics (S1/2
B,gr). The relevant proportionalities of these two are

S
1/2
B,th ∝

1

A

√
Ltot

ωrQi
, (3.9)

S
1/2
B,gr ∝

Lk0I
∗

A

√
τrnqp

4wd
√
A
, (3.10)

with the loop volume 4wd
√
A, the quasiparticle recombination time τr, and

Ltot, Lk0 ∝
√
A. Note that Eq. (3.9) assumes maximal Prf . Noise can be

reduced by growing the loop size. Interestingly, the expected constancy of
ωrQi in Eqs. (3.8) and (3.9) [2, Chap. 3] suggests that the responsivity and
noise are independent of the resonator eigenfrequency.

A summary of external noise sources that are related to the readout
hardware is presented in Table 3.1. Measures implemented to make the
first noise measurements more reliable are marked with

√
. The noise spec-
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3.2. Kinetic inductance sensing

Table 3.1: Reducing the effect of electronics on KIM noise. EMI = electro-
magnetic interference, HEMT = high-electron-mobility transistor, IF = inter-
mediate frequency.

Non-ideality Countermeasure
Carrier phase noise Single source for excitation and reference

√

Rectification of carrier Stable RF generator
√

amplitude noise
Thermal noise from Feedline attenuated at low temperature

√

room temperature
Ambient magnetic fields and EMI Shielded environment

√

Noise from DC flux bias Persistent current mode of operation
√

Noise of the first preamp Cryogenic preamp, e.g., HEMT
Non-optimal source impedance Circulator placed in front of the preamp
for the first preamp
1/f noise added in demodulation Low-noise mixer,

or finite IF by sideband modulating the carrier,
or carrier cancellation allowing more RF
preamplification before the mixer saturates

trum was recorded in a shielded environment in three scenarios where the
spectral density progressively decreases: (i) KIM highly responsive to Φa,
(ii) KIM unresponsive (Is = 0), and (iii) KIM removed from the system. An
elevated spectrum of (i) in comparison with (ii) can be explained by the am-
plitude noise of the carrier meeting the kinetic inductance non-linearity. In
addition, local coupling of random flux to the loop contributes here as well.
This noise could originate from the movement of trapped vortices [109], or
microscopic fluctuators in the substrate and interfaces [110, 111]. Scenario
(iii) constitutes a lower bound set by the readout chain.

In the first measurements, the noise spectra showed a white noise re-
gion above 1 kHz and a 400 Hz 1/f corner (see Fig. 4 in Publication IV). The
1/f part, similar throughout (i)-(iii), is likely to have been added by a demod-
ulating mixer. The white regions of (i) and (ii) were indistinguishable from
each other, amounting to 32 fT/Hz

1/2. The KIM acted as a mismatched
source for the first preamplifier, which explains why the white noise had a
slightly lower level in (iii). The main conclusion is that the intrinsic KIM con-
tribution, theoretically dominated by Johnson noise at S1/2

B,th = 2 fT/Hz
1/2 ≈

100S
1/2
B,gr in this specific device, was masked by the noise of the room tem-

perature electronics. Reaching the intrinsic noise floor by utilizing all of the
methods in Table 3.1 is an avenue for future work and would enable fair
comparison with the SQUID magnetometer.

The KIM dynamic range is limited by responsivity degradation when the
applied field moves the resonance dip off the fixed carrier frequency (see
Fig. 3 in Publication III). Derived in Appendix A, the dynamic range corre-
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Figure 3.9: KIM eigenfrequency and loop area. Feasible parameters are
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not met (see the main text for definitions). High A lowers the intrinsic noise.
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500 MHz, A ≤ 15 cm2, and the bandwidth requirement is νc/(2π) = 2 kHz.

sponding to the half-responsivity bandwidth is

∆B ≈ 4LtotI
∗2

√
3QtAIs

(
1/αk + 3(Is/I

∗)2
)
, (3.11)

which assumes Is > 0. A high critical current density of the material in-
creases the dynamic range. Using the device and operation parameters of
Publication IV yields 790 nT, somewhat larger than the measured 600 nT.
In the absence of a feedback scheme the dynamic range of a typical SQUID
is only ∼ 1 nT.

Design guidelines

The KIM design factors are listed from a physical and practical perspective.
KIM design essentially involves selecting a loop size and an eigenfrequency
(Fig. 3.9). The KIM will benefit from a sufficient αk that requires a small
cross-section of the superconducting strip. The square W × W loops of
this work had rounded corners, trace width w � W , thickness d � w, λ,
and Lk0 from Eq. (2.19). The geometric inductance of the square loop can
be approximated as [112, Chap. 5.4.] Lg ≈ 2µ0W [arsinh(2W/w) − 1]/π.
For greater accuracy, Lg could be solved by numerical simulation, e.g., with
FastHenry software [113]. Besides improving αk, narrowing the trace also
helps resist the trapping of flux vortices when the superconductor crosses
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3.3. Addressability of quantum bits

Tc at a finite magnetic field. The critical field for vortex trapping is of the
order of Φ0/w

2 [114]. A trade-off related to the smallness of the cross-
section is GR noise in Eq. (3.10), which may rise to an observable level.

From the readout perspective, the loop has to behave as a lumped ele-
ment, which means small dimensions compared to carrier wavelength. This
will limit the product of the KIM eigenfrequency and the loop size:

ωrW � 2πc0/
√

(1 + εr)/2, (3.12)

with c0 the speed of light in vacuum and εr the relative permittivity of the
substrate (Si had εr = 11.9 in this work). In practice, the readout hardware
will support a certain frequency band, which typically spans a decade at
most. The lower bound for ωr may also arise from the signal bandwidth re-
quirement νc (note low-pass filtering at ωr < 2νcQt), or capacitance density
(the footprint of the capacitors must not exceed the loop area).

3.3. Addressability of quantum bits

The topic of Publication V was the experimental demonstration of the Wah-
Wah method [12], which speeds up single-qubit operations in a frequency-
crowded quantum processor (Sect. 2.5.2). When microwave control is sent
through a common feedline, it also reaches unaddressed qubits causing
phase shifts of the quantum state and leakage out of the qubit two-level
subspace. This chapter explains how leakage was first witnessed and sub-
sequently cured with Wah-Wah.

To study leakage, two transmons Qa, Qb on a 2D cQED processor
(Fig. 3.10) were operated as three-level systems, or qutrits [115]. Frequency
multiplexed transmon readouts were made sensitive to the second excited
state by interrogating the cavities at (ωr + χ)/(2π) ' 7.7 − 7.8 GHz corre-
sponding to a transmon in |1〉, and recording both signal quadratures. An-
harmonicities were measured with two-tone spectroscopy [57], and unitary
rotations were calibrated for both |0〉 ↔ |1〉 and |1〉 ↔ |2〉 subspaces. In the
|1〉 ↔ |2〉 calibration the qutrit is first excited to |1〉 by a π pulse at ω01, and
"AllXY" (see Sect. 2.5.2) is then performed with ω12 pulses. The readout
and the unitaries provide a toolbox for extracting qutrit level populations at
the instance of the measurement, and thus witnessing leakage to |2〉.

To create intentional frequency crowding as in Fig. 2.9a, one trans-
mon (Qa) was held at its flux insensitive point ωa01/(2π) ' 6.3 GHz while
the other (Qb) was shifted to operating points where δ/(2π) = 57, −60,
or −81 MHz. These offsets were much smaller than the anharmonicity
αq/(2π) ' −350 MHz, so the control speed barrier was tg = 2π/|δ| '
12−18 ns (results from the first δ point are shown). At gate times approach-
ing this barrier, leakage during Qa control was characterized with level pop-
ulation measurements. Here, the control was truncated at the nanosec-
ond resolution of pulse synthesis. State tomography [5] after the truncation
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1 mm

Qa

Qb

Figure 3.10: Four-qubit 2D cQED processor for the Wah-Wah experiment.
The 2 × 7 mm2 chip was operated at T = 20 mK. The elements are de-
scribed in the zoom-in Fig. (2.8). The flux bias lines of transmons Qa and
Qb are labelled, and the inactive transmons are far detuned. The common
feedline for readout and control contains a short coaxial cable connecting
the side terminals off-chip. A full wiring diagram and a list of device param-
eters is presented in the Supplement of Publication V. Optical micrograph
by A. Bruno, Delft University of Technology.

yields the time evolution of transmon level populations (Fig. 3.11a). Accord-
ing to the results, the DRAG pulse shaping technique mitigated internal Qa

leakage (Fig. 3.11b), but was incapable of simultaneously preventing exter-
nal Qb leakage. In Fig. 3.11c 50 % population transfer from |1b〉 to |2b〉 is
witnessed after just four Qa pulses.

Both leakage types were suppressed with Wah-Wah, which adds side-
band modulation to the pulse envelope [Eqs. (2.46)-(2.47), Fig. 3.11d]. The
intuition behind Wah-Wah is engineered pulse spectral density at multi-
ple unwanted transition frequencies. The sideband modulation was ini-
tially hand-optimized, but simulating Hamiltonian dynamics [Eq. (2.44)] was
found to accelerate the search (Fig. S3 in the Supplement of Publication
V). There is no unique pair of Wah-Wah parameters, but an entire optimum
manifold of ωm and Am that changes shape according to δ. Importantly,
Wah-Wah parameters are also different for each rotation angle.

In this work, Wah-Wah was used in conjunction with π/2 and π rota-
tions, which are perhaps the most common single-qubit unitaries. Applying
them around ±x, ±y axes can take the quantum state to six cardinal points:
poles of the Bloch sphere (|0〉, |1〉), and four superpositions on the equator
(Fig. 2.7c). The idea of randomized benchmarking (RB [116, 117]) is to
characterize single-qubit gate error by applying standard unitaries and the
identity (idling for an equal tg) in random order. Each RB sequence ends
with the transmon ideally at |0〉 or |1〉, and the measured fidelity to the ex-
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Figure 3.11: Measured evolution of level populations in Qa and Qb during
four consecutive Qa π pulses with either optimal DRAG or Wah-Wah en-
velopes. (a) Pulse sequence. Pulses (tg = 16 ns) are followed by a tb = 2 ns
buffer. Rφ(θ) denotes rotation θ at phase φ (φ = 0 is rotation around x). (b)
Evolution of Qa levels. Neither DRAG (dashed curves) nor Wah-Wah (solid
curves) pulses drive the leakage transition in Qa. (c-d) Evolution of Qb lev-
els during DRAG (c) and Wah-Wah (d) Qa pulses. DRAG pulsing drives the
Qb leakage transition. The net effect is controlled with the relative phase be-
tween subsequent pulses. The Wah-Wah pulses populate |2b〉 temporarily,
returning the population to |1b〉 by the end of each pulse.
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pected outcome decays with increasing number of gates in the sequence.
If the benchmarking is properly averaged and repeated over multiple ran-
domizations, an exponential fit to the decay gives an estimate for the error
per gate. In this work a closely related quantity, average error per compu-
tational step (EPS), was used instead (see the Supplement of Publication
V for a definition). The extracted value is not sensitive to state preparation
and measurement (SPAM) errors [118] that limit the accuracy of the level
population measurements.

The purpose of running RB was to show with high accuracy that the fi-
delity of Wah-Wah control is limited by decoherence, while DRAG pulses of
equal duration induce significant error. To this end, the buffer time tb be-
tween pulses was varied. Firstly, the individual RB, where only one trans-
mon is pulsed, gave decoherence-limited baselines of Qa and Qb (EPS vs.
tg + tb extrapolates to origin). Secondly, at high tb exceeding the gate
time, RB sequences on the transmons were symmetrically interleaved8 with
pulses on Qa and Qb applied in an alternating fashion (Fig. 3.12a). This
allows compensation for deterministic phase shifts [120] in pulse synthesis;
thus the possible increase in the EPS, when comparing with the baseline, is
from the leakage. RB measurements showed that when Wah-Wah pulsing
on Qa was turned on, Qb EPS remained at the decoherence baseline. In
contrast, DRAG pulsing on Qa increased Qb EPS noticeably (Fig. 3.12b).
As deduced from a series of experiments (see also Fig. S4 in the Supple-
ment of Publication V), the Qb EPS difference from the leakage grew with
decreasing tg, as expected from the broadening of the pulse spectral band-
width. Qb DRAG pulsing did not induce leakage in Qa, as expected from
a large frequency difference between ωb01 and ωa12 (Fig. 3.12c). Hence, Qb

pulses did not need Wah-Wah sideband modulation.
Similar conclusions on Wah-Wah superiority over DRAG were drawn

from quantum process tomography [121] (see Fig. 4 in Publication V, and
Fig. S5 in its Supplement).

8This method should not be confused with interleaved RB in Ref. [119].
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Figure 3.12: Randomized benchmarking. (a) An alternating RB gate se-
quence that can be reduced to individual RB by idling on either transmon.
The computational step time is ts = 2tg + 2tb, where a step consists of a
π, π/2 pulse pair and variable buffers. Rφ(θ) denotes rotation θ at phase
φ (φ = 0 is rotation around x). (b,c) EPS of optimal transmon control vs.
ts, at fixed tg = 16 ns. The individual RB constitutes a decoherence limited
baseline in both panels, since the EPS extrapolates to origin. In (b) Qb EPS
increases due to leakage induced by alternating Qa DRAG pulses. How-
ever, when the alternating Qa pulses have Wah-Wah sideband modulation,
the Qb EPS is indistinguishable from the decoherence baseline. In (c) Qa

control is also decoherence limited. There are no observable Qa EPS differ-
ences when changing the Qa pulse shaping technique or switching between
the two Qb sequences, i.e., idling and DRAG pulsing.
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4. Summary and conclusions

The single junction amplifier (SJA) is a dc biased, selectively damped Joseph-
son junction (JJ) that provides microwave gain in reflection. Demonstrated
and analysed in this work, the first SJAs were proof-of-concept devices.
In practical applications such as quantum bit readout, the SJA faces com-
petition against a broad class of RF pumped amplifiers and the microstrip
SQUID amplifier. Some highlights of recent work include directional amplifi-
cation to avoid placement of a circulator between source and amplifier [122],
strong environmental coupling in JPA to increase dynamic range and band-
width [123], and a travelling wave Josephson amplifier [124]. A crucial im-
provement of the SJA would be a tunable bandstop filter in order to move
the centre frequency of the gain curve. In other Josephson amplifiers fre-
quency is tuned with flux-biased superconducting quantum interference de-
vice(s) [SQUID(s)]. The bandstop filter tunability could be implemented with
a varactor diode.

From the design perspective, the SJA benefits from straightforward Langevin
simulation of the electric circuit. However, a full analytical description of the
system, including a JJ in the finite voltage state, is elusive. By contrast,
developing the theory of an RF pumped amplifier is easier since the junc-
tions are in the zero voltage state. In spite of the listed drawbacks, the
SJA showed unexpected features of non-linear Josephson dynamics. At a
"self-organized" SJA operating point the noise performance was near the
quantum limit.

New kinetic impedance devices were demonstrated in this work. They
harness the temperature or dc current sensitivity of the kinetic impedance in
superconducting thin films. The kinetic inductance bolometer is a lightweight
membrane heated by THz radiation. A superconducting meander line with a
high fraction of kinetic inductance probes the membrane temperature, and
the inductance is read out by a dispersive measurement. Employed fre-
quently in this work, the dispersive readout involves a resonant matching
network. The network transforms a change in impedance to changes in the
eigenfrequency and quality factor of an RF resonator, quantities observable
in RF transmission measurements.

The bolometer experiments indicated suitability for terrestrial THz imag-
ing. Future bolometers on a focal plane array will have to be designed
together with optics in order to build, e.g., a security screening device. Con-
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cealed objects are detected because their radiation temperature is lower
than that of the human body. The instrument is passive, requiring no coher-
ent target illumination, and the acquired images are easy to interpret. The
dispersive readout facilitates scale-up to large arrays due to the frequency
multiplexability of the bolometers. It is anticipated that the bolometer noise,
dominated by phonons, can be lowered by narrowing membrane suspen-
sions while retaining mechanical robustness and high device yield. This,
however, would require simultaneous reduction of membrane heat capac-
ity in order not to reduce imaging speed. Electromagnetic simulations may
facilitate optimization of the geometry of the resistive absorber of THz radi-
ation. Uncooled semiconductor modules as passive THz receivers are only
gradually becoming competitive against cryogenic sensors. Here, the key
issues are related to transistor speed and low-frequency noise [88].

This work improved the state-of-the-art in kinetic inductance magnetom-
etry. The kinetic inductance was distributed across a large superconducting
pick-up loop for the magnetic field. Flux quantization in the loop generates
a circulating shielding current that enhances the kinetic inductance. Kinetic
inductance magnetometer (KIM) readout is similar to that of the bolome-
ter, and shares its many advantages. For instance, frequency multiplexing
may find use in biomagnetic measurements such as magnetoencephalogra-
phy (MEG) [125] and its combination with ultralow-field magnetic resonance
imaging (ULF MRI) [126, 103]. These techniques non-invasively map the
temporal activity and structural data of the human brain, respectively.

The KIM has potential to challenge low-Tc SQUID sensors. While follow-
up experiments are required to reach the intrinsic noise floor of the KIM, it
was shown that the KIM is a versatile device. Inexpensive wafer-scale fab-
rication is possible. Unlike the SQUID, the KIM has a wide dynamic range,
and its sensitivity to RF interference is negligible. These properties ease
operation outside a magnetically shielded environment, and allow magnetic
manipulation of measured samples (as in ULF MRI) without detector satu-
ration. Ultrasensitive atomic magnetometers operated near room temper-
ature [127, 128] are not practical enough at present to replace cryogenic
sensor systems.

As a final topic of this work, superconducting transmon quantum bits
(qubits) on a 2D circuit quantum electrodynamics (cQED) processor were
studied. The transmons have a weakly anharmonic energy spectrum that
originates from the Josephson effect. The drawback of the presence of a
nearby third energy level is susceptibility to leakage outside the qubit sub-
space. The leakage induced by single-qubit microwave control pulses was
investigated. The shorter the pulse duration, the larger the spectral weight
at unwanted transitions. To maximize the number of control operations that
fits within the qubit coherence time, pulse shaping is utilized.

The Wah-Wah (weak anharmonicity with average Hamiltonian) pulse
shaping technique was demonstrated successfully. Wah-Wah mitigates not
only internal leakage in the qubit addressed by the control, but also external
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leakage in its frequency neighbour qubit. This is an asset for quantum pro-
cessor scalability, as the control can be sent through a common feedline.
Hence, Wah-Wah reduces the number of control lines connected to a cQED
device. Wah-Wah has found immediate use in a five-transmon experiment
that implements bit-flip error detection [50].
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Appendices

Appendix A: KIM dynamic range

The general forms of the quadrature responsivities (pictured in Fig. 3 of
Publication IV), where the carrier can be off-resonant, are∣∣∣∣ ∂VI

∂B0

∣∣∣∣ ≈ 4|x|
(1 + 4x2)2

∣∣∣∣∂Vout

∂B0

∣∣∣∣
ωrf=ωr

, (1)∣∣∣∣∂VQ

∂B0

∣∣∣∣ ≈ |1− 4x2|
(1 + 4x2)2

∣∣∣∣∂Vout

∂B0

∣∣∣∣
ωrf=ωr

. (2)

The normalized frequency offset is x = (ω−ωr)/κ, with Qt evaluated at the
screening current Is of the operation point. The responsivity has decreased
to 1/2 from its maximum [Eq. (3.8)] at frequencies ωr(1 ± 1/(2

√
3Qt)).

The corresponding inductances are approximately Ltot(1∓ 1/(
√

3Qt)), and
screening currents Is±. Ltot is also evaluated at the specific Is. It follows
that

(Is
−)2 + (Is

+)2 = 2Is
2, (3)

(Is
−)2 − (Is

+)2 =
8Ltot√
3QtLk0

. (4)

The equation for the dynamic range, by manipulation of Eq. (3.7), reads

∆B =
(Lg + Lk0)(Is

− − Is+) + Lk0

(I∗)2 ((Is
−)3 − (Is

+)3)

A
. (5)

At Is > 0, where the KIM is responsive to the applied flux, it is relatively safe
to approximate Is− + Is

+ ≈ 2Is, and the final result from the combination of
above formulae is

∆B ≈ 4LtotI
∗2

√
3QtAIs

(
1/αk + 3(Is/I

∗)2
)
. (6)
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Appendix B: Errata

• In the main text of Publication IV, the Cooper pair density should be
ns/2, that is, one half of ns which is the density of paired electrons.

• In Publication IV, equation (3) should read

Z ≈ Z0Qext

2Qi
(1 + j2Qi(ω − ω0)/ω0) .

• In the Methods section of Publication IV, the kinetic inductance frac-
tion αk should be defined and included in the expression for the intrin-
sic quality factor: Qi = ns/(αknqpω0τqp).

• In the Supplement of Publication V, the first line of equation (S8)
should read

∆aΠ̂a
2 + (δ −∆b)Π̂

b
1 + (2δ −∆b)Π̂

b
2.
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Josephson junction microwave amplifier
in self-organized noise compression
mode
Pasi Lähteenmäki1*, Visa Vesterinen2*, Juha Hassel2, Heikki Seppä2, & Pertti Hakonen1

1Low Temperature Laboratory, Aalto University, P.O.Box 15100, 00076 AALTO, Finland, 2VTT Technical Research Centre of
Finland, P.O. Box 1000, 02044 VTT, Finland.

The fundamental noise limit of a phase-preserving amplifier at frequency v/2p is the standard quantum
limit Tq 5 Bv/2kB. In the microwave range, the best candidates have been amplifiers based on
superconducting quantum interference devices (reaching the noise temperature Tn , 1.8Tq at 700 MHz),
and non-degenerate parametric amplifiers (reaching noise levels close to the quantum limit Tn < Tq at
8 GHz). We introduce a new type of an amplifier based on the negative resistance of a selectively damped
Josephson junction. Noise performance of our amplifier is limited by mixing of quantum noise from
Josephson oscillation regime down to the signal frequency. Measurements yield nearly quantum-limited
operation, Tn 5 (3.2 6 1.0)Tq at 2.8 GHz, owing to self-organization of the working point. Simulations
describe the characteristics of our device well and indicate potential for wide bandwidth operation.

T
he goal of quantum limited amplification at microwave frequencies has become increasingly important for
superconducting qubits and nanoelectromechanical systems1. The lowest noise temperatures with respect to
the quantum noise have been achieved using nondegenerate parametric amplifiers based on superconduct-

ing quantum interference devices (SQUIDs)2–4. They yield a noise temperature Tn of about (1.0 – 1.6) Tq. Other
implementations of near-quantum limited amplification have been realized by means of Josephson ring oscilla-
tors5, DC-SQUIDs6,7, and parametric amplifiers based on Josephson junction arrays2,8–11. Devices based on
photon-assisted tunneling SIS-mixers yield Tn 5 1.2Tq

12. However, these devices lack power gain but they do
have a large gain in photon number due to conversion from high to low frequency.

Negative differential resistance devices, in particular tunnel diodes, have been used in the past to construct
oscillators and amplifiers for microwave frequencies. These devices are capable of very fast operation. They were
among the first ones to be used at microwave frequencies because they display little or no excess noise in the
negative resistance bias region13. Here, we propose a negative-resistance amplifier based on an unshunted, single
Josephson junction (JJ) operating in a noise compression mode. Unshunted junctions have been analyzed and
demonstrated to work in SQUID circuits at low frequencies by Seppä et al.14. We have developed analogous
concepts for high frequency operation. The present device differs markedly from previous implementations using
unshunted Josephson devices due to the modified impedance environment.

Unshunted junctions are attractive as low-noise devices since they minimize fluctuations by avoiding unne-
cessary dissipation in the junction environment. In voltage-biased (Vb) operation, these devices can be considered
as mixers between the signal frequency (vs around a few GHz) and the Josephson frequency (vJ 5 (2e/B) Vb 5 2p
3 10 – 300 GHz) including sidebands15. A frequency-dependent environmental impedance can be employed for
controlling mixing strengths (because the Josephson junction is a phase driven current generator) and the
impedance makes the conversion between these two quantities.

Results
The fundamental macroscopic principle of our single junction amplifier (SJA) is that the intrinsic resistance
of a JJ is negative over time scales much longer than 1/vJ

14 (as shown in Fig. 1a). This is usually hidden in
weakly damped JJs since the negative-resistance branch is unstable. On the other hand, for strongly damped
junctions, the total dynamic resistance is positive. This can be seen from the current-voltage IV character-
istics vb~

ffiffiffiffiffiffiffiffiffiffiffi
i2
b{1

p
for a Josephson junction with negligible capacitance (valid for ib . 1). Here vb 5 Vb/IcR

denotes the voltage scaled with critical current Ic and the shunt resistance R while ib 5 Ib/Ic is the dimen-
sionless current. Solving for the current through the junction alone, iJJ 5 ib 2 vb (illustrated by the black
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curve in Fig. 1a), we get for the scaled dynamic resistance

rd~
Rd

R
~

1
diJJ=dvb

~
1

dib=dvb{1
ð1Þ

This yields
ffiffiffiffiffiffiffiffiffiffiffiffi
v2

bz1
p �

vb{
ffiffiffiffiffiffiffiffiffiffiffiffi
v2

bz1
p� �

, negative at all bias points.
The schematics of our SJA configuration is illustrated in Fig. 1c. To

utilise the negative resistance of a JJ for amplification, stable opera-
tion has to be maintained by sufficient damping at all frequencies.
The frequency-dependent damping is set in such a way that the
external shunt damps the low (v , vs, the signal frequency) and
high (v . vs) frequency dynamics, which ensures both stable DC
bias and overdamped Josephson dynamics. In practice, we have rea-
lised this separation by mounting the shunt resistor in series with a
bandstop filter whose center frequency is at the signal frequency
vs

16,17. The shunt capacitor is chosen large enough that it acts as a
short at the Josephson frequency to ensure the high frequency
dynamics and the IV curve are not modified. The stabilization in
the stop band is provided by the postamplification circuit. The shunt
circuit and the postamplification circuit together guarantee the
stability of the device by generating a wide-band resistive envir-
onment for the JJ. Operated as a reflection amplifier, the power gain
jS11(v)j2 5 jC(v)j2 is determined by the reflection coefficient

C vð Þ~ Zin vð Þ{Z0ð Þ= Zin vð ÞzZ0ð Þ, ð2Þ

where Zin(v) is the impedance of the JJ, the shunt and the series
inductance; Z0 is the impedance of the readout circuit. As seen from
the curve in Fig. 1b, there is gain (S11 . 0 dB) at all values of negative
resistance and a strong divergence around Zin 5 2Z0. In the stop-
band of the shunt circuit, the input impedance Zin(vs) consists of the
JJ (and possibly of an LC impedance transformer): it is real and
negative. For Rdj j *> Z0, large gain with stable operation can be
obtained. For operating conditions where jRdj ? Z0 impedance
transforming circuits are employed to change the reference level
impedance Z0, e.g. from 50 V typical for standard RF technology
to a level of 1 kV which is a typical value of jRdj for small Jose-
phson junctions at high bias voltages.

The dynamics of SQUID circuits can be analyzed using a Langevin
type of differential equation for the phase variable Q across the
Josephson junctions18. Good agreement of such Langevin analysis
with measured experimental results has been obtained in the past19,20.

In the semiclassical approach, the generalized Nyquist noise formula
by Callen and Welton21 with the frequency dependence 0:5Bv coth
(Bv/2kBT) is employed as the colored noise source in the differential
equation19,22,23. At the Josephson frequency, the semiclassical noise
power per unit bandwidth is so large (!BvJ ? kBT) that, after
downmixing, it will have observable effects on the phase dynamics
at the signal frequency vs. Since the noise at vs is cut off from the
Josephson junction by the bandstop filter (see Fig. 1c), direct noise
from the shunt is avoided and only the down-mixed noise is present
in our device. The absence of direct noise ensures good noise char-
acteristics for our SJA and this feature is one of the basic differ-
ences when comparing SJAs with traditional microwave SQUID
amplifiers.

Experimental. Fig. 2 displays noise spectra measured on the device
at different bias points. At low bias currents, the magnitude of
the dynamic resistance jRdj is smaller than the environmental
impedance in parallel to it, making the total damping impedance
of the LC resonator in the shunt circuit negative. This leads to
either spontaneous oscillations or saturation. The oscillations are
highly nonlinear, which is manifested as higher harmonics in the
spectra. The saturation shows up as vanishing response. As jRdj
increases at higher bias points, the system is stabilized and the
harmonics disappear since the device operates as a linear amplifier
generating amplified noise at the output.

After finding the optimal stable bias point, the gain vs. frequency
was recorded at several power levels. The maximum measured gain
of the SJA was found to be 28.3 6 0.2 dB. The measured power gain
of the device is plotted in Fig. 3 at Pin 5 2160 dBm. The 21 dB
compression point for Pin was found to be around 2134 dBm; this
yields a dynamic range of 70 dB as the input noise corresponds to
2204 dBm. For the 23 dB bandwidth, we obtain BW^1 MHz.
However, the bandwidth depends very much on the bias voltage
due to the variation of Rd along the IV-curve, indicating that fun-
damentally the device is capable of wideband gain. In the present
experiments, we reached jCjmax 3 BW 5 40 MHz for the voltage
gain - bandwidth product. The nominal parameters of the measured
amplifier are given in Table I in the Methods section.

The inset in Fig. 3 displays the improvement of the signal to noise
ratio when the SJA is switched on and operated at its maximum gain.
Based on this improvement, we find that the input-referred noise
power added by the amplifier is 220 6 70 mK (0.5Bv/kB coth(Bv/
2kBT) 5 90 mK originating from the source has been subtracted),
which corresponds to Tn < (3.2 6 1.0) Tq. The best noise temper-
ature was obtained at the largest gain of the SJA.

Theoretical. To theoretically model a single junction device
with arbitrary, frequency-dependent environment with 0 , bc 5

2eR2(v)IcCJ/B , 1, we simulate numerically the electrical circuit
on the basis of the DC and AC Josephson relations which define a
nonlinear circuit element having the properties: IJ 5 Ic sin Q and V 5
(B /2e) hQ/ht. We have compared our numerical simulations with
analytic methods using an approximate model where we have
adapted the resistively and capacitively shunted junction (RCSJ)
approach to the modified environmental impedance of the SJA.
Our numerical and analytic models take into account the Callen
and Welton quantum noise from the environment semiclassically.
Down-conversion of the noise at vJ is the main quantity to be
minimized for optimum performance.

The simulated power gain is included in Fig. 3 together with the
experimental data. The theoretical gain curve is seen to follow the
experimental behavior closely and it yields 42 MHz for the gain-
bandwidth product. The simulated maximum gain amounts to
28.9 6 0.5 dB. All these findings are in excellent agreement with
the experimental data. Basically, the shape of the gain curve indicates
that the amplification mechanism is based on mixing between vs and
the sidebands of vJ. This occurs along with the conversion from

Figure 1 | a) Typical IV of a SJA (in blue); red and black curves indicate the

division of I into shunt and junction currents, respectively.

b) Reflection (scattering) amplitude S11 in a Z0 5 50V system as a function

of the load impedance. c) Principal scheme of the SJA operation. d) Optical

image of a SJA; the size of the image is approximately 270 mm 3 230 mm.
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down-mixed currents at vs to voltage by the shunt impedance
(see the Supplementary material). For comparison, we have also
calculated a linearized response curve where the Josephson junction
has been replaced by a negative resistance of Rd 5 21370 V from
Eq. (1).

Our numerical simulations yield Tn 5 270 6 30 mK which is close
to the experimentally found Tn 5 220 6 70 mK. Hot-electron effects
were taken into account by using the model of Ref. 24, on the basis of
which we estimated the electronic temperature in the shunt to be
Te^400 mK instead of the base temperature 70 mK. The noise tem-
perature is not very sensitive to hot electron effects when the shunt is
fully blocked by the LC resonator at the center frequency. However,
when going away from the center frequency, direct noise may leak

out from the shunt reducing the useful band to ‘‘a noise-temperature-
limited’’ range. The simulated noise power spectrum and the corres-
ponding Tn as a function of frequency are presented in Fig. 4.

In our analytic modeling, we have generalized the semiclassical
treatment of Ref. 19 to finite capacitance CJ and combined the mixing
analysis with the current-voltage characteristics derived in Ref. 23.
For the noise analysis, we define a noise process Qs(t), band-limited
near the signal frequency. Another noise process Qj(t) with ÆQj(t)2æ=
1 covers the Josephson frequency and one pair of sidebands (vJ 6

vs). Qj has a small variance because of the low impedance of the
junction capacitor at high Josephson frequency. We expand iJ 5

sin Q(t) < sin(vJt 1 Qs 1 Qj) in order to describe the junction as a

Figure 2 | Noise spectra of the device as function of the bias point; the reference level corresponds to 14 K kB and the power scale on the right is given in
dB. The inset displays the dependence of rd as a function of bias voltage for different values of bC. Values between 0 and r�d lead to unstable behaviour;

r�d~{50 without impedance transformer (R 5 1 V). There are no special features in the noise spectral density in the area below the inset.

Figure 3 | Gain of the SJA as function of frequency at the optimal point of
operation (blue, noisy curve). Results from our numerical simulation are

denoted by open circles, while the smooth curve (green) illustrates the gain

from a linearized electrical circuit model where the Josephson junction is

replaced by a negative resistance of Rd 5 21370 V from Eq. (1). Inset: Output

noise spectra having the SJA off (lower trace) and on (at maximum gain).

Figure 4 | The effective output noise temperature Pout
n

�
kB (left scale) is

compressed in the simulation (denoted by solid blue line) when
compared with the product of the simulated gain (G – 1) and the
uncompressed down-mixed noise of 2.4 K3kb from Eq. 3 (#). After

dividing the simulated output spectrum by the calculated gain, a clear dip

is revealed in the input noise temperature (e, right scale).
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DC current generator plus two AC current noise generators: one at
vs and the other around the Josephson frequency. In the Fourier
plane, the AC Josephson relation and the impedance environments
at low and high frequencies establish the down-mixing noise process.
We denote the variance of the phase noise over the signal band by
d2

s ~ ws tð Þ2
� �

. In our calculations, we expand exp(iQs) < J0(r) 1
i(2J1(r)/r)Qs (which is a good approximation at small d2

s ) but this
breaks down when additional sidebands (vJ 6 2vs and so on)
become significant. These Bessel functions of the first kind have
the phase noise amplitude r divided by the signal band. Ideally, r
should follow the Rayleigh distribution. In our analysis, we treat
separately the limit of small fluctuations, d2

s=1, and the regime with
d2

s §1, in which noise compression effects appear. With large gain
and resonantly boosted current-voltage conversion, the phase fluc-
tuations will grow so much that the non-linearities begin to limit the
gain, and the system is driven to a steady state where the down-
mixing process becomes altered and significantly suppressed. The
number of added quanta per unit band from mixed-down noise is
derived in the Supplementary material:

kBTmix

Bvs
~

Nj d2
s

� �
2

1zb2
c u2

b

1z3b2
c u2

b

 !
Gm{1

Gm

� 	
, ð3Þ

where N 5 vJ/vs and the factor (Gm 2 1)/Gm can be neglected at large
gain. Noise suppression is denoted by the compression factor j d2

s

� �
ƒ1

which equals unity at d2
s=1 and decreases towards zero with growing

variance. In our model with the sidebands vJ 6 vs, we obtain
j d2

s

� �
~vJ2

0 rð Þw*exp {d2
s

� �
. Hence, large improvement in noise

performance can be achieved compared to the linear where j d2
s

� �
~1.

The role of noise compression in the operation of the SJA is illu-
strated in Fig. 4. For reference, we plot the uncompressed noise from
Eq. (3) multiplied by the simulated gain. The output noise temper-
ature from the actual simulation differs from it (an indication of
noise compression). The simulated spectrum is rounded near the
gain peak, which creates a dip in the input noise temperature.

In Fig. 5, the input noise temperature at Gm is plotted as a function
of the gain. Linear theories predict convergence towards Tn 5 2.4 K

at Gm ? 1 (from Eq. (3) by taking j 5 1). Above a threshold gain of
, 13 dB, noise suppression sets in. From our analytic model with
two sidebands vJ 6 vs, we obtain j~vJ2

0 rð Þw~0:44 for the com-
pression factor at Gm 5 28 dB and the noise temperature reduces to
Tn 5 1.0 K. Compared with numerical simulations, the analytic
model yields nearly 3–4 times larger value for Tn.

Discussion
The compression mechanism for noise is crucial for the high bias
operation of the SJA since otherwise Tn would grow directly propor-
tional to ub (N in Eq. (3)). The operation with noise compression can
be viewed as self-organization of the system. Microscopic degrees of
freedom give rise to a macroscopic order which can be parametrized
to describe the behavior of the system. In our device, the macroscopic
ordering is dictated by the integrated noise over the amplified band-
width. This parameter governs the macroscopic characteristics of the
device (e.g. the effective critical current and the gain of the device for
external signals). The actual value of the gain is set by the higher order
terms present in the Josephson energy, which resembles that of the
order parameter stabilization in regular phase transitions.

The bandwidth of our SJA is fundamentally limited below the
Josephson and plasma frequencies, 1

2 min(vJ, vp). It can be shown
that the gain-bandwidth product is jCjmax 3 BW 5 2/jRdj(C 1 CJ) in
our first-order filtering scheme. In the measured amplifier, the capa-
citance of the bandstop filter is C < 4.3 pF and CJ 5 0.35 pF.
Furthermore, using Rd 5 21370 V as in our operating point of
interest, the formula yields jCjmax 3 BW 5 50 MHz while <
40 MHz is obtained experimentally. In general, stability of the amp-
lifier requires that C . CJ . Reduction of the shunt capacitance facil-
itates improvement of the gainbandwidth product but the boundary
condition R? vJ Cð Þ{1 must be met. High bandwidth is predicted at
small Rd too, which can be obtained most effectively by increasing the
critical current. Also CJ controls the value of Rd so that the optimum
for gain-bandwidth product is obtained for a small junction with a
high critical current density.

Another possible low noise regime for the SJA is the limit of small
vJ. We analyzed a few devices at ub 5 3 (N 5 2.33) with different bc

(see the Suppl.). We obtained analytically that the down-mixed noise
contribution is around Bv at bc 5 0.3 2 0.5 without any noise

Figure 5 | Input noise temperature Tn vs. maximum gain of the SJA. The

uncompressed Tn (Eq. (3) with j 5 1, solid blue line) converges to 2.4 K at

high gain. Compression suppressed Tn for the analytic model with two

sidebands at vJ 6 vs is denoted by the dashed green line. Noise

temperature from the simulations is depicted using open circles, and the

error bars represent the statistical uncertainty in the simulated spectral

density. The measurement result is marked by a filled circle (N), while the

standard quantum limit would be Tq 5 Bv/2kB 5 70 mK.

Figure 6 | Setup for measuring the SJA characteristics. The essential

components of the SJA are located at 70 mK (indicated by the dashed black

box). 60 dB of attenuation is employed to thermalize the incoming rf

signal cable and two circulators eliminate the back action noise from the

preamplifier. Noise temperature of the cooled preamplifier (including

losses in front of the preamplifier) THEMT
n ~14+3 K at the center

frequency of the SJA.
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compression. This was verified in numerical simulations according
to which 0.9 6 0.2 quanta were added by our SJA. Addition of one
quantum indicates that the noise behaviour of the SJA is reminiscent
to that of heterodyne detection where the image frequency brings an
extra noise of 1

2 Bv to the detected signal25, i.e. both sidebands of the
Josephson frequency add 1

2 Bv to the noise temperature.
The control of noise in our SJA is not fully optimized and several

issues should be addressed in order to make the theoretical procedure
for noise minimization more effective and transparent. Using nu-
merical simulations, we reproduced the measured noise temperature
3.2Tq at high bias and found signs for the complex behavior of our
device. Our analytical model mixes down noise only from two side-
bands vJ 6 vs, the consideration of which is sufficient at low
Josephson frequency and small phase noise variance d2

s . Conse-
quently, the predictions of Tn , Bv from our analytical modeling
are reliable at low bias voltage. In the noise compression mode,
d2

s §1, our simulations show that the analytic model fails and an
extension in the number of tracked sidebands is necessary. More-
over, further work will be needed to show whether pronounced noise
compression can drive the SJA into the standard quantum limit Tq.
Our analysis indicates that the concept of selectively shunted junc-
tion amplifier for microwaves is sound and that it provides the best
route for quantum limited operation over large bandwidths.

Methods
Our experimental setup for the SJA measurements is shown in Fig. 6. The device is
biased with a DC current which allows the effective value of the negative resistance to
be tuned over a wide range of values. The incoming signal and the reflected signal are
separated by circulators and the signal postamplification is performed by high elec-
tron mobility transistor (HEMT) based amplifiers at 4 K and at the room temper-
ature. At the optimal operating point, the dynamic resistance Rd of the Josephson
junction is 21370 V in our amplifier. To get substantial gain according to Eq. 2, we
apply impedance transformation by placing an inductor L2 in series with the junction.
This converts the input impedance Zin(vs) close to 250 V.

To measure the amplifier performance, we injected a reference signal and recorded
the signal-to-noise (S/N) ratio while having the SJA ON and OFF. In the OFF state,
the SJA acts like a pure inductance reflecting all the incoming power (passive mirror)
and the noise in the S/N ratio measurement is fully specified by the HEMT pream-
plifier. The largest improvement in the S/N was found at the highest bias current ,
140 mA (ib 5 8.2). Using a source at 70 mK, the S/N ratio after the HEMT amplifier
was improved by 17.2 6 0.2 dB. Thanks to the microwave switch in the setup, the
noise temperature of the HEMT amplifier could be carefully calibrated using the cold/
hot load technique. The parameters of the investigated amplifier are collected into
Table I.
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Table I | SJA parameters in the experiment and the simulation.
Definitions: Z0, impedance of the source and the readout circuit;
R, C and L the shunt resistance, capacitance and inductance,
respectively; Ic, CJ, vp and bc the critical current, the capacitance,
plasma frequency and the Stewart-McCumber parameter of the
junction, respectively; C2, L2 the capacitance and the inductance
in series with the SJA device (impedance transformer); vs the
signal frequency; Ib and vJ the bias current and the Josephson
frequency at the optimal operating point
Parameter Value Parameter Value
Z0 50 V Ic 17 mA
R 4.0 V CJ 0.35 pF
C 4.26 pF vp/(2p) 61 GHz
L 702 pH bc 0.29
C2 33 pF Ib 140 mA
L2 14.25 nH vJ/(2p) 270 GHz
vs 2.865 GHz
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Our Supplementary material is divided into chapters as outlined above. Ch. I details the

circuit diagram of the single junction amplifier (SJA). The non-linear Josephson junction

element and the semiclassical, quantum noise generators are defined, and we derive the

Langevin system of differential equations that is solved numerically in the time domain. In

Ch. II, we study the amplifier characteristics analytically by introducing a linear model where

the Josephson junction is replaced by negative dynamic resistance Rd. In particular, the

magnitude of Rd is linked to DC voltage bias and junction capacitance. Equations for down-

mixed noise from the Josephson frequency are derived and analyzed in detail. Ch. III deals

with guidelines for practical amplifier design and summarizes the constraints that limit the

2



parameter selection. Relations between gain, bandwidth, and stability are studied. Finally,

Ch. IV presents the results. At high-bias operation point, the experiment is compared with

the simulations of Ch. I and the analytic model of Ch. II. We also present numerical results

of a nearly quantum limited amplifier at low bias, designed using principles given in Ch. III.

I. COMPUTATIONAL METHODS

FIG. 1. Amplifier circuit with a Josephson junction denoted by the cross. Node N1 specifies the

node to which the bias current Ib is fed. A circulator connects the branches X, Y, and Z in a

manner denoted by the arrows; the amplifier input impedance Zin is the impedance at N2 looking

outward from port Y. The junction has internal capacitance CJ which is not drawn explicitly. For

the variables, see text.

The circuit diagram of the analyzed SJA Josephson amplifier is presented in Fig. 1. Using

the standard definitions for the Josephson current IJ and the voltage V

IJ = Ic sinφ (1)

V =
~
2e

∂φ

∂t
=

Φ0

2π

∂φ

∂t
, (2)

we can model the non-linear behavior of the junction in an otherwise regular electrical circuit.
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The critical current Ic and the phase difference φ are measured across the junction. The

constants e and ~ denote the elementary charge and reduced Planck’s constant, respectively;

Φ0 = π~/e is the flux quantum. Other quantities in Fig. 1 are understood through

• CJ, ICJ: junction capacitance and current flowing through it

• R, IR + δI: resistance of the bandstop shunt and the current in it with fluctuation δI

• L, IL, C, IC : shunt inductor, capacitor, and the associated currents

• Ib, Vsg: current bias and signal voltage generators

• L2, C2: LC transformer for impedance matching

• IX, IY ≡ −I2, IZ: currents entering the three-port circulator (they sum up to zero)

• Z0: internal resistance of signal generator in branch X; matched load in branch Z.

Transformation into dimensionless variables written in lower case letters is defined as

ωp =
√

2πIc/(Φ0CJ) (plasma frequency) (3)

Q = ωpRCJ (quality factor) (4)

τ = ωpt (5)

iJ = IJ/Ic = sinφ (6)

v = V/(RIc) =
1

Q

∂φ

∂τ
=
φ′

Q
. (7)

Similarly, all currents are divided by Ic, and voltages by the product RIc. The dynamics

of the Josephson junction in the presence of finite CJ > 0 is often described using the

dimensionless Stewart-McCumber parameter βC = Q2 = 2eR2IcCJ/~. Charges in capacitors

become dimensionless when they are multiplied by ωp/Ic. Dimensionless resistances r are

multiples of R.

Kirchhoff’s current law tells that

iC + iL = iR + δi (in the shunt) (8)

i2 + i = iC + iL + iJ + iCJ (at node N1) (9)

iX + iZ = i2 ≡ −iY (at the circulator). (10)
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Electric power must be conserved within the circulator. Using an ideal circulator, we obtain

for the voltages and currents at the three ports:

vX =
vsg

2
& iX =

Rvsg

2Z0

(11)

vY = vsg −
Z0i2
R

(i2 is a variable) (12)

vZ =
vsg

2
− Z0i2

R
& iZ = −RvZ

Z0

. (13)

Kirchhoff’s voltage law yields

v = vsg −
Z0i2
R

− L2ωpi
′
2

R
− q2
ωpRC2

(14)

(between nodes N1 and N2)

q

ωpRC
=
Lωpi

′
L

R
= v − iR (15)

(in the shunt),

where the primes denote time derivatives. The charges stored in the capacitors C and C2

are related to the currents via q′ = iC and q′2 = i2, respectively. In the Josephson junction

q′J = iCJ. We can gather all the information presented so far into a Langevin system of

ordinary differential equations

φ′

q′J

q′

i′L

q′2

i′2


= A



φ

qJ

q

iL

q2

i2


+



0

ib − δi− sinφ

δi

0

0

Rvsg
L2ωp


(16)

where matrix A is 

0 1 0 0 0 0

0 − 1
Q

CJ

CQ
0 0 1

0 1
Q

− CJ

CQ
−1 0 0

0 0
ω2
0

ω2
p

0 0 0

0 0 0 0 0 1

0 −C2ω2
2

CJω2
p

0 0 −ω2
2

ω2
p
− Z0

L2ωp


. (17)

Eigenfrequencies are ω0 = 1/
√
LC and ω2 = 1/

√
L2C2.
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Josephson frequency ωJ = 2eVb/~, expressed through averaged Josephson voltage Vb =

⟨V ⟩, is the quantity that determines the necessary bandwidth in the simulations. Two

harmonics of ωJ fit inside 3ωJ , and the interval of digitally filtered noise samples is set to

6ωJ because of Nyquist sampling theorem. For the shunt resistor, we included symmetrized

quantum noise which has current spectral density

SI(ω) =
2~ω
R

coth

(
~ω

2kBTshunt

)
, (18)

defined here as the variance of current per unit bandwidth at positive frequencies; kB is

Boltzmann’s constant. The input noise, added to vsg, had the voltage spectral density

(ω > 0)

SV (ω) = 2Z0~ω coth

(
~ω

2kBTin

)
(19)

which corresponds to voltage variance per unit bandwidth. Input noise at temperature

Tin = 70 mK was bandpass filtered to take the circulator bandwidth into account. It can

be noticed that half a quantum of noise of ~ω/2 enters the amplifier input even at zero

temperature (consider the product vXiX in Eq. (11)).

Simulation was started by setting voltages, charges and currents to zero. First, the bias

current ib was slowly turned on and swept linearly up to a point where stability could be

observed. The bias was then swept down to the desired operation point (ib > 1). Second,

the amplifier was perturbed with a Gaussian input pulse from vsg in order to confirm the

stability. Finally, a sinusoidal input voltage was turned on, in the case when the reflection

coefficient Γ of the system was to be evaluated. The coefficient gives the relation between

input and output voltages: vZ(ω) = Γ(ω)vX(ω). The input impedance Zin of the amplifier,

or the impedance looking out from port Y, is easily obtained from

vsg =
Zin + Z0

R
i2. (20)

The desired Fourier components of vsg and i2 are computed with FFT analysis on steady-

state time traces. It turns out that

Γ(ω) =
Zin − Z0

Zin + Z0

(21)

as in regular microwave reflection measurements. Power gain of the amplifier can be esti-

mated with G = |Γ(ω)|2, the squared modulus of the reflection coefficient. For more accurate
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results, the spectral density of the output voltage vZ is plotted in two distinct cases: (I) nor-

mal operation and (II) silent, unbiased situation with unity gain (ib = i2 = 0). Input noise

is present on top of the sinusoidal signal in vsg, see Eq. (13). The gain is computed as the

ratio of spectral densities in the cases (I) and (II) at the input frequency.

Noise added by the Josephson amplifier was estimated after the gain peak G(ω) had been

found. Nothing but quantum noise was present at input vsg during this simulation. The

spectral density of vZ was scaled by (RIc)
2/(kBZ0) to get total noise power referred to the

output. The noise added by the amplifier, as referred to the input, could be obtained by

dividing the result by G and subtracting the contribution of vsg. The equivalent noise power

of fluctuations entering the amplifier was calculated as the product of (RIc)
2/(4kBZ0) and

the spectral density of vsg. The subtracted amount equals

~ω
2kB

coth

(
~ω

2kBTin

)
≈ 90 mK. (22)

The intrinsic impedance of the Josephson junction, ZJ, could be estimated with steady-

state FFT analysis of voltage v and total current iJ+ iCJ. We denote the dynamic resistance

with Rd in equation
1

ZJ

= iωCJ +
1

Rd

(23)

which can be manipulated to obtain

Rd = − 1

ωCJ

· I{ZJ}
R{ZJ}

= −tanϕJ

ωCJ

. (24)

The phase difference between v and iJ + iCJ equals ϕJ.

II. ANALYTICAL METHODS

A. Direct noise

The direct noise is defined as the noise generated at the shunt resistor R in the signal

band. It is described by the current generator δi in parallel with R. We derived the linear

transfer function from fluctuating resistor voltage δvR = δi to output voltage vZ . The

transfer function has the shunt impedance Z1 in the denominator, see Figure 1. Exactly at

the shunt eigenfrequency, ω0 = 1/
√
LC, the direct noise becomes negligible as |Z1| → ∞.

After a small offset from ω0, the magnitude of the shunt reactance X1 is finite but much
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larger than R in the following equation:

Z1 = R + (1/(iωL) + iωC)−1 = R + iX1. (25)

We may thus approximate
1

Z1

=
R

X2
1

− i

X1

, ω ≈ ω0, (26)

and we obtain for the input-referred noise temperature

kBTdirect =
R|Rd|~ω
2X2

1

coth

(
~ω

2kBTshunt

)
, R2 ≪ X2

1

X1 =
ωL

1− ω2LC
. (27)

B. Down-mixed noise

Here we present an analytic treatment for the noise generated in the shunt resistor at

frequencies near the Josephson frequency and mixed down to signal frequency by Josephson

dynamics. We divide the fluctuating phase over the Josephson junction φ(t) into the three

parts. First, φs is the noise close to the signal frequencies at the bandwidth determined by

the frequency response of the environment, i.e., ZE(ω). Second, φj describes the noise in

the sidebands of the Josephson oscillation. Around the Josephson frequency, quantum noise

φn is generated by the shunt resistance R which is the main source of dissipation there.

In addition, the average phase varies as ⟨φ(t)⟩ = ωJt due to the voltage-driven Josephson

oscillation at the high bias limit. The total phase can be written as

φ(t) = ωJt+ φs(t) + φj(t) + φn(t). (28)

Functions φs, φj are effectively band-limited due to the frequency-dependent environment.

The simplest way to describe the noise spectra with narrow band is to use the envelope

and phase representation [7], which leads to sinusoidal time dependence with a fluctuating

amplitude and phase. For instance,

φs = r(t) sin(ωst+ ψ(t)). (29)

Using the sum rule of trigonometric functions, one can see that the random phase ψ(t) only

moves signal from one quadrature to the other, and this does not have any relevance for the
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splitting of power between different frequencies. The spread of r(t) is described by Rayleigh

distribution which has the probability density function

fR(r) =
r

δ2
s

e−r2/(2δ2s) (30)

where the variance of φs, or average power, is δ2
s . Thus, we have reduced the problem of

band limited noise to sinusoidal behavior with an approximately defined amplitude.

The impedance ZE(ω) seen by the signal frequency current fluctuation is given in our

case by

ZE(ω) =
RdZ

′
0(ω)

Rd + Z ′
0(ω)

(31)

where Z ′
0(ω) is the impedance in parallel to the junction (in our circuit Z0 transformed

close to |Rd| by the series L2C2 transformer). The resistance R of the bandstop filter is not

visible in the signal band. Using ZE(ωs) for the conversion between current and voltage

fluctuations at the signal frequency, we can easily calculate the input-referred noise temper-

ature kBTmix = Z2
EI

2
cSI (ωs) /(GZ

′
0), where the power gain G = |(Rd − Z ′

0) / (Rd + Z ′
0)|

2 is

responsible for the reduction to the input. We will move into the Fourier plane to obtain the

dimensionless noise current generator SI(ωs) in parallel to the junction. The phase fluctua-

tion φj in the Josephson band is assumed to be small: ⟨φ2
j⟩ ≪ 1. We expand the Josephson

current sinφ(t) (total phase is in Eq. (28)) and set cosφj ≈ 1, sinφj ≈ φj. The currents at

high frequencies and at the signal frequency become

ij(t) = cos(ωJt) sinφs + sin(ωJt) cosφs (32)

is(t) = φj cos(ωJt) cosφs − φj sin(ωJt) sinφs, (33)

respectively. The phase-to-current relation in the Josephson band reads

~φ̇j = 2eVJ (34)

−Icij(ωJ) = CJ V̇J + VJ/R, (35)

in which VJ is the high-frequency part of Josephson voltage V . The current generators

in parallel to the junction are −is and −ij. We adopt the Fourier transform convention

f̂(ω) =
∫
f(x)e−iωxdx. Since the Fourier transform of a product is a convolution, we obtain
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the transforms

îj=
1

2

(
ŝinφs(ω − ωJ)− iĉosφs(ω − ωJ) + ŝinφs(ω + ωJ) + iĉosφs(ω − ωJ)

)
=
i

2

(
−êiφs(ω − ωJ) + ê−iφs(ω + ωJ)

)
(36)

îs=
1

2

(
̂φj cosφs(ω − ωJ) + i ̂φj sinφs(ω − ωJ) + ̂φj cosφs(ω + ωJ)− i ̂φj sinφs(ω + ωJ)

)
=

1

2

(
φ̂jeiφs(ω − ωJ) + φ̂je−iφs(ω + ωJ)

)
. (37)

Eqs. (34) and (35) now yield for the signal and Josephson bands

i~ωφ̂s = −2eZEIcîs (38)

|ZE|2(ω) = |Rd|2|
√
G(ω)− 1|2/4 (39)

i~ωφ̂j =
2eRIc

1 + iωRCJ

(
−îj + în

)
, (40)

where in denotes the quantum noise from the shunt resistor; its spectral density reads

SI(ω) = 2~ω/(RI2
c ) in the dimensionless form. The spectrum of cosφs consists of a dc

component and the even multiples of ωs, whereas the spectrum of sinφs contains all odd

harmonics of ωs. We assume that Josephson frequency is large: N = ωJ/ωs ≫ 1. We write

down explicitly the convolution in the first phase-to-current relationship:

îs =
1

4π

∫ (
êiφs(s)φ̂j(ω − ωJ − s) + ê−iφs(s)φ̂j(ω + ωJ − s)

)
ds (41)

φ̂j =
2eRIc

i~ω(1 + iωRCJ))

(
−îj + în

)
, (42)

where (after neglecting some terms containing 2ωJ)

îj(ω − ωJ − s) =
i

2
ê−iφs(ω − s) (43)

îj(ω + ωJ − s) = − i

2
êiφs(ω − s) (44)

φ̂j(ω − ωJ − s) =
2eRIc(̂in(ω − ωJ − s)− i

2
ê−iφs(ω − s))

i~(ω − ωJ − s)(1 + i(ω − ωJ − s)RCJ)
(45)

φ̂j(ω + ωJ − s) =
2eRIc(̂in(ω + ωJ − s) + i

2
êiφs(ω − s))

i~(ω + ωJ − s)(1 + i(ω + ωJ − s)RCJ)
. (46)

Here ω − s takes the values 0,±ωs,±2ωs,±3ωs, etc, all of which are small compared with

ωJ . We approximate ω ± ωJ − s ≈ ±ωJ in the denominators.

Let us consider downmixing and upmixing separately, using only the first pair of side-

bands. Then φ̂j has nonzero contributions around ωJ − ωs, ωJ , ωJ + ωs, and the corre-

sponding negative frequencies. We expand the exponentials of φs using Bessel functions of
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the first kind: exp(±iφs) ≈ J0(r) ± i(2J1(r)/r)φs. φs is in the time domain here, while

the Bessel terms are stochastic and will be time averaged later. Weak fluctuations in signal

band are characterized by r ≈ 0 and the exponential can be replaced by unity. In the

limit of very strong fluctuations, additional terms with J2(r), J3(r), and so on may be re-

quired. As r is Rayleigh distributed, we obtain expectation values ⟨J0(r)⟩ = exp(−δ2
s/2)

and ⟨2J1(r)/r⟩ = (1− exp(−δ2
s))/δ

2
s (see Eq. (30) and Ref. [1]). Upmixing is described by

φ̂j(ωJ + ω) ≈ 2eRIc [̂in(ωJ + ω) + iêiφs(ω)/2]

i~ωJ(1 + ix)

φ̂j(−ωJ + ω) ≈ 2eRIc [̂in(−ωJ + ω)− iê−iφs(ω)/2]

−i~ωJ(1− ix)
. (47)

Fourier transforming,

ê±iφs(ω) = 2πJ0(r)δ(ω)± i(2J1(r)/r)φ̂s(ω). (48)

The Josephson frequency is converted to dimensionless bias voltage vb via ~ωJ = 2eVb =

2eRIcvb. We note that x = ωJRCJ = βcvb where βc = 2eR2IcCJ/~. Downmixing is governed

by

îs(ω) =
1

4π

∫
[(2πJ0δ(s) + iαφ̂s(s))φ̂j(ω − ωJ − s) + (2πJ0δ(s)− iαφ̂s(s))φ̂j(ω + ωJ − s)]ds

(49)

where α equals 2J1(r)/r. In order to make the analysis self-consistent, we plug in φj as a

function of φs, see Eq. (47). After simplifying

φ̂j(ωs−ωJ)+φ̂j(ωs+ωJ) =
1

ivb

(
− în(−ωJ + ωs)

1− ix
+
în(ωJ + ωs)

1 + ix
− αφ̂s(ωs)

2

(
1

1 + ix
− 1

1− ix

))
,

(50)

we are left with

îs(ωs) =
J0

2ivb(1 + x2)

(
(1− ix)̂in(ωJ + ωs)− (1 + ix)̂in(−ωJ + ωs)

)
. (51)

By definition, the squared modulus of the Fourier transform is directly proportional to the

power spectral density. We are interested in one-sided (ω > 0) power spectral densities

which receive contributions from positive and negative frequencies:

SI(ω) ∝ |̂is(ω)|2 + |̂is(−ω)|2. (52)
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The total noise power from the sidebands is estimated by SI(ωJ−ωs)+SI(ωJ+ωs) ≈ 2SI(ωJ).

SI(ωs) =
J2

0

4v2
b (1 + x2)

· 2SI(ωJ). (53)

Next, the stochastic term is time averaged: J2
0 → ⟨J2

0 ⟩. We take its expectation value with

respect to the Rayleigh distributed noise amplitude in Eq. (30):

⟨J2
0 ⟩ =

∫ ∞

0

J2
0 (r)

r

δ2
s

e−r2/(2δ2s)dr. (54)

⟨J2
0 ⟩ will differ significantly from unity only if phase variance is large, δ2

s > 1, which would

be a consequence of high gain. Interestingly, in the limit of vanishing capacitance (x =

ωJRCJ ≈ 0), high bias (vb ≈ Ib/Ic) and low gain (⟨J2
0 ⟩ ≈ 1) we arrive at the Koch-Clarke

formula [4] for down-mixed noise

SI(ω) =
I2
cSI(ωJ)

2I2
b

. (55)

We note that the DC current through the junction can be derived from the downmixing

equation (49). It is essential that shunt capacitor C is not visible at Josephson frequency,

otherwise the IV curve will change. Hence, we require ωJRC ≫ 1 and study the limit

ωs → 0:

îs(0)=
1

4π

∫ [
êiφs(s)

(
2πJ0δ(s)

2vb(1− ix)

)
+ ê−iφs(s)

(
2πJ0δ(s)

2vb(1 + ix)

)]
ds

=
J0

4vb

(
êiφs(0)

1− ix
+
ê−iφs(0)

1 + ix

)
=

J2
0 1̂

2vb(1 + x2)
. (56)

The DC current generator in parallel to the junction is −⟨is⟩ = −⟨J0⟩2/(2vb(1 + x2)). As a

consequence, the total bias current does not entirely flow through the shunt resistor. In the

limit of small phase fluctuations, ⟨J2
0 ⟩ ≈ 1, the dynamic resistance of the junction at signal

frequency will be

rd = Rd/R = (d⟨is⟩/dvb)−1 = −2v2
b (1 + x2)2

1 + 3x2
. (57)

We note that this result agrees with a previous study where the authors used perturbation

theory to solve the IV curve for a resistively and capacitively shunted junction at high bias

[6]. The result reads vb = ib − [2ib(1 + β2
c i

2
b)]

−1. After differentiation,

rd =
1(

∂vb
∂ib

)−1

− 1
= −2v2

b (1 + x2)2 + 1 + 3x2

1 + 3x2
(58)
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where v2
b ≈ i2b . The two expressions for rd differ by a factor −1, which is negligible especially

when βc > 0. This is the first point where we observed discrepancy between the analytic

model and the Langevin simulation. In the limit of large phase fluctuations, ⟨J2
0 ⟩ < 1, the

IV curve at DC should change according to analytic Eq. (56), but we did not notice any

modification at variances up to δ2
s = 1.2 in the simulation. We believe that the analytic

model fails due to the inclusion of a single sideband pair only. The amplitudes of higher

sidebands starting from ωJ ± 2ωs are considerably large at high Josephson frequency as well

as at large variance δ2
s .

In the conversion of Eq. (53) to input noise temperature, we keep the ⟨J2
0 ⟩ modification

even though it appears to be incomplete in the limit of large phase fluctuations.

kBTmix =
eIc|Rd|
2vb

(
Gm − 1

Gm

)
⟨J2

0 ⟩
1 + (βcvb)2

. (59)

The maximal gain is Gm. In the limit of high gain, Gm ≫ 1, the term (Gm−1)/Gm ≈ 1 can

be dropped out. At intermediate gain, on the other hand, we consider a cascade of similar

amplifiers. Noise temperature from the Friis formula is

Tmix

(
1 +

1

Gm

+
1

G2
m

+ . . .

)
→ Tmix

1− 1/Gm

=
GmTmix

Gm − 1
. (60)

As a consequence, the gain dependence vanishes in a multistage cascade. Our dynamic

resistance for high bias (Eq. (57), vb ≥ 3) is inserted into Eq. (59), and we obtain

kBTmix

~ωs

=
Nξ(δ2

s)

2

(
1 + β2

c v
2
b

1 + 3β2
c v

2
b

)
(61)

which represents the number of added quanta at N = ωJ/ωs ≫ 1. The suppression of

noise is included in the unknown function 0 < ξ(δ2
s) ≤ 1 which equals ⟨J2

0 ⟩ when noise is

mixed down from the first pair of sidebands. It’s obvious from Eq. (61) that low Josephson

frequency and moderate junction capacitance improve the noise performance.

We have studied the breakdown of Eq. (61) at small N . The sideband pair will become

asymmetric in phase and its spectral density. A correction term can be derived by starting

from Eqs. (45) and (46) and retaining the antisymmetric ωJ−ωs and ωJ+ωs in the Josephson

band:
N2(1 +N2y2)(1 + (N2 + 3)y2)

(N2 − 1)(1 + 2(N2 + 1)y2 + (N2 − 1)2y4)
, (62)

where y = ωsRCJ . Eq. (61) must be multiplied by Eq. (62) which equals unity at high

N . The correction term is significant at small N , and later we will show that the stan-
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dard quantum limit, added noise of 1
2
~ωs, cannot be reached in the limit of small phase

fluctuations.

C. Bandwidth

The gain-bandwidth product of the SJA is |Γ(ωs)|∆ω−3dB. We postulate that the gain

function G(ω)− 1 has a peaked, Lorentzian form:

G(ω)− 1 =
Gm − 1

1 +
(

2Qs(ωs−ω)
ωs

)2 (63)

with the maximal gain of Gm. The full width at half maximum ∆ω−3dB, or FWHM, is

denoted by ωs/Qs where Qs is the quality factor at the signal frequency. The integral over

the Lorentzian peak equals∫ ∞

0

(G(ω)− 1)df =
1

2π

ωs(Gm − 1)

Qs

π

2
=
ωs(Gm − 1)

4Qs

. (64)

The quality factor arises from the resonator L,C +CJ which is loaded with the real part of

ZE.

Qs = R{ZE}
√
C + CJ

L
≈ ωs|ZE(ωs)|(C + CJ) =

1

2
|Rd|(

√
Gm − 1)ωs(C + CJ). (65)

The minimal shunt capacitance is set by the shunt resistance and the Josephson frequency:

R = αC · (ωJC)
−1, αC ≫ 1. Thus, we may write

C + CJ =
αC

ωJR
+ CJ =

~(αC + x)

2eR2Icvb
. (66)

By using the Q-factor in Eq. (65) and the representation of the capacitance, Eq. (66), we

obtain

|Γ(ωs)|∆ω−3dB =
4eRIc
~

( √
Gm√

Gm − 1

)
vb

|rd|(αC + x)
≈ Nωs

√
Gm√

Gm − 1
· 1 + 3x2

v2
b (1 + x2)2(αC + x)

.

(67)

Eq. (67) indicates that high bandwidth is reached when the critical current is large and

the dynamic resistance |rd| is small; most effectively this is achieved by tuning down the

dimensionless bias voltage.
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D. Stability

In the stable operating mode of the amplifier, we do not allow zero crossings for the

Josephson voltage fluctuations around the steady-state bias vb. Instability of the amplifier is

characterized by a spontaneous pattern of the Josephson voltage v at the signal frequency as

well as extra harmonic content in the spectrum. We know that the origin of the fluctuations

is either (i) noise from the amplifier input, (ii) down-mixed noise, or (iii) direct noise from

the shunt resistor. We derive the variance of the dimensionless voltage noise for the first two

cases, σ2
in and σ2

mix, respectively. The direct noise, discussed in Ch. II A, is small and it is

neglected. Since these variances are uncorrelated and the standard deviation of the junction

voltage becomes σ =
√
σ2

in + σ2
mix. For stability reasons, there needs to be an operational

margin for voltage fluctuations, which we approximate as 3σ < vb. We will later observe

that this requirement leads to an upper bound for the available gain, since σ increases with

gain.

1. Input noise

The voltage transfer function from the input to the junction is given by∣∣∣∣ vvsg

∣∣∣∣2 = |Rd|(G− 1)

4Z0

. (68)

The power spectral densities, Sg at the input and Sv at the junction, are linked in a similar

fashion:

Sv = Sg ·
|Rd|(G− 1)

4Z0

. (69)

The quantum noise at the input has the form

Sg =
2Z0~ωs coth(~ωs/(2kBTinput))

R2I2
c

. (70)

The variance of the junction voltage, σ2
in, equals the power given by the integral of Sv over

frequency, see Eq. (69).∫
Svdf = σ2

in =
~ωs|Rd|
2R2I2

c

coth

(
~ωs

2kBTinput

)∫
(G(ω)− 1)df. (71)

The gain integral is evaluated in Eq. (64):∫
(G− 1)df =

√
Gm + 1

2|Rd|(C + CJ)
. (72)
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Finally, by combining the equations above,

σ2
in =

ωsevb(
√
Gm + 1)

2Ic(αC + βcvb)
coth

(
~ωs

2kBTinput

)
. (73)

The central conclusion here is that the critical current Ic cannot be made small.

2. Down-mixed noise

We derive the phase noise variance δ2
s due to downmixing (cf. Eq. (51)) using frequency

domain integrals. We observe from Eq. (38) that ~2ω2Sφ = (2eZEIc)
2SI(ω) which can be

integrated with respect to frequency using Eq. (53) for SI(ω):

~ω2Sφ

2
=

(
eIc
2vb

)2 ⟨J2
0 ⟩ · 4Z2

E

1 + x2
SI(ωJ), (74)

~2ω2
s

2

∫ ∞

0

Sφ(ω)df =

(
eIc|Rd|
2vb

)2 ⟨J2
0 ⟩

1 + x2

∫ ∞

0

(
√
G(ω)− 1)2SI(ωJ)df (75)

In Eq. (75) (
√
G− 1)2 converges to zero more rapidly than a Lorentzian:∫ ∞

0

(
√
G− 1)2df =

∫ ∞

0

[
(G− 1) + 2(1−

√
(G− 1) + 1)

]
df <

∫ ∞

0

(G− 1)df. (76)

We define a correction factor κ to write the result of the above integral in terms of the result

of Eq. (64): ∫ ∞

0

(
√
G(ω)− 1)2df =

κωs(Gm − 1)

4Qs

. (77)

The correction factor κ, displayed in Fig. 2, approaches 1 at large gain, but at small gain

κ << 1. Thus, we may separate out the ratio of the variance δ2
s to ⟨J2

0 ⟩:

δ2
s

⟨J2
0 ⟩

=
κe3Ic|Rd|2(Gm − 1)

2Qs~2vb(1 + x2)ωs

=
4κe4R3I2

c v
2
b(
√
Gm + 1)(1 + x2)

~3ω2
s(αC + x)(1 + 3x2)

. (78)

The variance is related to the voltage fluctuations via σ2 = ~2ω2
sδ

2
s/(2eRIc)

2. Considering

the limit ⟨J2
0 ⟩ = 1,

σ2
mix =

κe|rd|(
√
Gm + 1)

4IcRvb(C + CJ)(1 + β2
c v

2
b )

=
κe2R|rd|(

√
Gm + 1)

2~(1 + β2
c v

2
b )(αC + βcvb)

. (79)

Most importantly, σ2
mix grows linearly with R, which has to be taken into account in the

amplifier design.
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FIG. 2. Correction factor κ employed in expressing the integral Eq. (76) in terms of the result of

Eq. (64).

III. PRACTICAL CONSIDERATIONS IN THE SJA DESIGN

The constraints that limit the available range of device parameters are listed in Table I.

We extract some crucial relationships between R, Ic and CJ from the chapters above:

2eRIcvb = ~ωJ = N~ωs (80)

NωsRCJ = βcvb = x (81)

|Γ(ωs)|∆ω−3dB ∝ N(1 + 3x2)

v2
b (1 + x2)2

(82)

σ2
mix ∝ Rv2

b (
√
Gm + 1) (83)

σ2
in ∝ vb(

√
Gm + 1)

Ic
(84)

A. Limit of small fluctuations

The optimization in the case of small fluctuations δ2
s ≪ 1 begins with studying the down-

mixed noise (Eq. (61) with ξ = 1). At low bias, the Josephson frequency is relatively small:

N has to be a fraction, e.g. 2.5 or 3.5, because sidebands of the Josephson frequency (and its
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TABLE I. SJA boundary conditions; ShuntR−L−C, Josephson frequency ωJ , junction capacitance

CJ , plasma frequency ωp, voltage bias vb, critical current Ic, βc = 2eR2IcCJ/~.

Requirement Solution

Shunt C not visible at ωJ αC = ωJRC = βcvbC/CJ > 1

ωp < ωJ
√
βcvb > 1

ωJ > ωs 2eRIcvb > ~ωs

Noise at ωJ is quantum 2eRIcvb ≫ kBTshunt

~ωJ is smaller than gap ~ωJ < ∆

Stability Ic is large enough, R is small enough

High bias vb ≥ 3

Minimal direct noise ωs ≈ 1/
√
LC

harmonics) must not coincide with the signal frequency. Eq. (67) reveals that the bandwidth

of the amplifier will suffer both from a small N and from a high βcvb (βc = 2eR2IcCJ/~).

Therefore, the noise optimization at δ2
s ≪ 1 is in conflict with a high bandwidth. The

lower bound of vb is found by (i) considering stability, i.e., forbidding zero crossings for the

voltage fluctuations around vb, (ii) remembering that high Josephson frequency (in practise,

high vb) was assumed in the calculations of Ch. II. By fixing N , the bias gives the product

RIc from Eq. (80). Stability can be improved by selecting a low R and a high Ic, because

both σ2
in and σ2

mix will be decreased. Finally, fixing βc gives x and the product RCJ . The

disadvantages of a high RCJ will be discussed later. Guidelines for parameter selection are

listed in Table II

B. Noise compression limit

The ultimate limit of noise compression, i.e., the exact form of ξ(δ2
s), is unknown to us.

It remains to be studied whether the standard quantum limit of added noise can be reached

by means of compression. The non-linearities of the SJA will begin to limit the gain and

alter the operation point when the variance of phase fluctuations grows beyond δ2
s = 1. Here

we analyze the simplest compression model ξ(δ2
s) = ⟨J2

0 ⟩, see Eq. (61). The ratio δ2
s/⟨J2

0 ⟩

grows linearly with (
√
Gm + 1) as shown in Eq. (78). The procedure of estimating noise
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TABLE II. SJA parameters at low ωJ and δ2
s . GBP is the gain-bandwidth product, σ2 is the

dimensionless variance of the Josephson voltage noise, and αC = ωJRC.

Parameter Advantages Disadvantages

Low R Down-mixed noise stability σ2
mix Poor impedance matching

High Ic Input noise stability σ2
in R becomes lower

Low N Low down-mixed noise Poor impedance mathing, low GBP,

shunt must be at low temperature

High βc Low down-mixed noise, ωp ≪ ωJ Poor impedance mathing, low GBP

High αC Stability, IV curve is accurate Low GBP, direct noise grows rapidly when

moving away from the shunt eigenfrequency

compression is numerical: there is a one-to-one correspondence between variance δ2
s and the

ratio δ2
s/⟨J2

0 ⟩. The latter is exactly known and we can read it from a graphical plot in Fig. 3,

where we also depict δ2
s and ⟨J2

0 ⟩ separately. In the analytical modeling, we assume that

the fluctuations of φs conform to a Rayleigh distributed amplitude (see Eq. (30)), although

in the numerics there are observable deviations from this assumption. The compression

factor is plotted as a function of gain in the lowest frame of Fig. 3. This graph defines

the modification 0 < ⟨J2
0 ⟩ ≤ 1 of the input noise temperature obtained for the investigated

amplifier using linear models.

IV. RESULTS

A. Reproduction of the experimental findings in the noise compression regime

The bandwidth of the numerical simulation was 1 THz, and the input noise at Tin = 70

mK was bandpass filtered between 2.5 GHz and 3.5 GHz. The device parameters in the

simulation are given in Table I of the main paper. The temperature of the shunt was set to

Tshunt = 400 mK,

The dynamic resistance of the junction was −1370 Ω in the simulation and −1350 Ω

analytically. A 28.9 dB power gain was observed at high L2 (measured gain was 28.3± 0.2

dB). The gain-bandwidth-product was 42 MHz, and the added noise was 270± 30 mK (40
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FIG. 3. Top frame: the ratio δ2
s/⟨J2

0 ⟩ as a function of phase noise variance δ2
s in the signal band.

Middle frame: noise compression as a function of the variance δ2
s . Lowest frame: the suppression

factor ⟨J2
0 ⟩ vs. gain for the parameters used in the experiments (this suppression factor was

employed in Fig. 5 in the main paper).

MHz and 220± 70 mK in the experiment, respectively). Altogether, the simulation was in

good agreement with the experiment.
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B. Quantum limited amplifier without noise compression

We minimized the down-mixed noise at low bias (vb ≥ 3) using Eqs. (61) and (62). In

the best configurations, 0.9 noise quanta per unit band are added by the SJA. The optimum

corresponds to vb = 3, βc = 0.3 − 0.5 and N = 2.1 − 2.6. The device parameters of the

best simulated amplifier are listed in Table III. The shunt eigenfrequency was 3.0 GHz and

the shunt temperature was set to 100 mK. The gain reached 14.5± 0.2 dB and the output

TABLE III. The best simulated SJA. For the parameter definitions, see Ch. I of this Supplementary

material. αC = ωJRC.

Parameter Value Parameter Value

Z0 2.5 Ω Ic 1 µA

R 5 Ω CJ 4.6 pF

C 45 pF ωp/(2π) 4.1 GHz

L 63 pH βc 0.35

C2 33 pF Ib 3 µA

L2 0.69 nH ωJ/(2π) 7.0 GHz

ωs 3.0 GHz αC 10

noise power was equivalent to 6.3±0.3 K. Our numerical simulation yielded 0.9±0.2 quanta

for the added noise, in excellent agreement with the analytic model. We also simulated six

other amplifiers at the bias vb = 3. It was found that high RCJ may be responsible for the

breakdown of the down-mixed noise model. The high RCJ modifies the phase differences

induced by upmixing and downmixing processes. Several quanta of noise were added in

some simulations at βc = 0.35 − 0.90, even though the analytic expectation was about 1

quantum. At βc = 0.1 the noise temperature was also very high, and we believe that this

resulted from high plasma frequency ωp > ωJ . Results consistent with our analytical model

are plotted in Fig. 4.
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FIG. 4. Analytic model, Eqs. (61) and (62), yields a lower bound for added noise as a function

of βc. Several SJAs with varying parameters were simulated at vb = 3. Gain was in the range

Gm = 11.2 − 24.5 dB and N = ωJ/ωs = 2.3 − 5.6. Our analytic model predicts accurately the

down-mixed noise contribution provided that ωJ > ωp and RCJ is small.
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Tunable Impedance Matching for Josephson
Junction Reflection Amplifier

Visa Vesterinen, Juha Hassel, and Heikki Seppä

Abstract—It has been recently demonstrated that a single
Josephson junction with a properly engineered impedance envi-
ronment can be used as a reflection amplifier approaching the
quantum limit at microwave frequencies. In this article the authors
describe an improved microwave setup for such a device. Voltage-
tunable capacitors enable precise impedance matching across a
wide range of operating points. Also, a branch-line coupler instead
of a microwave circulator is used for the separation of the input
and the output signals to make the system more compact and
affordable. Furthermore, a custom-designed bias tee is introduced.
The authors present characterization results of individual com-
ponents as well as of the complete system. In particular, noise
spectroscopy is used to study amplifier stability as a function of
input matching.

Index Terms—Impedance matching, Josephson effect, micro-
wave amplifiers.

I. INTRODUCTION

R ECENT advances in quantum information processing
have stimulated research on ultralow-noise amplifiers at

microwave frequencies. In many experiments with, e.g., super-
conducting qubits and nanoelectromechanical resonators, weak
microwave signals have to be amplified at cryogenic envi-
ronment [1]–[4]. We have proposed an amplifier architecture
(single junction amplifier, SJA) which takes advantage of the
dissipationless and non-linear characteristics of the Josephson
junction. Near-quantum-limited noise performance has recently
been demonstrated [5]. Operated at finite voltage state enabled
by DC current biasing, the junction exhibits negative differen-
tial resistance which is in many applications well hidden due to
the resistive damping of the junction. In our case, the negative
differential resistance is damped at low and high frequencies
by a shunt resistor. The on-chip dissipation is blocked on the
signal band by an LC bandstop filter in series with the shunt
resistor, selectively revealing the negative differential resistance
of the junction. Stability at signal frequency is provided by
the damping from the external circuitry, in our system by the
dissipative Z0 = 50 Ω input of the second amplifying stage.
Reflection power gain is generated by a transmission line
terminated by the negative differential resistance.

The optimum operating condition for an SJA is such that
the absolute value of the input impedance Zin is real, negative
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and in the order of Z0 as reflection power gain is |Γ|2 =
|(Zin − Z0)/(Zin + Z0)|2. However, in our practical circuits
the magnitude of the negative differential resistance tends to be
much larger than Z0 whence impedance matching is required.
This can be achieved by a resonant transformer. In practice,
the signal band is set slightly off the center frequency of the
LC bandstop filter to a point where Re(Zin) ≈ −50 Ω and
compensating for the remaining reactive part is accomplished
with additional reactive components. Previously, they were re-
alized as passive components [5]. This made it laborious to find
correct experimental parameters since parasitic components
such as bonding wire inductance contribute significantly. Here
we address this issue by applying varactor diodes enabling
post-cooldown tuning of the matching circuit. We find suitable
GaAs based varactor diodes maintaining their high-frequency
performance at the cryogenic temperature. The effect of the
tuning circuit on device stability is studied.

An additional challenge with reflection amplifiers is the de-
coupling of the amplified signal from the input. Non-reciprocal
circulators are typically applied but they are often bulky and
expensive. We study a simple branch-line coupler to replace the
circulators. We present and characterize a complete microwave
design including the tunable input circuit, the coupler as well as
custom-designed DC block for biasing.

II. CIRCUIT DESIGN

We designed a printed circuit board which contains an ampli-
fier sample on a chip, DC biasing circuitry, tunable impedance
matching, and a branch-line coupler. Rogers RT/duroid 6002 is
a suitable high-frequency laminate for cryogenic applications
due to its temperature stability. The guided wavelength within
microstrip structures is almost independent of temperature [6].
Our printed circuit board has a substrate 30 mils (0.76 mm)
thick, and bulk permittivity is εr = 2.94. The final design for
3 GHz signal band is pictured in Fig. 1.

In Fig. 1, input (IN) and output (OUT) are at branch-line
coupler ports 1 and 4, respectively. The branch-line coupler is a
four-port structure which comprises four units of transmission
line with lengths of one quarter of guided wavelength at cen-
ter frequency, and precisely engineered line impedances [7].
Reflective port 2 is named as sample branch and port 3 is a
resistive termination. At the center frequency no input power
is directly guided into the output (S41 ≈ 0). S21 represents
the transmission of input power to the reflective port and,
due to symmetry S34 = S21, the transmission of output back-
action noise into a Z0 termination. S42 is the transmission
of the amplified signal into the output and, due to symmetry

1051-8223/$31.00 © 2012 IEEE
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Fig. 1. Printed circuit board with microstrip structures. The rectangular
dimensions are 62 mm × 41 mm. The various symbols are: A, amplifier;
B, bias-tee; V, varactors; 1-2-3-4, branch-line coupler. The ground plane
features split-ring resonators. The radial stubs form RF chokes. The twisted
pair of wire carries varactor diode supply voltage.

S24 = S42 = S31, the transmission of output back-action noise
into the reflective port. We denote coupler asymmetry with
symbol r, the power split ratio |S21/S31|2 at center frequency.
Two parallel microstrip lines are given the same characteristic
impedance Z0

√
r (vertical traces in Fig. 1) or Z0

√
r/(1 + r)

(horizontal traces in Fig. 1). Transmission magnitudes are

|S21|2 = r/(1 + r) (1)

|S31|2 =1/(1 + r). (2)

Power entering at IN and leaving at OUT will experience
the gain |S21ΓS31|2, where Γ is the reflection coefficient of the
sample branch. In Fig. 1 the branch is the parallel configuration
of two terminations: varactor diodes (V) and the wire-bonded
amplifier chip (A) in series with a bias-tee (B). The bias-
tee consists of an RF choke which feeds in the DC biasing
current for the amplifier; a similar choke based on radial stubs is
supplying the reverse bias voltage for the varactor diodes. The
bias-tee also features a high-pass filter the operation of which
relies on split-ring resonators [8]. The block diagram containing
the elements of Fig. 1 as well as external circuitry is in Fig. 2.

According to branch-line coupler equations the reflection
coefficients, as referred to IN and OUT, are |S21ΓS21|2 and
|S31ΓS31|2, respectively. These both should be minimized, but
an immediate conflict appears: vanishing S21 and S31 suppress
the gain provided for microwaves guided from IN to OUT. Such
trade-offs are inherent in a reciprocal design in comparison
with a circulator design. We decided to decouple OUT from the
reflective port as well as possible, by increasing r [see also (2)].
In practice, the characteristic impedance Z0

√
r is increased

until manufacturing constraints are reached: the higher the
impedance, the narrower the microstrip trace width. On the
other hand, S21 in (1) will approach unity, implying a maximal
signal-to-noise ratio at the reflective port, an important property
in the determination of the noise temperature, for example.
The main trade-off here is the poor input matching. This is

Fig. 2. Block diagram of our printed circuit board and the components
connected into it. For the descriptions of symbols, see Fig. 1 and text. The
amplifier chip contents are shown: the Josephson junction is symboled with a
cross and its intrinsic capacitance is drawn separately. In a linearized picture,
which proved to be successful in [5], the junction can be replaced with a
negative resistor at microwave frequencies. Bonding wire inductance between
A and B should be noted. Low-noise amplifier (LNA) DC biasing is omitted for
clarity. The DC return path of the lower varactor (tunable capacitance) follows
the route through ports 2 and 3.

tolerable if the source impedance is real 50 Ω, which in our
characterization measurements is achieved by placing a cold
attenuator in front of the input port.

In Fig. 1 there are two additional precise lengths of microstrip
line: one from port 2 to the varactors, and the other one
from the high-pass filter to the amplifier chip. Their inter-
play, together with the range of capacitances available from
the series connection of two varactors, is responsible for the
impedance matching of the chip. We considered two scenarios:
the chip introduces either a large or a negligible mismatch.
The mismatch is typically large at high DC bias currents since
the magnitude of negative differential resistance exceeds Z0

there. At low biases, on the other hand, the SJA as such may
appear as Zin ≈ −Z0 over a wide band of frequencies. The
parallel admittance Y determined by the section of microstrip
line (characteristic impedance ZV) and the varactor termination
(effective capacitance Ceff ) is [9]

ZVY =
ZV + tan θ/(ωCeff)

−i/(ωCeff) + iZV tan θ

⇔ ZVY = i
ωZVCeff + tan θ

1− ωZVCeff tan θ
(3)

Here ω is angular frequency, and θ is the phase 2π times the ge-
ometric length divided by guided wavelength. In the middle of
capacitance range and at the intended signal frequency we set Y
to either infinity or zero. Infinite admittance grounds the sample
branch and at slightly lower and higher capacitances Y is able
to cancel large reactances of the amplifier chip and the bonding
wires. The condition for Y is θ = arctan(ωsZVC̄eff)

−1 (here
ωs is signal frequency and C̄eff is the capacitance averaged over
the range of reverse bias voltages). Zero admittance represents
an open circuit that does not interfere at all with the branch
terminated by the chip. This is a useful feature if the chip needs
minimal reactance cancellation. Zero admittance is achieved at
the phase θ = arctan(−ωsZVC̄eff).
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Fig. 3. Transmission and reflection characteristics of the microstrip high-pass
filter. Insertion loss is 0.6 dB near the 3 GHz band, and return loss is better
than 20 dB. Split-ring resonators are responsible for the 1.6–6.7 GHz −3 dB
bandwidth at low temperature. The cooldown does not remarkably alter filter
properties.

III. MEASUREMENTS

We cooled down some varactor diodes (M/A-COM, USA)
and studied transmission S-parameter amplitude and phase
to measure the capacitance. Two surface-mount diodes with
nominal room temperature capacitances 1 pF and 10 pF were
found to retain their properties at microwave frequencies at
liquid helium temperature.

We tailored the high-pass filter response with Ansoft HFSS
electromagnetic simulation software. The filter was imple-
mented on an individual board which was measured with a
network analyzer (Agilent E8362B) both at room tempera-
ture and when immersed in liquid helium. As pictured in
Fig. 3, the simulation is in good agreement with the measured
S-parameters, and we could verify that the cooldown induces
negligible changes in the electrical properties of the board. It
was essential to record the phase response as well (not shown)
since it affects the functionality of the impedance matching
elements.

The characterization of reflection amplifiers on printed cir-
cuit board was done in a liquid helium dewar through a dipstick.
The usable bandwidth of the branch-line coupler was as large
as 500 MHz and did not limit the amplifier operation. As
visualized in Fig. 2, we placed a −30 dB cryogenic attenuator
(Omni-Spectra, USA) at the input port, and a +38 dB cryogenic
RF amplifier (Low Noise Factory LNC4_8A) at the output port.
Rohde-Schwarz FSP30 spectrum analyzer could be connected
to the output when needed. It was often accompanied by a
+42 dB RF pre-amplifier Wenteq ABL-0600-01-4345. The
first amplifier chip that we studied was identical to the one
described in [5], except for the shunt resistor material (Mo
instead of TiW). We cooled it down and measured the current-
voltage characteristics (IV curve) to find critical current (Ic ≈
12 μA) and shunt resistance (R ≈ 3.5 Ω). The DC current
bias was generated by a DC voltage generator in series with
a large resistor. Josephson junction voltage was monitored with
INA103 instrumentation amplifier at room temperature.

Fig. 4. Noise peak center frequencies. The datasets represent high (black
circles) and low (red diamonds) varactor capacitance. The lower curves show
the fundamental frequency of the amplifier and the upper curves show the first
harmonic. The bias regime with harmonic content, marked with dotted traces,
indicates unstable behaviour. The regime lacking harmonic content, marked
with solid lines, provides stable gain that fades away at high bias. Bandwidth
of the spectrum analysis was limited by the insertion loss of the high-pass filter,
see Fig. 3.

In Figs. 1 and 2 the impedance matching circuitry follows the
infinite admittance strategy described in the previous chapter.
The power split ratio of the branch-line coupler is r ≈ 7.3.
Equation (3) was re-written for the branch containing the SJA
and bias tee: the high-pass filter phase was contained in θ and
the effect of the RF choke was ignored. We calculated the
impedance mismatch for a handful of slightly different SJAs
(assuming 3-nH bondwires) and searched for transmission line
lengths which support impedance matching of the SJAs in ques-
tion. The optimization established the following parameters:
first, the trace preceding the varactors is 0.1 wavelengths long
at 3 GHz and its characteristic impedance is 125 Ω. Second, the
50-Ω section between the high-pass filter and the chip is 0.15
wavelengths long. The performance of the impedance matching
elements were experimentally tested with noise spectroscopy.
The input was a Z0 termination at room temperature: its pur-
pose was to suppress parasitic resonances. The environmental
noise level entering the port IN was set by the cold −30 dB
attenuator. The output was connected to the spectrum analyzer.
An indication of stable operation is that amplified thermal input
noise is manifested as an output spectral peak representing
the gain at signal band, whereas instabilities are typically
manifested as highly non-linear oscillations having also higher
harmonics in the spectra [5]. Resulting stability data obtained
by sweeping the junction current bias and the varactor voltage
bias are illustrated in Fig. 4. Changing the varactor capacitance
shifts the range of junction biases which provide stable gain,
an indication of successful circuit design. At the same time,
the frequency of maximal gain is shifted as the magnitude of
the impedance transformation determines the small offset from
that determined by the LC bandstop filter. A more effective
frequency tuning method would be to connect a varactor diode
directly in parallel to the bandstop filter.
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Fig. 5. Gain referenced to ideal reflection (|Γ| = 1) at the second port of the
branch-line coupler, at −145 dBm input power entering port IN. The OFF state
(red squares) is the zero voltage state of the Josephson junction. The ON state
(green circles) is at bias point 54 μA and the varactor capacitance is low, see
the red diamond curve of Fig. 4.

We selected a single bias point for more careful examinations
with the network analyzer. Gain introduced by reflection from
port 2 is visualized in Fig. 5: both the ON and OFF states of the
amplifier are shown. The curves were calibrated with a separate
printed circuit board where the reflective port is empty (|Γ| = 1
from an open circuit termination). It is not surprising that at the
OFF state (zero voltage state of the Josephson junction) port 2
absorbs microwave power to some extent: microstrip losses, the
insertion loss of the high-pass filter, and the parasitic series
resistance of the varactor diodes are introducing dissipation.
At the ON state (bias current about 4–5 times greater than Ic)
we studied the gain as a function of input power, observed
linearity at low powers, and found the −1 dB compression point
−117 dBm. Assuming that the shunt and junction capacitances
are C = 4.3 pF and CJ = 0.4 pF, respectively, we get some
analytical estimates (see the theoretical work in [5]): negative
differential resistance is Rd ≈ −130 Ω, and gain-bandwidth
product from bandstop filter parameters is 2/(|Rd|(C +
CJ )) ≈ 2π × 530 MHz. In the measurement we observed at
port 2 a five times smaller gain-bandwidth product, 2π ×
100 MHz. We attribute this decrease to i) losses in the input
matching network, and ii) intentional frequency response sharp-
ness of the matching network, the line terminated with varactor
diodes in particular.

IV. CONCLUSION

We developed and tested a controlled impedance environ-
ment for a single Josephson junction reflection amplifier. The
stability was studied through noise spectroscopy, and the gain
provided by Josephson junction negative differential resistance
was extracted from transmission S-parameter measurements.
High gains up to 30 dB were easily achieved with the aid of
tunable impedance matching by varactor diodes. We described
a realization of a complete microwave design on a single
printed circuit board dedicated to signal frequencies around
3 GHz, but the design methods can be easily generalized to
higher frequencies. We also employed a branch-line coupler
as an alternative for circulators. The coupler is preferred due
to its simplicity, modifiability and affordability. The drawback
is input mismatch. It can be noted that the other components
presented in this work (tunable matching circuit and DC block
circuit) are applicable and useful also in circulator-based setups.
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Abstract
We introduce a microwave submillimeter-wave detector based on an integrated micromesh
absorber and superconducting kinetic inductance thermometer on a through-wafer released
sub-micron thick membrane. Equilibrium operation achieved by thermal isolation through the
membrane geometry enables operation at elevated thermal bath temperatures of 5–10 K. The
bolometer operates in a phonon-noise limited regime with a measured noise equivalent
temperature difference of below 10 mK at 1 s integration time, which is sufficient for
radiometric imaging in terrestrial systems. We also measured and analyzed the bolometer
frequency response in the band 0.1–1.4 THz. Performance improvements through further
dimensional scale-down and temperature dependency are discussed.

Keywords: THz bolometer, kinetic inductance, membrane, frequency domain multiplexing,
submillimeter-wave imaging

(Some figures may appear in colour only in the online journal)

1. THz imaging. Requirements for THz detectors and
THz imaging systems

Radiometric imaging in the submillimeter-wave (THz) range
allows for safe stand-off personnel security screening due to
relatively good penetration of submillimeter waves through
many dielectric materials [1]. The phenomenology of passive
imaging is potentially less privacy intrusive compared, for
example, with active imaging. This has triggered rapid
developments of passive THz imaging systems and THz
detectors with high resolution. Due to the low power
levels of THz thermal signals governed by the Planck
blackbody radiation law and a weak radiometric contrast
between the objects and the human body (∼10 K), passive
submillimeter-wave imagers with radiometric resolution
NETD = 0.1–0.5 K at video rate are required [2].
Such performance can be achieved with either broadband

3 Current address: Asqella Ltd, Kutomotie 18, 00380 Helsinki, Finland.

superconducting, coherent heterodyne or direct preamplified
THz detectors [1]. Most terrestrial applications would also
benefit from near-diffraction limited angular resolution over
a large field of view with tens of thousands of image pixels.
This has until now been limited by the scalability of the focal
plane detector technology. Recently developed prototypes of
cryogenic THz imagers [3–5] utilize arrays of detectors in
combination with scanning optics, compromising the need
for a large number of pixels by optomechanical scanning.
Scanning reduces the dynamic range of the image, increases
the complexity, and reduces the reliability of the system.
Therefore a passive THz imager would greatly benefit from a
full 2D focal plane array (FPA). Multiplexed readout of such a
2D FPA is unavoidable, especially for cryogenic THz imagers.
SQUID-based multiplexing of cryogenic detectors [6] is one
solution, but it is somewhat complex manufacturing-wise
and subject to electromagnetic interference in practice.
Here we present microwave kinetic inductance bolometers
operating at 4–10 K, meeting both sensitivity and scalability

10953-2048/14/025002+07$33.00 c© 2014 IOP Publishing Ltd Printed in the UK
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Figure 1. (a) Optical micrograph of the bolometer. Colors in the image from the camera of an optical microscope: SiN + SiO membrane
(green), NbN meandered line (light brown), TiW absorber (light yellow), Si substrate (dark yellow), holes (black). (b) Equivalent circuit of a
microresonator bolometer array with microwave readout.

requirements for a superconducting submillimeter focal plane
array. The concept and the first versions of superconducting
kinetic inductance bolometers were proposed and realized [7]
about two decades ago, and it has been also recently
suggested [8] to revise this concept by using superconducting
microwave resonators as they can be straightforwardly scaled
up into frequency-multiplexed arrays. Here we present both a
theoretical overview of the kinetic inductance bolometers and
an experimental characterization of these devices, in line with
the theory.

2. THz kinetic inductance bolometer. Theory
overview

Our kinetic inductance bolometer (figure 1(a)) represents
a superconducting NbN microresonator with a temperature
T dependent inductive part L(T) thermally coupled to a
TiW grid absorber of THz radiation. The inductance has
a long meander shape, and both meander and absorber
films (each 100 nm thick), being separated by a 200 nm
thick SiO2 insulating film, are thermally isolated on a
200 nm thick SiN membrane mesh of about 1 mm2 in
area. The inductive meander is connected in parallel to
a shunt capacitor C, forming a lumped superconducting
LC-resonator with temperature-dependent resonant frequency
ω0(T) = 1/

√
L(T)C and impedance Z(ω0(T)). The resonator

is further connected to a superconducting transmission line
of impedance Z0 = 50 � through a series coupling capacitor
Cc for microwave transmission S21(ω) = (Z − i/ωCc)/(Z −
i/ωCc + Z0/2) readout, in the spirit of sub-Kelvin kinetic
inductance detectors [9–11]. The minimum of S21 occurs
at ω = 1/

√
L(C + Cc). In a thin superconducting film with

a high normal-state resistivity, such as NbN in our case,
kinetic inductance Lk(T), being the measure of total inertia
of charge carriers—Cooper pairs in a superconductor, can
strongly dominate over the geometrical inductance Lg. At
low frequencies ω0 � τ−1

qp , where τ−1
qp is the rate of

quasiparticle thermalization with a superconductor lattice, the
total inductance L(T) of the superconducting meander of
length `, width w and thickness t can be expressed as

L(T) = Lk0/[1− (T/Tc)
a
] + Lg. (1)

Here Tc is superconducting transition temperature, Lk0 =

µ0λ
2
0`/(wt), (`� w� t), and the zero-temperature magnetic

penetration depth in the impure limit λ0 =
√

h̄ρ/(µ0π10) is
determined by the density of paired electrons ns(T) = ns0 at
T = 0 through the normal-state resistivity ρ = m/(ns0e2τe) (e
is electron charge, me is the electron mass, µ0 is the vacuum
permeability, τe is the characteristic time of the electron mean
free path, 10 is the zero-temperature superconducting gap).
Here ns(T) is assumed to obey the power law ns(T) = n[1 −
(T/Tc)

a
] [12] with the total density of conduction electrons

2
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n = ns + nqp, including the density of quasiparticle thermal
excitations nqp. The intrinsic Q-factor of a superconducting
resonator Qi =

ns
nqp
(ω0τqp)

−1 depends on temperature as

Qi(T) = (ω0τqp)
−1
[(T/Tc)

−a
− 1]. (2)

The intrinsic thermal time constant of the bolometer τth =

Cth/G is set by the membrane heat capacity Cth and the
thermal conductance G of suspensions between the membrane
and the substrate. Assuming for simplicity that only one
component of the readout signal vout is observed, the
bolometer responsivity R to the incident radiation power
Prad is defined as RI = η

−1d(Re(vout))/dPrad and RQ =

η−1d(Im(vout))/dPrad for in-phase (I-) and quadrature (Q-)
components, where η is the quantum efficiency. The output
voltage reads vout = S21

√
PrfZ0 (see appendix A) with the aid

of equations (9)–(11) determining the resonator dynamics by
the nonlinearity parameter α ∝ Prf∂TL. In the linear regime
α � 1, R can be increased by driving the resonator with a
higher carrier microwave power Prf. With a further increase
of Prf, α also increases, eventually breaking the assumptions
of linear operation. In the nonlinear regime the thermal speed
and the dynamic range can be traded off with the responsivity
(equation (7)) as quantified by the thermal feedback loop
gain β = G−1∂TPm (equation (12)). Here, the experiments
are carried out in the linear regime, whence the responsivity
RQ =

√
αaZ0/(2ω0τqpGT) is limited by α . 0.1 in practice.

The electrical noise equivalent power of the bolometer
reads

NEP2
= NEP2

gr + NEP2
ph

+
4kB (T + Tn)Re

(
Z‖
)

2R2

Z2
0∣∣Z0 + Z‖
∣∣2 , (3)

with the phonon NEPph =
√

4kBT2G (assuming no ther-
mal gradient across the membrane suspension legs [13])
and the quasiparticle generation–recombination NEPgr =

(GT/a)
√
τqp/(Vn)(T/Tc)

−a/2 (equation (21)) noise equiva-
lent powers. The last term in (3) represents the Johnson noise
of the resistive elements, the detector dissipation and the
feeding line, and the noise of the readout setup represented
by noise temperature Tn referred to the impedance Z‖ =
((Z − i/ωCc)

−1
+ Z−1

0 )−1. The prefactor 2 in front of R2

is due to the single quadrature case. As in thermal equilibrium

the generation–recombination noise NEPgr ∝ G
√
τqp
Vn is

significantly reduced, in contrast to the non-equilibrium case

where it dominates (NEPnoneq
gr ∝

√
Vn
τqp

, V—superconductor

volume), the bolometer operates in the phonon-noise limit
provided R is made large enough.

3. Measurements

3.1. Temperature dependence of kinetic inductance and
quality factor

The superconductor material parameters were determined
by measuring the transmission spectra S21 from 0.2 to

Figure 2. (a) Temperature dependence of the normalized kinetic
inductance. (Inset) S21 transmission at 5.8 K. (b) Temperature
dependence of the intrinsic quality factor Qi. Data—dots,
lines—data fits. Tc = 6.3 K used in the fits is shown by a blue star at
the temperature axis.

6.2 K with a low carrier power Prf. The data was fitted to
equations (9) and (10) with α = 0 to obtain Qi and ω0.
Nominal capacitances C = 96 pF and Cc = 2.1 pF were
assumed. The geometric inductance Lg = 3.0 nH of the
meander with ` = 4.2 mm, w = 5 µm and t = 100 nm was
determined by field simulation software. The low-temperature
limit of kinetic inductance Lk0 was found to be 7.8 nH,
corresponding to λ0 ≈ 860 nm. Resulting L(T) and Qi(T) data
are shown in figure 2 along with the fits to equations (1) and
(2), yielding a = 2.5 and τqp = 1.5 ps. It was found, however,
that the functional form of (2) was not valid at the lowest
temperatures, whence a component of excess loss, empirically
found inversely proportional to temperature, Qx = ξ/T was
adopted, resulting in ξ = 10 300 K. For the equilibrium
regime of interest T & 0.8Tc the model (2) is sufficient.

3.2. Thermal conductance measurements

In the measurements presented below a similar bolometer
device was tested, with slightly higher Tc and larger shunt
capacitance C = 105.2 pF. The thermal conductance G
was determined by applying DC power P to the resistive
grid absorber. The resonant frequency f0 = ω0/2π was
measured from S21(f ), firstly as function of bath temperature
(figure 3(b)) and secondly as function of DC power dissipated
in the absorber on the membrane (figure 3(a)). The linear
fits result in df0/dT = −224 MHz K−1 and df0/dP =
−1.23 × 1016 Hz W−1, yielding a thermal conductance
G = (df0/dT)/(df0/dP) = 18.2 nW K−1 at 5.8 K. The
thermal conductance contribution of NbN superconducting
connections of the meander and the absorber is negligibly
small.

3
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Figure 3. (a) Resonance frequency f0 versus applied DC power to
the absorber. (b) Resonance frequency f0 versus bath temperature
Tb. (c) Thermal cut-off measurements. Line shows a Lorentzian fit
with τth = 6.4 ms. (d) Noise spectra of bolometer IF signal referred
to the input of the first preamplifier. Red solid line: Q-quadrature
maximizing the responsivity. Black solid line: I-quadrature
minimizing the responsivity. Dashed lines: fits to amplifier noise
(red) and the sum of amplifier noise, bolometer noise and generator
phase noise (blue).

3.3. Thermal time constant measurements

To determine the thermal cut off τth, the absorber was
electrically excited at low frequencies fext, thus producing
membrane temperature oscillations for the superconducting
inductor at frequencies f ′ = 2fext. The resonator was driven at
the frequency operating point ω = 1/

√
L(C + Cc) determined

as the minimum of S21(ω). The mixed-down IF signal
v2

out(f
′) of the thermally excited resonator was recorded

with a spectrum analyzer as a function of f ′. The result is
plotted in figure 3(c) along with a Lorentzian fit v2

out ∝ [1 +
(2π f ′τth)

2
]
−1, yielding thermal time constant τth = 6.4 ms

with a 3 dB cut off at 25 Hz.
The thermal isolation of the membrane is formed by

2.1 sheet squares of a bilayer film consisting of 200 nm
thick amorphous SiNx and SiO2, yielding a bilayer effective
thermal conductivity κ ≈ 0.10 W m−1 K−1, very close
to literature values for both materials at our experimental
temperature [14]. The membrane heat capacity yields Cth =

Gτth ≈ 120 pJ K−1. The membrane mass, estimated from
its dimensions (560 × 560 µm2), the bilayer component
thicknesses and material densities (2600 kg m−3 for SiO2
and 3200 kg m−3 for Si3N4), is about 0.36 × 10−9 kg.
This yields an effective specific heat capacity of the bilayer
cp = 0.33 J kg−1 K−1. Reference [14] gives cp/T3

≈

10−3 J kg−1 K−4 in the temperature range of interest for both
materials, yielding cp ≈ 0.20 J kg−1 K−1 at 5.8 K, again in
line with the experimental data.

3.4. Electrical NEP measurements

Measured output noise spectra referred to the amplifier input
are shown in figure 3(d). The microwave frequency operating
point is chosen at the point of minimum transmission and the
spectra with maximal and minimal spectral densities obtained
by rotating the reference phase are plotted. In accordance with
the theory, the phase component (red line) maximizing the
voltage spectral density is assumed to be the Q-component,
while the 90◦ offset minimum (black line) is assumed to be
the I-component. In addition to noise, thermal interference
spikes at multiples of 1.4 Hz emerge from bath temperature
oscillations due to pulse tube circulation. The noise levels
are as expected, since the frequency operating point at the
transmission minimum has a vanishing I-responsivity while
the Q-responsivity RQ is maximized. Q-quadrature noise is
also somewhat elevated above the thermal cut off, which
is likely due to a phase jitter of the local oscillator with
respect to the carrier signal. In figure 3(d) the fitted blue
curve (v2

out,PSD + v2
0)

1/2 to the Q-component voltage noise

spectral density, vout,PSD ∝ (1 + (ω′τth)
2)−1/2, is obtained

with τth = 6.4 ms and a low-frequency limit of voltage noise
spectral density of 1.2 nV Hz−1/2. An additional constant
term v0 accounts for both amplifier noise and phase jitter noise
of 0.35 nV Hz−1/2.

To determine RQ the device parameters were fitted from
the transmission curve as L = 23.5 nH and Qi = 420, with
nominal capacitances C = 105.2 pF and Cc = 2.1 pF (inset of
figure 3(b)). ∂ Im(vout)/∂f was calculated from equation (14)
with Prf = 7.9 pW. RQ results by multiplying this with
df /dP obtained from the data of figure 3(a) as 3.45 ×
105 V W−1. This yields NEP ≈ (3.5 ± 2.0) fW Hz−1/2. The
dominant uncertainty stems from the calibration of Prf and
the amplification chain (including preamplifier gain, mixer
insertion loss and cable attenuation).

The measured NEP is in line with the theoretical
phonon limited NEPph = 5.8 fW Hz−1/2 value deter-

mined from NEPph =
√

4kBT2G with the measured G =
18.2 nW K−1 at 5.8 K. Thus we can conclude that the
bolometer and the readout system are phonon-noise lim-
ited. Estimated generation–recombination noise NEPgr(τqp <

1 ns) < 10−18 W Hz−1/2 and Johnson noise NEPJohnson ∼

10−17 W Hz−1/2 are negligibly small. It can also be noted
that the readout criterion set by the experimental NEP
corresponds to about Tn ≈ 4000 K, whence the bolometer
can be easily read out by a room-temperature low-noise
microwave amplifier.

3.5. NETD and THz response measurements

For radiometric and THz response measurements we used an
HDPE vacuum window and infrared blocking filters together
with Zitex [15] filters installed at 50 and 4 K stages of

4
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Figure 4. (a) Optical chopper signal at about 30 Hz at elevated
black-body calibrator temperatures. A noise floor of
0.5× 10−5 Vrms Hz−1/2 is used to determine the SNR at 1 Hz.
(b) Found from (a) SNR’s at 1 Hz versus black-body calibrator
temperatures. The linear fit yields NETD = (6.3 ± 2) mK. (c) The
measured THz spectral response, data is normalized so that
η̄ = 0.111 over 312–623 GHz. Solid line shows the result of a
free-space impedance matching model assuming a single
polarization absorber with Zabs = 0.35 �× 377 �, and the dashed
line shows the result for dual polarization with Zabs = 377 �.

the cryocooler. A bolometer with a single polarization of
the resistive meander absorber on the membrane was tested.
The effective optical absorber impedance Zabs = 130 � ≈
0.35�×377� is estimated from the geometrical filling factor
of 0.04. NETD measurements (figure 4(b)) were performed
by detecting an optomechanically chopped signal (at about
30 Hz) emitted from an aqueous broadband blackbody
calibrator [16] placed right in front of the cryostat window.
The reference blackbody of the chopper was Eccosorb AN-72
microwave absorbing material [17] attached to the chopper
copper blades, whose radiometric temperature of 20 ◦C is
estimated from data in figure 4(b) at SNR = 0. A linear fit
to the measured data (figure 4(b)) yields NETD = (6.3 ± 2)
mK at 1 Hz, with standard deviation error of 2 mK from linear
regression.

The THz spectral response η(ν) was determined by
illuminating the bolometer with circular-polarized THz waves
using a photomixer which was tuned from 200 to 1400 GHz,
and the amplitude was modulated at 30 Hz, whilst recording

the bolometer IF signal at the modulation frequency. The data
was further normalized to that of a Golay cell (figure 4(c)) in
order to calibrate for the frequency-dependent output power of
the photomixer. Atmospheric water vapor absorption dips are
clearly pronounced in the data at 542, 742 and 1090 GHz. A
1ν ≈ 310 GHz periodic detector response can be attributed
to a 3λ/4 = 480 µm resonant optical cavity, in qualitative
agreement with a simple model of free-space impedance
matching of the absorber shunted with a cavity of a 3λ/4
length. Deduced from the equation NEP = 2η̄kBNETD1ν
the average quantum efficiency yields η̄ ≈ 0.11 for NEP =
5.8 fW Hz−1/2. This is in agreement with the average over
312–623 GHz band η̄ = 0.111 from the impedance matching
model. The η(ν) data presented in figure 4(c) is normalized so
that its average over 312–623 GHz is 0.111. Thus, for a dual
polarization absorber with Zabs ≈ 377�, a quantum efficiency
close to 1 is expected. The cavity length found of 480 µm
as compared to its nominal value 450 µm (wafer thickness)
indicates about 6% inaccuracy in THz beam-to-bolometer
alignment.

4. Summary

We note that NEP (NETD) can be further improved by
reducing G—by narrowing the suspensions and reducing the
membrane thickness, as free-standing membranes down to
.10 nm thickness have been demonstrated [18, 19]. Also, a
factor of about five improvement in NETD can be achieved
simply by improving the optical matching of the absorber.
Substantial improvement can be achieved by operating at
lower temperatures (yet still above 1 K, with lower Tc
superconductors) as NEPph improves as ∝ T2–2.5 depending
on phonon heat transport mechanisms in low-dimensional
bridges at low temperatures (G ∝ T2 for 2D or G ∝ T3 for
3D) [20]. The imaging speed is maintained or increased as
Cth is approximately proportional to T3 at low temperatures.
Therefore, it appears possible to develop radiation detectors
approaching the needs, for example, of astronomical imaging
targeting cold objects of the Universe [21, 22], avoiding the
usage of deep-cryogenic coolers.

In summary, we have demonstrated superconducting
microwave kinetic inductance bolometers suitable for video-
rate passive submillimeter imaging, for example, in security
screening applications. The detectors are naturally adapted
for frequency division multiplexing, making them attractive
candidates for large focal plane imaging arrays. At the
same time cryogenic requirements are modest, with an
approximately 6 K operating temperature, and alleviated
readout criteria enabling room-temperature electronics.
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Appendix A. The responsivity

The time-dependent bolometer temperature T(t) follows a
differential equation including thermal feedback:

∂tT(t) = C−1
th [Prad(t)+ Pm(T)− G (T(t)− Tb)] , (4)

where Cth is the heat capacity, Prad is the absorbed radiation
power, Pm is the share of carrier power absorbed on the
membrane, G is the thermal conductivity, and Tb is the
cryostat base temperature. For a steady-state temperature Ts
with Prad(t)� Pm(Ts), and hence ∂tT = 0, we get

Ts = Pm(Ts)/G+ Tb. (5)

Thus we can rewrite

∂tT(t) = C−1
th [Prad(t)+ (∂TPm − G) (T(t)− Ts)], (6)

where we have additionally linearized Pm around Ts by
setting Pm(T(t))−Pm(Ts) ≈ ∂TPm(T(t)−Ts). This is readily
converted into the frequency plane as

1T
(
ω′
)
=

1
1− β

P̂rad
(
ω′
)

G

(
1

1+ iω′ (1− β)−1 τth

)
, (7)

where 1T is the variation of temperature around the
steady-state value Ts, as driven by the radiation signal P̂rad,
τth = Cth/G is the thermal cut off of the membrane and
β = G−1∂TPm describes thermal feedback in dissipative
quadrature. The absorbed rf-carrier power is expressed as

Pm = (1− |S11|
2
− |S21|

2)Prf

=
2Q2Prf

QiQe(1+ 4δ2)
≡

Pm0

1+ 4δ2 , (8)

in which Prf is the total carrier power, Z0 is the transmission
line impedance, Q, Qi and Qe are correspondingly the total,
intrinsic, and coupling quality factors, and δ is an offset
frequency from S21 minimum (expressed in linewidths):

S21(δ) = (Q/Qi + 2iδ)/(1+ 2iδ), (9)

δ = Q(ωrf − ω0)/ω0 +
α

1+ 4δ2 , (10)

α =
QPm0

2G

1
L

∂L

∂T
. (11)

It is to be noted that δ defines a frequency coordinate
system that retains the linear properties of the resonator in
the steady-state temperature Ts, whence it is also function
of the total carrier power Prf. The physical signal carrier
frequency is ωrf, and the resonant frequency ω0 is evaluated
at the bath temperature Tb. Thermal feedback is manifested as
nonlinearity generated by α, where α < 0.8 is the prerequisite
for avoiding the onset of bifurcation due to the thermal
feedback [23]. Parameter β depends on α as

β =
−8αδ

(1+ 4δ2)2 + 8αδ
(12)

⇒
−α

4
√

3
9 + α

≤ β ≤
α

4
√

3
9 − α

. (13)

The inequality defines the limits of β. We assume that
the preamplifier is matched to Z0. We also assume that

the intrinsic resonator dissipation is located ‘on-membrane’,
which is likely the case of superconductor losses dominating
the dissipation.

Bolometer output voltage measured across the input of
the preamplifier is

vout (ωrf,T) = S21
√

PrfZ0. (14)

The responsivities can now be calculated from equation (14)
with the aid of equation (9). For example, if we choose
to observe Q-quadrature (frequency quadrature) of vout,
RQ = d Im(vout)/dPrad = (d Im(vout)/dT)(dT/dPrad). In the
main text we have evaluated the responsivities by iteratively
searching for the steady-state membrane temperatures.
Typically the detectors are operated with negligible or
near-negligible thermal feedback. It can be shown that the
Q-quadrature responsivity at the S21 minimum (δ = 0 in
equation (10)) can in this case be expressed as

RQ =

√
α

G

1
L

∂L

∂T
QiZ0

√
Qi

Qi + Qe
. (15)

Looking at equation (10), this corresponds to selecting the
carrier frequency from equation

ωrf = ω0(1− α/Q). (16)

The extrinsic Qe is typically set comparable to Qi by choosing
an appropriate value for the coupling capacitor Cc. Using
equations (1) and (2) and setting Qi = Qe we can rewrite
equation (15) as

RQ =

√
α

aZ0

2ω0τqpGT
(17)

showing the dependency of responsivity on material and
design parameters in a compact way.

Appendix B. NEP from generation–recombination
processes

Generation–recombination noise can be expressed as the
number fluctuation of quasiparticles as

SNqp

(
ω′
)
=

4Nqpτqp

1+
(
ω′τqp

)2 . (18)

We assume the limit where the responsivity is still limited
by the thermal conductivity of the membrane, i.e. Nqp
is represented by the equilibrium value of the membrane
temperature, whence

Nqp = N(Nqp/N) = N(T/Tc)
a

= N

[(
ηPrad

G
+ Tb

)
/Tc

]a

. (19)

The change in the number of quasiparticles around Prad = 0
can be then expressed as

∂Nqp

∂Prad
=
ηaN

GTb

(
Tb

Tc

)a

. (20)
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In the limit ω� 1/τqp this leads to noise equivalent power as
limited by generation–recombination noise

NEPgr = ηS1/2
Nqp

(
∂Prad

∂Nqp

)
=

GTb

a

√√√√ τqp

Vn
(

Tb
Tc

)a , (21)

where we have marked N = nV , with V denoting the volume
of the inductive strip.
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A challenge for scaling up quantum processors using frequency-crowded, weakly anharmonic qubits
is to drive individual qubits without causing leakage into non-computational levels of the others,
while also minimizing the number of control lines. To address this, we implement single-qubit Wah-
Wah control in a circuit QED processor with a single feedline for all transmon qubits, operating
at the maximum gate speed achievable given the frequency crowding. Randomized benchmarking
and quantum process tomography confirm alternating qubit control with ≤ 1% average error per
computational step and decoherence-limited idling of one qubit while driving another with a Wah-
Wah pulse train.

Experimental quantum computing [1] seldom employs
true qubits. Most architectures use effective qubits de-
fined by a pair of energy levels within a multi-level quan-
tum object (typically the ground and first excited states,
labelled |0〉 and |1〉). Examples include non-spin-1/2 elec-
tron and nuclear spins [2], electronic levels in atoms and
ions [3], photons with combined polarization, frequency
and positional degrees of freedom [4], and most supercon-
ducting quantum circuits [5]. The transmon [6], phase [7]
and capacitively-shunted flux [8] qubits are weakly an-
harmonic oscillators with logical transition frequency ω01

and nearest leakage transition frequency ω12 detuned by
|∆| = |ω12 − ω01| ∼ 0.1× ω01. In these superconducting
systems, temporarily occupying levels outside the com-
putational subspace offers the key to fast and efficient
multi-qubit operations such as conditional-phase [9, 10]
and Toffoli gates [11, 12], and high-fidelity single-shot
readout [13].

The benefits of using multi-level structures for quan-
tum computing are balanced by more challenging single-
qubit control. When driving an individual effective qubit
with a resonant pulse at ω01, the anharmonicity |∆| im-
poses a practical limit on the maximum speed of gate
operations, marking the transition from decoherence-
to leakage-dominated errors. While theoretical optimal
control has broken the speed limit using non-analytic
pulses [14], analytic pulses with few tuning parameters
are preferred by experimentalists for ease of implemen-
tation and tuning. Keeping leakage-induced errors be-
low the 1% fault-tolerance threshold of modern error-
correcting schemes [15] imposes the necessary but insuffi-
cient condition tg & 2π/|∆| on the single-qubit gate time
tg. Interestingly, the standard Gaussian envelope is insuf-
ficient despite satisfying the minimal time-frequency un-
certainty product. Proposed [14, 16, 17] DRAG (Deriva-
tive Removal by Adiabatic Gate) pulses combining Gaus-
sian and derivative-of-Gaussian envelopes on the in- and
out-of-phase quadratures have been widely adopted fol-
lowing validation with phase [18] and transmon [19]
qubits in one- and two-qubit devices. To date, the com-

bination of DRAG and improved coherence has achieved
average single-qubit gate errors of 0.08% in transmon
qubits [20].

Moving forward, it is imperative to preserve high-
quality single-qubit control as more effective qubits are
crowded in a fixed frequency range. In architectures
such as 2D [21] and 3D [22] circuit QED which exploit
a common feedline or coupled resonator to drive multi-
ple qubits, control drives couple almost equally to ad-
dressed and unadressed qubits. In this regime of near-
unity cross-talk, the absolute detuning |δ| between the
logical transition of one qubit and the leakage transi-
tion of its frequency neighbor sets an even lower speed
limit when |δ| < |∆|. In order to ease coherence time
requirements, it is therefore important to design analytic
pulses with tg ∼ 2π/|δ| which avoid leakage in both the
addressed qubit and its neighbor (henceforth termed in-
ternal and external leakage). To this end, Schutjens et
al. [23] have recently developed Wah-Wah control (Weak
AnHarmonicity With Average Hamiltonian), combining
DRAG with sideband modulation in a four-parameter
pulse.

In this article, we present the experimental validation
of leakage-avoiding Wah-Wah control at the speed limit
of a multi-transmon 2D circuit QED processor. We cre-
ate a bias condition with δ/2π = 57 MHz and demon-
strate avoidance of both external and internal leakage
at gate times 16 ns ≤ tg ≤ 24 ns. Stroboscopic popu-
lation measurements show that DRAG-only pulsing in-
duces significant net population in the third level of the
unaddressed transmon, while Wah-Wah ensures all popu-
lation returns to the computational subspace by the end
of the pulse. Using a variant of standard randomized
benchmarking [24], we show alternating individual con-
trol of both qubits with 0.8 − 1.0% average error per
computational step. Finally, we use quantum process to-
mography to demonstrate decoherence-limited idling of
the unaddressed qubit as the other undergoes a Wah-Wah
pulse train. Optimization of the four-parameter, analytic
Wah-Wah pulse shape is straightforward and accelerated
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FIG. 1. (color online). (a) Energy level diagram for trans-
mons Qa and Qb (not to scale). The ground |0k〉 and first-
excited |1k〉 states of Qk define a qubit subspace. The Qa

qubit transition frequency and the Qb leakage transition fre-
quency differ by δ = ωb

12−ωa
01 = 2π×57 MHz. (b-c) Compar-

ison of in- and out-of-phase quadrature envelopes ΩI and ΩQ,
respectively, for optimized DRAG and Wah-Wah π/2 pulses
on Qa (gate time tg = 16 ns). For DRAG (b), ΩI and ΩQ are
Gaussian and derivative-of-Gaussian, respectively [Eqs. (1)-
(2) with σ = 4 ns, Am = 0, β = 0.6 ns]. For Wah-Wah (c),
Am = 0.9, ωm/2π = 25 MHz, β = 1.85 ns.

by a simple model of the system Hamiltonian using in-
dependently measured parameters. Our results establish
Wah-Wah control as an important tool for scalability, al-
lowing control of frequency-crowded effective qubits at
threshold without dedicated control lines.

We focus on two transmons (Qa and Qb) within a four-
transmon, five-resonator 2D cQED processor of similar
design to that of Ref. 25. Resonant control and read-
out pulses for all qubits are applied via one feedline
coupling to readout resonators connecting to one qubit
each. Using local flux control, we bias Qa and Qb to
logical transitions

(
ωa01, ω

b
01

)
/2π = (6.347, 6.750) GHz,

and corresponding leakage transitions
(
ωa12, ω

b
12

)
/2π =

(5.980, 6.404) GHz, making δ = ωb12−ωa01 = 2π×57 MHz
[Fig. 1(a)]. Thus, we expect [23] DRAG pulses [Fig. 1(b)]
targeting Qa to induce significant leakage from |1b〉 to |2b〉
for tg . 2π/δ ∼ 20 ns. Indeed, we note that just four
back-to-back Qa DRAG π pulses already leak ∼ 50% of
the initial population in |1b〉 to |2b〉 for tg = 16 ns (Fig. 2).
Note that to within the few-percent accuracy limited
by state preparation and measurement errors (SPAM),
DRAG pulses do successfully avoid internal leakage in
Qa, as expected [14].

Using similar measurements, we now attempt to also
avoid external leakage using the additional sideband
modulation characteristic of Wah-Wah pulse envelopes
[Fig. 1(c)] [23]:

ΩI(t) = Aθe
−(t− tg

2 )2/(2σ2)

[
1−Am cos

(
ωm

(
t− tg

2

))]

(1)

ΩQ(t) = βΩ̇I(t). (2)

Here, ΩI and ΩQ are the pulse envelopes in the in- and
out-of-phase quadratures, and amplitude Aθ determines
the rotation angle θ. The theory predicts that sideband
modulation of the conventional Gaussian envelope in ΩI
can mitigate external leakage for suitably chosen mod-
ulation amplitude Am and frequency ωm. Just as in
DRAG, keeping ΩQ proportional to the time derivative
of ΩI should prevent internal leakage in Qa upon opti-
mizing the scaling parameter β. Figure 2 provides the
experimental confirmation of external and internal leak-
age mitigation to within the accuracy allowed by SPAM.
Qa Wah-Wah π pulses with manually-optimized Am, ωm,
Aπ, and β populate |2b〉 only temporarily, returning all
population to |1b〉 by the end of each pulse. (Details of
the Wah-Wah pulse tune-up procedure are provided in
the Supplement [26]). A numerical simulation of the sys-
tem dynamics, which truncates the Hamiltonian at three
levels per transmon, shows good correspondence with the
manually optimized pulse parameters. To test its utility,
we used the simulation to obtain first estimates of pulse
parameters at two other Qb bias points with even tighter
separation of their logical frequencies (δ/2π = −60 MHz
and −80 MHz). We also obtained similar internal and ex-
ternal leakage mitigation for tg = 16 ns (data not shown).

While Wah-Wah pulsing on Qa successfully mitigates
net leakage in Qb, the temporary excursion of quantum
amplitude from |1b〉 to |2b〉 induces a relative phase be-
tween levels |0b〉 and |1b〉, i.e., a z rotation in the Qb

qubit subspace. This induced phase is a deterministic
function of the Qa pulse parameters defined above. Thus,
we can compensate it already in pulse synthesis by ad-
justing the phase of all subsequent Qb pulses, in the style
of virtual z gates [27]. To calibrate the phase shift, we
embed several consecutive Wah-Wah Qa pulses (either
all π or π/2) into the second wait period in a standard
echo sequence on Qb (π/2, wait, π, wait, π/2). The final
π/2 rotation translates the acquired phase into a popu-
lation difference between |0b〉 and |1b〉. We observe that
the induced Qb phase is independent of rotation axis and
linear in the number of Qa pulses of a given type: 8.2◦

(38◦) per π/2 (π) pulse. We perform a similar calibration
of compensating z gates on Qa for DRAG pulses applied
to Qb. Even though

(
ωa12 − ωb01

)
/2π = −770 MHz and

Qb DRAG pulsing does not produce Qa leakage (shown
below), there is phase accrual in the Qa qubit subspace:
2.5◦ (9.3◦) per π/2 (π) pulse.

In order to test both leakage mitigation and phase
compensation to higher accuracy than allowed by SPAM,
we employ randomized benchmarking (RB). The single-
qubit protocol first proposed and implemented by Knill
et al. [24] (standard RB) provides a valuable baseline for
gate errors on the addressed qubit, without concern for
the unaddressed one. In standard RB [24, 28], one ap-
plies pseudo-random sequences of consecutive π and π/2
pulses to Qk and measures the decay of fidelity to the
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FIG. 2. (color online). Measured evolution of level popu-
lations in Qa and Qb during four consecutive Qa π pulses
with either DRAG and Wah-Wah envelopes (tg = 16 ns). (a)
Pulse sequence. Pulses are separated by a tb = 2 ns buffer.
Level populations at time t are obtained by truncating any
ongoing Qa pulse and commencing tomographic operations
after a buffer time tb. (b) Evolution of Qa levels. Neither
DRAG (dashed curves) nor Wah-Wah (solid curves) pulses
drive the leakage transition in Qa. (c-d) Evolution of Qb lev-
els during DRAG (c) and Wah-Wah (d) Qa pulses. DRAG
pulsing drives the Qb leakage transition. The chosen relative
phase φ = 237◦ between subsequent π pulses exacerbates the
net leakage. In contrast, Wah-Wah pulses populate |2b〉 tem-
porarily, returning the population to |1b〉 by the end of each
pulse.

ideal final state of that qubit (always |0k〉 or |1k〉) as
the number of pulses is increased [Fig. 3(a)]. This decay
allows extracting [26, 29] the average error per compu-
tational step (EPS), where computational step is defined
as a pair of back-to-back π and π/2 pulses [24]. We ex-
tract EPS as a function of the step time ts = 2(tg + tb)
by varying the buffer time tb between pulses (tb ≥ 2 ns).
To within statistical error, a linear fit of EPS(ts) for Qa

(Qb) at short ts extrapolates to the origin [Figs. 3(b)-(c)].
This observation suggests that the minimal 0.4% (0.4%)
EPS is already decoherence limited.

With the EPS baselines from standard RB in place,
we now employ alternating RB to investigate whether
control of either qubit can remain decoherence limited
when pulses are interleaved on the other. We apply an
RB pulse on one qubit during the buffer (tb ≥ tg + 4 ns)
for the other, and perform virtual z-gate compensation
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FIG. 3. (color online). Demonstration of decoherence-limited
single-qubit control via individual and alternating randomized
benchmarking. (a) Pseudo-random control pulses are applied
to either one transmon or to both in alternating fashion. The
average error per computational step (EPS) is extracted as
a function of the computational step time ts = 2tg + 2tb
(without and with a symmetrically timed RB pulse on the
other transmon during buffer). (b) EPS for optimized Qb

DRAG pulses. The linear ts dependence observed without
Qa pulses extrapolates to (−6± 9)× 10−4 at ts = 0, indicat-
ing decoherence-limited control. The fits are done to the first
ten data points. The alternating EPS matches the individ-
ual EPS for Qa Wah-Wah. In contrast, alternating with Qa

DRAG pulsing worsens the EPS to ∼ 5 %. The large error
bars reflect high sensitivity of |2b〉 leakage to the particular
sequence of Qa rotations within the randomization. (c) EPS
for optimized Qa DRAG and Wah-Wah pulses. Overlapping
results are obtained without and with alternating RB DRAG
pulses on Qb. The observed linear ts dependence of EPS ex-
trapolates to (−7± 9) × 10−4 at ts = 0, indicating that Qa

control is also decoherence limited.

for all pulses. Alternating RB performed with DRAG
pulses on both Qa and Qb has no impact on Qa, but
increases the Qb EPS to ∼ 5% [Fig. 3(b)]. However, by
using Wah-Wah pulses on Qa, we recover the decoherence
limited baselines simultaneously on both qubits. Similar
results for tg = 20 ns and 24 ns are presented in the
Supplement [26].

As the final test of whether Wah-Wah pulsing on Qa
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FIG. 4. (color online). Qb average gate fidelity to the identity
operation during various types of idling: no Qa pulsing, Qa

DRAG RB, and Qa Wah-Wah RB. (a) Pulse sequence. Initial
and final rotations on Qb are used for QPT of the evolution of
Qb qubit state to the three-level subspace. Results are shown
for gate times (b) tg = 16 ns, (c) 20 ns, and (d) 24 ns (tb =
2 ns fixed). Model curves for true idling take into account
the measured Qb qubit relaxation and dephasing times [26].
The model assumes dephasing dominated by 1/f noise [30].
The Qb average gate fidelity to identity during Qa Wah-Wah
RB (circles) is indistinguishable from that of true idling. In
contrast, Qa DRAG RB (triangles) deteriorates fidelity at
shorter ti.

affects Qb, we perform quantum process tomography
(QPT) of Qb under various idling conditions: no pulses
on Qa (true idling), Qa DRAG RB, and Qa Wah-Wah
RB (Fig. 4). The process map is a 9 × 4 transfer ma-
trix [31] relating an initial reduced density matrix in the
Qb qubit subspace to a final reduced density matrix in
the three-level [32] subspace. The Qb average gate fidelity
to identity for true idling decreases consistently with an
analytic model [26] based on measured Qb relaxation and
dephasing rates. As expected, Qb idling is compromised
under Qa DRAG RB, and worsens the shorter tg. An
analysis discerning contributions from population trans-
fer and dephasing errors [26] confirms that the loss of
idling fidelity is limited by induced leakage and not by
imperfect z-gate compensation. Remarkably, the idling
fidelity under Qa Wah-Wah RB is nearly identical to the
true idling fidelity for all tg, further demonstrating the
usefulness of the new control method.

In summary, we have shown experimentally, using
level-population measurements, RB, and QPT, that
Wah-Wah control [23] successfully mitigates crosstalk-
induced leakage in a crowded spectrum of transmon
qubits at gate times where the widely-adopted DRAG
control fails. Wah-Wah control therefore represents a
step towards scalability in multi-qubit architectures by
allowing selective control of an increasing number of ef-
fective qubits without an equal addition of control lines.
Wah-Wah builds sideband modulation to DRAG with-
out sacrificing the analytic nature of the two-quadrature
pulse shape, adding only two easily optimized param-
eters. Our demonstration in circuit QED takes place
in the worst-case regime of unity crosstalk, with control
pulses applied via one common feedline coupling equally
to the addressed qubit and the unaddressed nearest-
frequency neighbor. Looking forwards, as two-qubit gate
and measurement times [33] decrease to that of single-
qubit gates, the current restriction to non-overlapping
control of frequency-neighboring qubits could ultimately
bottleneck the clock cycle in surface-code quantum er-
ror correction [15]. A useful generalization of Wah-Wah,
however, would allow simultaneous control of two qubits
at small |δ|.

We thank D. J. Egger, R. Schutjens and F. K. Wil-
helm for many helpful discussions, N. K. Langford and
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EXPERIMENTAL DETAILS

Device

The chip is a four-transmon, five-resonator 2D cQED
quantum processor of nearly identical design and fabrica-
tion as that presented in Ref. 1. An optical image of the
device and detailed schematic of the setup are shown in
Fig. S1. A high-Q resonator bus (5.16 GHz fundamental)
couples to every transmon, while dedicated resonators,
each dispersively coupled to one transmon, allow individ-
ual readouts via a common feedline. Transmon transition
frequencies are individually controlled by dedicated flux-
bias lines, each short-circuited near one transmon SQUID
loop. Throughout this experiment, Qa was biased at its
flux-insensitive point, where ωa01/2π = 6.347 GHz and
∆a/2π = −357 MHz. The Qa readout resonator has a
fundamental frequency of ωar/2π = 7.7042 GHz (for Qa in
|0a〉), a coupling-limited linewidth of κa/2π = 1.5 MHz,
and a dispersive coupling strength of χa/π = −1.3 MHz.
Three bias points were explored for Qb (Table S1). The
other two (inactive) transmons on the chip were biased
at 4.31 GHz and 7.25 GHz throughout.

TABLE S1. Summary of Qb-related device parameters at the
three bias points explored.

Bias point 1 2 3

ωb
01/2π (GHz) 6.750 6.636 6.616

∆b/2π (MHz) −346 −349 −350

δ/2π (MHz) 57 −60 −81

ωb
r/2π (GHz) 7.8181 7.8178 7.8177

κb/2π (MHz) 1.8 N.A. N.A.

χb/π (MHz) -1.7 N.A. N.A.

Additional device parameters at bias point 1

For bias point 1, where all shown data were taken, we
calibrated several device parameters needed as input for
simulation (discussed below). Measured relaxation and
dephasing times of Qa and Qb are listed in Table S2.
The Rabi frequencies of equal-amplitude drives resonant
with the |0〉 ↔ |1〉 and |1〉 ↔ |2〉 transitions of each
transmon are listed in Table S3, normalized to that of

TABLE S2. Measured qubit relaxation T1(1→0), Ramsey

TRamsey
2 , and echo T echo

2 times at bias point 1. The measured
relaxation time T1(2→1) from second to first excited state in
each transmon is also listed.

Transmon Qa Qb

T1(1→0) (µs) 7.65 5.65

T1(2→1) (µs) 4.18 3.66

TRamsey
2 (µs) 2.13 0.64

T echo
2 (µs) 2.33 1.40

TABLE S3. Measured Rabi frequencies for equal-amplitude
drives resonant with the |0k〉 ↔ |1k〉 and |1k〉 ↔ |2k〉 tran-
sitions, and estimated coupling strength of the ωa

01 drive to
the four transitions. All values are normalized to that of the
|0a〉 ↔ |1a〉 transition.

Transmon Qk Qa Qb

Rabi frequency at ωk
01 1 0.90

Rabi frequency at ωk
12 1.42 1.25

Coupling λk
1 of ωa

01 drive to |0k〉 ↔ |1k〉 1 0.5

Coupling λk
2 of ωa

01 drive to |1k〉 ↔ |2k〉 2.4 1.2

the |0a〉 ↔ |1a〉 transition. From these, we estimate the
relative coupling strength of a drive centered at ωa01 to the
four transitions by simulating the filter functions of the
two readout resonators at ωa01 using Microwave Office.

Transmon readout

Multiplexed readout. Simultaneous, independent read-
outs of Qa and Qb were performed by applying square-
envelope tones (1 µs duration) at ωam = ωar + 2χa and
ωbm ≈ ωbr + 2χb to the feedline, respectively. To pre-
serve the phase of measurement tones between experi-
ment repetitions, we ensured that ω∆

m = ωbm − ωam was
an integer multiple of 2π/trep, where trep = 100 µs is the
experiment repetition time. The amplified feedline out-
put was demodulated by an IQ mixer, low-pass filtered
(corner frequency 1.2 GHz) and digitized at δt = 1 ns
sampling interval (see Fig. S1 for the complete readout
chain). The mixer local oscillator frequency was chosen
equal to ωam. The two quadratures for Qa readout were
obtained by filtering the I[n] and Q[n] streams with an
averager rejecting all multiples of ω∆

m. For Qb readout,
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FIG. S1. Device and experimental setup. The 2 mm × 7 mm chip is cooled to 20 mK in a 3He/4He dilution refrigerator
(Leiden Cryogenics CF-450). The chip ports are labeled 1 through 8. Low-pass filtered d.c. currents generating static flux
biases for the transmons enter through ports 2 (inactive transmon, transition frequency 4.31 GHz), 3 (Qa), 6 (also inactive,
transition frequency 7.25 GHz), and 7 (Qb). All microwave control and readout pulses are applied at the single-feedline
input port (1). Feedline ports 8 and 4 are externally connected by a short coaxial cable. Transmon readout is performed
applying two simultaneous square-envelope pulses (1 µs duration) near the fundamental frequencies of the dedicated resonators
coupled to Qa and Qb. The transmitted feedline signal exiting at port 5 is routed by circulators (Pamtech) past a Josephson
parametric amplifier (JPA, unpumped and unused) and into a HEMT amplifier (Low Noise Factory) at 3 K. Two room-
temperature amplifiers (Miteq) further amplify the readout signals, which are subsequently demodulated with an IQ mixer
(Marki Microwave). The mixer local oscillator frequency is chosen equal to the measurement frequency of one of the two
readout resonators (thus, 0 Hz IF) and is 100 MHz offset from the second. The IF signals are amplified (Stanford Research
Systems), digitized (Agilent), and homodyne detected digitally to complete the simultaneous readout of both transmons. DRAG
and Wah-Wah pulse envelopes for resonant qubit control are generated by a Tektronix AWG5014 arbitrary waveform generator.
We employ ±50 MHz single-sideband modulation to prevent spurious transmon driving by leakage of the local oscillator in the
IQ mixers used for pulse up-conversion.

the two quadratures were derived from I[n] by computing
I[n] cos(ω∆

m nδt) and I[n] sin(ω∆
m nδt) and filtering with

the averager. Finally, these four signals were integrated
over the 1 µs interval to obtain the four voltages V aI ,
V aQ, V bI , and V bQ. The single-shot readout fidelities of Qa

and Qb were 63% and 65%, respectively. We note that
the parametric amplifier present in the readout chain was
not employed as we did not require high readout fidelity

for this experiment.
Measurement model. We relate the average integrated

voltages 〈V kI 〉 and 〈V kQ〉 to the level populations of trans-
mon Qk using the model [2]

〈V ki 〉 = Tr(ρkM
k
i ),

where

Mk
i = βki0Πk

0 + βki1Πk
1 + βki2Πk

2 , (S1)
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Π̂k
l = |lk〉 〈lk|, and ρk the reduced qutrit density matrix

of Qk. We calibrate the coefficients βki,j by measuring

〈V ki 〉 immediately after preparing |0k〉, |1k〉, and |2k〉. We
prepare the last two states using optimized DRAG pulses
Rkx,01(π) and Rkx,12(π)Rkx,01(π), respectively (see below
for pulse details). Here, subscripts 01 and 12 indicate
rotations in the {|0k〉 , |1k〉} and {|1k〉 , |2k〉} subspaces,
respectively.

Extraction of level populations. To extract the level
populations P kj = Tr(ρkΠk

j ) in transmon Qk, we solve

the set of three linear equations given by 〈V kI 〉, 〈V kQ〉 and

the (assumed) constraint
∑2
i=0 P

k
j = 1. For the stro-

boscopic measurements in Figs. 2 and S2, we enhance
the accuracy of Qb level population measurements by in-
creasing the number of linear equations to 7. We mea-
sure 〈V bI 〉 and 〈V bQ〉 with measurement pre-rotations I,

Rbx,01(π) and Rbx,12(π), and perform unweighted least-
squares inversion. Qa level population measurements in
Fig. 2(b) are performed with Qb pre-rotation I.

Pulse tuning

Tune-up of Qa and Qb pulses at each bias point
and tg began with a manual optimization of DRAG
pulses on each transmon without concern for their ef-
fect on the other. To facilitate the fine tuning of the
pulse amplitude Aθ (Aπ/2 = Aπ/2) and the DRAG pa-
rameter β, we used a test sequence similar to those
in Refs. 3 and 4. Each segment of the sequence ap-
plies one of 21 different pairs of pulses (each drawn
from {I,Rkx,01(π/2), Rky,01(π/2), Rkx,01(π), Rky,01(π)}) to
|0k〉 and immediately performs measurement on Qk. The
pulse pairs are picked and ordered so that the Qk qubit
Bloch vector is ideally left at the north pole, equatorial
plane or south pole of the Bloch sphere, in progression.
The deviations from a three-level staircase in 〈V ki 〉 pro-
vide a useful footprint of tune-up errors.

When turning on Wah-Wah pulsing of Qa at bias point
1, we followed a manual optimization procedure. For
each choice of sideband-modulation parameters Am and
ωm, we first estimated the amplitude needed to preserve
the area under the in-phase quadrature envelope. We
multiplied the DRAG Aθ by IDRAG/(IDRAG−AmIW−W),
where

IDRAG =

∫ 2σ

0

e−t
2/2σ2

dt, (S2)

IW−W =

∫ 2σ

0

e−t
2/2σ2

cos(ωmt)dt. (S3)

We found this method to be accurate to ±0.4%. Using
the test sequence above (but implemented with Wah-
Wah pulses), we next tuned β. Finally, similarly to
Figs. 2 and S2, we measured the P b2 produced by a se-
quence of four back-to-back Qa Wah-Wah pulses. In this

way, we manually found the Wah-Wah parameters (Aθ,
β, Am, and ωm) pulses that produce minimal P b2 while
performing the intended Qa operation. The procedure
was separately performed for θ = π and π/2 pulses. Once
a good correspondence was established between manually
optimized pulse parameters and those suggested by simu-
lation, we increasingly relied on simulation to fix Am and
ωm, and only manually tuned β. A summary of optimal
Qa DRAG, Qa Wah-Wah, and Qb DRAG pulse parame-
ters at the three bias points and several tg is provided in
Table S4.

We finally note that to calibrate DRAG pulses
in the {|1k〉 , |2k〉} subspace, we modified the test
sequence to apply a pre-optimized Rkx,01(π) be-
fore applying the pulse pairs (each drawn from
{I,Rkx,12(π/2), Rky,12(π/2), Rkx,12(π), Rky,12(π)}). No ad-
ditional mixers were required for pulse up-conversion as
both ωk01 and ωk12 could be reached by single-sideband
modulation.

TABLE S4. Parameters of optimized Qa and Qb pulses at
three bias points.

Bias point

1 2 3

Am 0.9 0.3585 −0.8

W-WRa
n̂,01(π) ωm/2π (MHz) 12.5 99.6 17.5

β (ns) 0.9 0.2 0.2

Am 0.9 0.6743 0.5

tg = 16 ns W-W Ra
n̂,01(π/2) ωm/2π (MHz) 25 76.5 25

β (ns) 1.85 0.2 0.3

DRAG Ra
n̂,01(θ) β (ns) 0.6 0.2 0.2

DRAG Rb
n̂,01(θ) β (ns) 0.7 −0.1 −0.1

Am 0.23

W-WRa
n̂,01(π) ωm/2π (MHz) 13.8

β (ns) 0.62

Am 0.68

tg = 20 ns W-WRa
n̂,01(π/2) ωm/2π (MHz) 23.8

β (ns) 0.95

DRAG Ra
n̂,01(θ) β (ns) 0.6

DRAG Rb
n̂,01(θ) β (ns) 0.68

Am −0.65

W-WRa
n̂,01(π) ωm/2π (MHz) 15

β (ns) 0.6

Am 0.45

tg = 24 ns W-W Ra
n̂,01(π/2) ωm/2π (MHz) 22.5

β (ns) 0.7

DRAG Ra
n̂,01(θ) β (ns) 0.6

DRAG Rb
n̂,01(θ) β (ns) 0.7
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Randomized benchmarking

The performance of optimized pulses was measured us-
ing randomized benchmarking (RB). In standard RB,
random pairs of π and π/2 pulses are applied, all tar-
geting the same transmon. The last π/2 pulse is chosen
so that the targeted transmon ideally ends in either |0〉
or |1〉. For some sequences, this involves replacing the
last π/2 with identity. The fidelity F (squared overlap)
of the final transmon state to the ideal final state is mea-
sured for each RB sequence. The average F over all RB
sequences is then plotted as function of the number of
π/2 pulses, Nπ/2.

In alternating RB, two standard RB sequences target-
ing different transmons are interleaved. Pulses targeting
one transmon are applied during the buffer separating
pulses targeting the other. Calibrated virtual z gates are
applied both ways: to Qa following a pulse on Qb, and
viceversa.

Pulse randomization. We briefly describe the pulse
randomization procedure used to generate RB sequences.
We first create at least 5 pseudo-random trains of ±π/2
pulses around x and y (both signs and axes with equal
probability), with enough pulses that the complete RB
sequence would span 4 µs. Each π/2 pulse train is then
interleaved with a train of Nπ/2 + 1 Pauli randomization
pulses. Each Pauli randomization pulse is taken from the
set {I,Rkx,01(π), Rkx,01(−π), Rky,01(π), Rky,01(−π)} with
equal probability 1/5. We generate eight randomiza-
tions of the Pauli pulse train. Thus, interleaving the
π/2 and Pauli pulse trains produces at least 5 × 8 = 40
RB sequences. After the experiment, we learned that
the proper choice of Pauli randomization set would have
been

{I,Rkx,01(π), Rkx,01(−π), Rky,01(π),

Rky,01(−π), Rkz,01(π), Rkz,01(−π)},

with probability 1/4 for I and 1/8 for all others, and
z-axis π rotations replaced with virtual z gates.

Extraction of average error per computational step.
Following Ref. 5, we define a computational step as a
pair of π and π/2 pulses including buffers [total step
time ts = 2(tg + tb)]. Our estimate of the average er-
ror per computational step, EPS, is obtained from a fit
of F(Nπ/2). In the absence of leakage, we expect [5, 6]

F(Nπ/2) = (1−A)e−αNπ/2 +A,

with A = 1/2 and EPS = (1− e−α) /2. Note that F(0) =
1 because we correct for readout errors. This functional
form fits very well the F(Nπ/2) data for standard RB and
for alternating RB with Qa Wah-Wah pulses, with best-
fit asymptotic fidelity A = 0.50 ± 0.05 in all cases. EPS
error bars in Figs. 3 and S4 represent 95% confidence
intervals.

In the presence of leakage, we expect [7]

F(Nπ/2) =
1

2
e−αNπ/2 +

(
1

2
−A

)
e−γNπ/2 +A,

with reduced asymptotic fidelity 1/3 ≤ A < 1/2. We find
good fits of this form to the Qb F data for alternating
RB with Qa DRAG pulses. For tg = 16 ns, ts = 36 ns,
the best-fit A = 0.33±0.02 confirms strong leakage. Fol-
lowing Ref. 7, we use (1− e−α) /2 as estimator of EPS
also in this case.

Quantum process tomography

We performed quantum process tomography (QPT) to
fully characterize the evolution of Qb under three idling
scenarios: no applied pulses on Qa, Qa DRAG RB puls-
ing, and Qa Wah-Wah RB pulsing.

In general, a quantum process is a linear, trace-
preserving map of density matrices. The channel can
be fully described by a transfer matrix R connecting the
input and output density matrices, each expanded in a
suitable basis. The Pauli basis is a standard choice for
processes confined to a qubit subspace [8]. In our case,
the input and output spaces are the qubit and qutrit
subspaces of Qb. For the input space, we use the basis

P
(2)
1 =

(
1 0

0 0

)
, P

(2)
2 =

(
0 0

0 1

)
,

P
(2)
3 =

1√
2

(
0 1

1 0

)
, P

(2)
4 =

1√
2

(
0 −i
i 0

)
.

For the output space, we use

P
(3)
1 =




1 0 0

0 0 0

0 0 0


 , P

(3)
2 =




0 0 0

0 1 0

0 0 0


 , P

(3)
3 =




0 0 0

0 0 0

0 0 1


 ,

P
(3)
4 =

1√
2




0 1 0

1 0 0

0 0 0


 , P

(3)
5 =

1√
2




0 −i 0

i 0 0

0 0 0


 ,

P
(3)
6 =

1√
2




0 0 1

0 0 0

1 0 0


 , P

(3)
7 =

1√
2




0 0 −i
0 0 0

i 0 0


 ,

P
(3)
8 =

1√
2




0 0 0

0 0 1

0 1 0


 , P

(3)
9 =

1√
2




0 0 0

0 0 −i
0 i 0


 .

The quantum process is fully characterized by a 9 × 4
real-valued matrix with elements Rpq.

We used a four-step QPT protocol to extract R for
each idling scenario. The steps are: (i) state preparation,
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(ii) idling for a time ti, (iii) measurement pre-rotation,
and (iv) measurement.

(i) For state preparation, a calibrated DRAG pulse Un
was applied to |0b〉, taken from the set

{I,Rbx,01(π), Rbx,01(π/2), Rbx,01(−π/2),

Rby,01(π/2), Rby,01(−π/2)}.

(ii) The Qa rotations during ti were chosen according
to the RB protocol described above. The QPT protocol
was repeated for 64 distinct RB sequences (8 seeds, 8
Pauli randomizations per seed). The transfer matrix R
was computed as an average over these randomizations.

(iii) The measurement pre-rotations Vm on Qb were
chosen from the set

{I,Rbx,01(π/2), Rbx,01(−π/2), Rby,01(π/2), Rby,01(−π/2),

Rbx,01(π), Rbx,12(π/2), Rbx,12(−π/2),

Rby,12(π/2), Rby,12(−π/2), Rbx,01(π)Rbx,12(π/2),

Rbx,01(π)Rbx,12(−π/2), Rbx,01(π)Rby,12(π/2),

Rbx,01(π)Rby,12(−π/2), Rbx,01(π)Rbx,12(π)}.

Optimized DRAG pulses were used to implement all rota-
tions. This set of pre-rotations augments that of Ref. [9]
with redundant rotations in order to increase the stability
of the inversion.

(iv) Using the dispersive readout described above, we
obtain averaged integrated voltages 〈VI〉 and 〈VQ〉 for
each (Vm, Un) pair.

The averaged measurement 〈Vi〉kl for each (Vm, Un)
pair (6× 15 = 90 pairs total) is related to R by

〈Vi〉mn =
∑

pq

RpqTr(V †mMiVmP
(3)
p ) 〈0|U†nP (2)

q Un |0〉 .

(S4)
Combining all measurements, we arrive at a set of 180
linear equations for the 36 unknown Rpq. We solve this
over-determined set of linear equations by unweighted
least-squares inversion.

As a measure of idling performance, we extract the
average gate fidelity, Fg, of Qb to identity [10, 11]. We
find

Fg =
∑

j=±x,±y,±z
Tr [ρjE(ρj)]

=
R11 +R22 +R43 +R54 −R31 −R32

6
+

1

3
.

To gain further insight into the sources of infidelity, we
decompose Fg as

Fg =
F1 + F2 + 1

3
, (S5)

where F1 = 1
2 (R11 +R22 −R31 −R32) and F2 =

1
2 (R43 +R54). F1 is sensitive to errors in population

transfer. F2 is sensitive to population transfer and also
to pure dephasing within the qubit subspace. For true
idling, we model

F1(ti) =
1 + e−ti/T1(1→0)

2
, (S6)

and

F2(ti) = e−ti/(2T1(1→0))e−t
2
i /T

2
ϕ . (S7)

The model F2 reflects dominant pure dephasing by 1/f
flux noise, as suggested by a non-exponential Ramsey
fringe decay observed for Qb.

SIMULATION

We perform a numerical simulation of the driven two-
qubit system in order to: (a) validate the Wah-Wah mod-
ulation parameters manually optimized at bias point 1
and (b) speed-up the optimization of these parameters
at other bias points. Following Ref. 12, we model the
system Hamiltonian in a frame rotating with a resonant
drive at ωa01, truncate at three lowest-energy levels per
transmon, and make the rotating wave approximation:

Ĥ/~= ∆aΠ̂a
2 + (δ −∆b)Π̂

b
1 + δΠ̂b

2

+
ΩI(t)

2

[
λa1σ̂

a
x,1 + λb1σ̂

b
x,1 + λa2σ̂

a
x,2 + λb2σ̂

b
x,2

]

+
ΩQ(t)

2

[
λa1σ̂

a
y,1 + λb1σ̂

b
y,1 + λa2σ̂

a
y,2 + λb2σ̂

b
y,2

]
.

(S8)

Here, σkx,l = |lk〉 〈l − 1k| + |l − 1k〉 〈lk|, and σky,l =
i |lk〉 〈l − 1k|− i |l − 1k〉 〈lk|. As defined in the main text,
∆k = ωk12 − ωk01, δ = ωb12 − ωa01, and ΩI(t) and ΩQ(t) are
the in- and out-of-phase pulse envelopes. Finally, λkl is
the coupling strength of the drive to the |l − 1k〉 ↔ |lk〉
transition. All model parameters are obtained from cali-
bration measurements.

For each choice of gate time tg, bias point, and Qa

pulse rotation angle θ ∈ {π, π/2}, we identify a manifold
of (Aθ, β, Am, ωm) values performing a high-quality pulse
on Qa. For each (Am, ωm) pair in the range Am ∈ [−1, 1]
and ωm/2π ∈ [0, 100 MHz], we find the Aθ and β achiev-
ing the desired rotation angle θ and minimizing inter-
nal leakage in Qa. We then calculate the leakage P b2
induced by four back-to-back Qa pulses, starting from
(|0b〉+ i |1b〉) /

√
2. Similarly to Fig. 2, the phase of these

Qa pulses is increased in progression (φ, 2φ, 3φ, and 4φ).
We repeat for 200 values of φ between 0 and 2π. The
simulation output consists of an image plot of maxφ P

b
2

as a function of Am and ωm.
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FIG. S2. Measured evolution of Qb level populations during
four back-to-back π/2 pulses on Qa, with optimized DRAG
and Wah-Wah envelopes (tg = 16 ns). Panels (a) and (b) are
dual to Figs. 2(c) and 2(d), respectively, but with π/2 instead
of π pulses on Qa. The phase of π/2 pulses is φ, 2φ, 3φ, and
4φ, in progression, with φ = 319◦.

EXTENDED RESULTS

This section presents four figures lending further sup-
port to the main text claims. Complementing Fig. 2,
Fig. S2 shows the evolution of level populations in Qa

and Qb during repeated π/2 pulses on Qa. Figure S3
compares measurements and simulation of |2b〉 leakage
induced by four back-to-back π or π/2 Wah-Wah pulses
on Qa. Image plots of leakage as a function of modula-
tion parameters show good correspondence between the
optimal Wah-Wah parameters found by simulation and

manually in experiment. Complementing Fig. 3, Fig. S4
shows standard and alternating randomized benchmark-
ing results for longer gate times tg = 20 ns and 24 ns. Fi-
nally, complementing Fig. 4, Fig. S5 helps identify dom-
inant limitations to Qb idling from decoherence, leakage
error, and phase-compensation error.
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