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1. Introduction

In this introductory section, the background to the research is discussed in Section
1.1. The objectives and scope of the work, as well as the research questions stud-
ied in Papers I-IV, are described in Section 1.2. The dissertation structure is sum-
marized in Section 1.3.

1.1 Background and research environment

To enable laboratory grade analysis at point-of-need, sensitive analytical methods
need to be brought out from the laboratory implemented as low-cost, robust, and
user-friendly systems.[1-4] Research on micro total analysis systems, lab-on-a-
chips, point-of-care diagnostics, and opto-fluidic systems is developing sensors for
a wide range of applications, among others medical diagnostics, food safety, envi-
ronmental monitoring, and public safety.[2, 5-8] The global market for diagnostic
biochips is growing fast and is forecast to reach a value of over $10 billion by
2020.[9]

Sensors for the above-mentioned applications can be based on different transduc-
tion methods, such as optical, electrical, and mechanical, on labelled or label-free
measurement techniques, and on biological or artificial recognition. A great many
different sensing concepts thus exists. However, work is continuing on developing
portable quantitative sensing systems that are sensitive, reliable, multi-analyte,
fast, robust, low-cost, use low sample volumes, are easy to use in variable ambi-
ent conditions with real-life samples, and can be operated by non-trained per-
sons.[1, 3, 10]

Optical sensors utilize different properties of light, such as intensity, spectrum,
polarization and phase.[4, 7] Optical transducers are based on various phenome-
na and properties of materials such as colour, fluorescence, luminescence, Ra-
man scattering, and refractive index that is used in this thesis. Refractive index
sensor chips can be implemented using various structures such as gratings [11-
13], ring resonators [14], photonic crystals [15], and interferometers [1] as well as
the surface plasmon resonance phenomenon [16, 17].
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Integrated planar waveguide interferometers form a class of optical sensors and
are considered to have potential to be developed for portable point-of-need diag-
nostics.[1, 18] The work discussed in this thesis is related to this group of sensors.
Section 1.1.1 briefly describes their properties and Section 1.1.2 focuses on inte-
grated Young interferometers (YIs) being the sensing method utilized in this thesis.

1.1.1 Planar waveguide interferometer chemical sensors

Integrated interferometer chemical sensors are based on waveguides integrated
onto a single chip and evanescent wave sensing of refractive index (RI) changes
occurring in close proximity to the waveguide surface.[1, 18, 19] The sensing
principle is illustrated in Figure 1. When light propagates in the optical waveguide,
an evanescent wave of the light extends ~100-150 nm [20] into the liquid sample
matrix on top of the waveguide. When the RI changes within the volume probed by
the evanescent wave, the light propagation in the waveguide also changes, induc-
ing a phase change , as illustrated in Figure 1. The phase change is directly
produced by the analyte-induced RI change, and there is no need to utilize any
additional labels to generate the signal, i.e. the sensing method is label-free. The
phase change is transduced into a measurable signal by using an additional refer-
ence wave, that is inert to the analytes, and letting these two waves interfere. The
produced signal depends on the sensor configuration: in Mach-Zehnder interfer-
ometers, the light intensity changes; in Young interferometers, the positions of the
interferogram fringes shift. A recognition layer applied onto the waveguide selec-
tively binds analytes, i.e. the compounds of interest, onto the waveguide surface,
making the sensor react specifically to them. The analyte binding changes the RI
since the sample matrix is replaced by the compounds that typically have a higher
RI.[19] The recognition layers are based on either biological receptors, such as
antibodies, or artificial receptors, such as molecularly imprinted polymers
(MIPs).[21-23]
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Figure 1 Sensing principle of an integrated interferometer chemical sensor. The
red curve and the yellow curve illustrate the light wave before and after the ana-
lyte-induced RI change, respectively, and  is the induced phase change. Illus-
tration adapted from Ref. [18].

Integrated interferometer sensors have been shown to be sensitive enough to
enable detection of small amounts of analytes although the labelled techniques
are even more sensitive and enable single molecules to be detected.[18] Howev-
er, evanescent wave based label-free sensing methods have advantageous prop-
erties over labelled methods: analytes are detected in their natural form without
possible interference of labels, such as fluorophores, nanoparticles and plastic
beads, and the low power of the evanescent field does not harm the analytes.[18,
20] The simpler assays reduce the complexity and cost of the analysis compared
to labelled methods, which is an advantage in cost-critical sensing applica-
tions.[18] The integrated interferometer sensors are also capable to real-time and
multi-analyte sensing.[18] The compatibility of the sensors for low-cost portable
diagnostics is further improved by developing more cost-efficient manufacturing
methods, and by miniaturizing the sensor chips leading to lower reagent consump-
tion and faster response times.[18]

Integrated interferometers are implemented using optical waveguides that are
structures capable confining light and guiding it by total internal reflections. Wave-
guides can be implemented using various geometries, as shown in Figure 2. Opti-
cal waveguide consist of a core that has a larger refractive index than the sur-
rounding materials. The cross-sectional dimensions of the waveguides used in the
sensors are typically about a micrometre or less, and the lengths are a few centi-
metres. Waveguides for the sensor chips are manufactured in batch-based pro-
cesses.[18] Waveguide layers are typically applied onto rigid substrates, for ex-
ample silicon dioxide wafers or polymers, using microfabrication methods such as
photolithography, embossing, [1, 18] UV-imprinting, [24] or moulding [25]. Utiliza-
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tion of sensor waveguides manufactured by continuous ultra-high volume roll-to-
roll (R2R) manufacturing methods is discussed later in this thesis. (Paper III)

Figure 2 Illustrations of the cross-sections of different waveguide types. a) Slab
waveguide, b) strip waveguide, c) diffused waveguide, d) inverted ridge waveguide
(Papers I, III, and IV), e) ridge waveguide (Paper II), and f) slot waveguide (Paper
II).[18, 26, 27] The paper numbers indicate the waveguide types utilized in them.

Light from an external source, typically a laser, has to be coupled into the wave-
guides of a sensor chip.[18] Due to the small cross-sectional size of the wave-
guides, efficient light coupling requires the use of one of the coupling methods
illustrated in Figure 3.[18, 26] In the experimental part of this work, the end-fire
coupling was utilized using either a focusing lens (Papers I and II) or a tapered
fibre (Papers III and IV).

Figure 3 Illustration of light incoupling methods into optical waveguides. a) End-fire
coupling using either a lens (Papers I and II) or a tapered fibre (Papers III and IV).
b) Butt-coupling. c) Prism coupling. d) Grating coupling. The paper numbers indi-
cate the waveguide types utilized in them.
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Among integrated interferometer sensors, YIs have proven to be most sensitive.[1,
18] Up to two orders of magnitude lower limit of detection values have been
reached than with integrated Mach-Zehnder interferometers using simpler sensing
configurations.[1] The signal analysis of integrated YIs is done from the captured
interferogram images, which provide more information for signal processing than
the intensity values obtained from Mach-Zehnder interferometers and enable
straightforward monitoring of the induced phase changes by using discrete Fourier
transform (DFT).[19] Since the sensing method is not sensitive to intensity varia-
tions, there is no need to modulate or calibrate the light source intensity.[18] In
addition to having these desirable features from a portable diagnostics point of
view, there are also inherent drawbacks related to robustness and to the need for
a camera, which is a more costly component than the light detectors needed with
Mach-Zehnder interferometers.[1, 18]

1.1.2 Integrated Young interferometer sensors

Young interferometers are based on the findings of Thomas Young during the first
years of 19th century.[28, 29] In his lectures published in 1807, he describes the
double slit, or hole, experiment and the formation of interference fringes. The first
integrated YI sensor was reported by Brandenburg and Henninger in 1994.[30] It
was based on a Y-junction implemented in glass.

Integrated YI sensor chips are based on waveguides. In the simplest implementa-
tion, light from a light source is split into two optical waveguides: one waveguide is
inert to the analytes, forming a reference light path, and the other is a sensing
waveguide, enabling interaction with the sample. Light beams coupling out from
the end facet of the chip diverge, overlap and interfere, forming a fringed interfer-
ence pattern that can be imaged onto a screen or a camera detector to form an
interferogram.

YI sensor chips have been implemented using slab [31-34], diffused [30, 35], strip
[36], ridge [37], inverted ridge [24, 38], and slot waveguides [25, 39] (see Figure 2,
p. 19) and based on silicon [34, 36, 37], glass [30, 35], tantalum pentoxide [33],
and polymers [24, 25, 31, 32, 38, 39]. From now on in this thesis, the term wave-
guide is used when discussing the photonic light guiding structure itself, and the
term channel is used when a waveguide has an assigned role in the YI sensor
chip. In addition to the two-channel implementation described in the paragraph
above, multichannel and single channel implementations exist. In multichannel
sensors, one of the channels is an inert reference channel and the rest of the
channels are measurement channels that interact with the sample, enabling multi-
analyte detection. Beams emanating from all the channels are allowed to interfere
forming a multi-beam interferogram.[37] In single-channel YIs, two polarizations
propagate within a single waveguide and are configured to interfere after emanat-
ing from the sensor chip.[40]



21

Integrated YI sensors are shown to be sensitive, having limit of detection values of
10-5-10-8 refractive index units (RIU) for bulk RI changes.[24, 33, 37] To enhance
the sensor sensitivity, use of tagging antibodies [41] is studied as well as the utili-
zation of high-index coatings with polymeric YIs.[38, 39] Multi-wavelength ap-
proaches have been reported enabling adjustment of the probing characteristics of
the evanescent wave to differentiate between bulk and surface bound effects, and
to reduce temperature sensitivity.[42, 43] Different polarization states have also
been used to enable analysis of the layer thicknesses and densities.[34] It has
also been demonstrated that the use of slot waveguides reduces the temperature
sensitivity of integrated YIs.[25]

As discussed in Section 1.1.1, YIs have to be functionalized with a recognition
layer to make them specifically interact with the chosen analytes. Of biological
receptors, antibodies have been used with inorganic and polymeric integrated YIs
to detect proteins and viruses, including demonstration of multi-analyte sensing
and use of a complex sample matrix i.e. serum.[24, 34, 38, 41, 44, 45] However,
detection of more than two analytes has not been reported.[1] Of artificial recep-
tors, MIP layers have been applied with silicon-based sensors to detect vapour
phase trinitrotoluene and proteins.[46, 47] The MIP-based recognition layers may
be advantageous for low-cost sensors since they have the potential to be robust,
repeatable, low-cost and mass-manufacturable.[22] Antibody receptor layers are
formed by either incubating the antibody solution on the sensor surface or flowing
it through a flow cell assembled on top of the chip.[24, 32, 34, 38, 41, 44, 45] The
MIP layers are formed either by dip coating the sensor chip or performing the
polymerization of the material under a glass plate applied onto the sensor surface
to form a thin layer.[46, 47] Although robotic surface functionalization methods
have been used to functionalize integrated Mach-Zehnder interferometers,[1] and
inkjet printing has been used for multi-analyte functionalization of ring resona-
tors,[48] these methods have not been applied with integrated YI sensors prior to
the work discussed in this thesis. As an additive method, inkjet printing enables
efficient use of potentially expensive receptor materials and minimizes waste.[49]
As a non-contact method, it is suitable for the functionalization of easily damaged
surfaces. The method is also considered to be applicable to large-scale manufac-
turing.

In the work discussed in this thesis, integrated YI sensor chips were functionalized
with antibody-based receptors to detect human chorionic gonadotropin (hCG) and
C-reactive protein (CRP), whereas MIP recognition layer was utilized to measure
melamine. CRP and hCG, shown in Figure 4(a) and Figure 4(b), respectively, are
important clinical analytes: CRP is an inflammation marker and an indicator for the
assessment of cardiovascular disease,[50, 51] whereas hCG is an early stage
pregnancy marker.[52] Melamine, shown in Figure 4(c), is a small molecule that
has become an interesting analyte regarding food safety in respect of contaminat-
ed dairy products.[53] In addition, glucose (see Figure 4(d)) was used in unspecific
ambient RI sensing experiments to modify the bulk RI of the sample solutions.
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Figure 4 Structure of a) CRP molecule having five repetitive units in a ring for-
mation [54], b) hCG molecule [55], c) melamine molecule [56], and d) glucose
molecule [57]

As discussed above, YI sensors have many desirable features and properties for
portable diagnostics: they are sensitive, can be manufactured using low-cost pol-
ymeric materials, and are capable of multi-analyte detection. Compact reader units
are also implemented.[41] However, there are also disadvantages. One of the
major issues from the portable diagnostics point of view is that the sensor signal is
easily disrupted by ambient mechanical disturbances since they shift the interfero-
gram fringes similarly to the sample-induced phase changes, thus obscuring the
readout signal.[1, 18] The sensor readout systems are typically well isolated from
the ambient disturbances [18] but this kind of approach is not necessarily easily
adaptable to low-cost portable readers.

As an alternative approach to mechanical disturbance management, Ymeti et al.
have studied the possibility to compensate drifts by using a multichannel YI chip
with two reference channels.[58] In the article, it was assumed that the ratio of the
drift-induced phase changes remains constant between different channel pairs.
The phase change signal produced by the reference channel pair as a response to
system drift can thus be used to compensate the signals produced by other chan-
nel pairs. In the article, the phase change ratios between the different channel
pairs were first derived from measured phase change curves and then used to
calculate the compensated phase change curves of an experiment where an RI
change was induced. It was found that the method was working well resulting in
about a tenfold reduction in drift. Ymeti et al. provide two possible explanations for
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the constant phase change ratios: the first explanation is related to different re-
sponses of the channels to temperature changes, and the second explanation
speculates that the phase change ratios are chip specimen specific parameters.
However, the origin of the constant phase change ratios was not looked into fur-
ther in the article. Also the applicability of the method for RI sensing was demon-
strated using one sample solution concentration. The drift compensation method
reported by Ymeti et al. is of interest as regards portable readers since it can be
implemented using typical optical arrangements of integrated YI readout systems,
and it was further studied in the work discussed in this thesis.

One of the key issues with the sensor chips is the requirement for sensor disposa-
bility.[59] In many applications, such as in medical diagnostics, sensor chips have
to be single-use to avoid cross-contamination between samples. Applications are
at the same time cost-critical, making it difficult to realize photonic sensor chips
using batch-based manufacturing methods since the footprint of a sensor chip is
typically several square centimetres, as required by its easy handling as well as
the different functionalities. To enable wide dissemination of photonic sensor chips
in cost-critical point-of-need applications, they have to be manufactured using
high-volume methods and low-cost materials. Since R2R fabrication methods are
capable of ultra-high volume and large-area manufacturing, they provide an inter-
esting alternative to batch-based processing. In this work, the applicability of R2R
fabricated polymeric waveguides to integrated YI sensors was studied.

1.2 Objectives and scope

The objective of the work discussed in this thesis was to improve the applicability
of integrated YI sensors for portable diagnostics. This was approached by means
of two themes: improving the robustness of the sensing method and improving the
disposability of the sensor chips. The relationships between the articles are shown
in Figure 5. Papers I and II are related to the robustness theme and Papers III and
IV to the disposability theme.
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Figure 5 Article relationships and the main content of the articles discussed in this
thesis. Paper I and Paper II are related to the robustness theme and Paper III and
Paper IV to the disposability theme. The main difference in the research setting
between the articles is indicated in the arrow.

In Paper I the research question was “Is it possible to derive a drift compensation
method that is based on analysis of the spatial shifts of the interferogram fringes,
and that is able to compensate for mechanical drifts when using a multichannel
inverted ridge waveguide YI sensor chip having two reference channels?” In Paper
II this research question was modified to “Is the derived drift compensation method
also applicable for multichannel slot waveguide YI sensors having two reference
channels?”

In Paper III the disposability theme was approached by expressing a question “Are
roll-to-roll fabricated polymeric waveguides applicable for evanescent wave sens-
ing of ambient refractive index using an integrated YI sensor as a model sensor?”
In Article IV the question was augmented as “Is it possible to implement these YI
sensors for analyte-specific chemical sensing of small analytes by using an MIP
receptor layer, and for multi-analyte detection of biomolecules by using antibody-
based receptor layers?”

Each paper provides an answer to a specific research question and these contri-
butions are combined in this summary. The aim is to present the theory of the drift
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compensation method and the experimental results demonstrating the capability of
the compensation method to compensate mechanical drifts, and the applicability
of the roll-to-roll manufactured waveguides for evanescent wave sensing. The
design and characterization of the waveguides as photonic components per se
were excluded from the scope of the thesis to limit the discussion the issues di-
rectly related to the research questions listed above.

1.3 Dissertation structure

The structure of this thesis is as follows. In Section 2, the sensing principle of
integrated YI sensors is reviewed and the theory of the drift compensation method
is derived. The related topics of the light propagation in an optical waveguide and
the numerical modelling of waveguide properties are discussed in Appendix A. In
Section 3, detailed descriptions are given of the five sensor chip embodiments
used in the experiments. In addition, the specific sensing principles related to the
slot waveguide YI chip and the sensor chips implemented using R2R fabricated
waveguides are discussed. In Section 4, the experimental work and results are
described, including the cross-talk effects seen in the experiments. Section 5
provides a discussion about the results of the sensing experiments, the theoretical
and practical implications of the work together with the reliability and validity of the
results. Recommendations for the further research are also given. Section 6 con-
tains a short summary of the thesis.
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2. Sensing principle of integrated Young
interferometers and the theory of the drift
compensation

In this chapter, the sensing principle of integrated YI sensors is reviewed for a 2-
channel and multichannel sensor chips. This is followed by a presentation of the
theory of the drift compensation calculation. The basic phenomena governing light
propagation in an optical fibre and numerical calculations of waveguide properties
are discussed in Appendix A (p. 98).

2.1 Sensing principle of integrated Young interferometer
sensors

In this section, the sensing principle of integrated YIs is discussed first for a basic
2-channel chip layout, and then extended to cover the specific issues of multi-
channel chips.

2.1.1 2-channel integrated Young interferometers

A schematic of an integrated YI sensor chip is shown in Figure 6(a). The input
waveguide of the chip has a Y-junction that branches the waveguide into two
parallel waveguides. An overcladding layer is patterned onto the chip, leaving an
opening, a measurement window, unclad on top of one of the waveguides for
sample interaction. The measurement channel is the waveguide having the meas-
urement window and the reference channel is the waveguide covered by the over-
cladding layer.
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Figure 6 a) Schematic of a 2-channel integrated YI sensor chip and a captured
interferogram. b) Theoretically calculated intensity distribution of an interferogram.
The spatial wavelength, , is also shown.

When laser light with wavelength  is coupled into the input waveguide, the Y-
branch splits light into the measurement and reference channels. Light is guided
through the chip by the waveguides and two beams emanate from the end facet of
the chip. The diverging beams overlap and interfere, forming a fringed interference
pattern. The interference pattern can be imaged onto a camera detector by means
of a microscope objective forming an interferogram.

An example of a captured interferogram is shown in Figure 6(a) and a theoretically
calculated interferogram in Figure 6(b). The intensity variation of the interferogram
along the y-axis can be calculated [19]

( ) m + r + 2 ( m r) cos( ( ) ), ( 1 )

where m and r are the powers of the light beams emanating from the measure-
ment and reference channels, respectively,  the phase difference between the
channels caused by the difference in their geometrical path lengths between the
outcoupling point from the chip and the observation point at the camera detector,

 is the initial phase difference between the channels before sample exposure,
and  the phase change caused by the sample interaction when applicable.
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Here it is assumed that the emanating beams are point sources and that they
overlap completely at the camera detector. Eq. ( 1 ) does not take into account
that the intensity of the diverging beams decreases when the distance between
the beam outcoupling point and the observation point at the camera detector in-
creases. The equation is therefore valid only over a limited area where the varia-
tion in the beam intensities can be considered to be small.

As indicated by Eq. ( 1 ), the intensity of the interferogram varies sinusoidally
along the y-axis as shown in Figure 6(b). The intensity maxima are located at the
positions where the two beams interfere constructively, i.e. the total optical path
length difference between the measurement and the reference channels is an
integer multiple of . The intensity minima are located at the positions where
beams interfere destructively. The period of the interferogram fringes defines their
spatial wavelength, , and spatial frequency, , whereas the position of the fringes
along the y-axis defines their phase, .

The sensing method is based on the analysis of the sample-induced shifts of the
interferogram fringes along the y-axis. When RI in the measurement window is
changed by the sample, the effective RI of the measurement channel, eff,m,
changes, as discussed in Appendix A (p. 98). Due to the passivation layer, the
effective RI of the reference channel, eff,r, is not directly affected by the sample
but can be changed, for example due to temperature variations. Since the effects
of the sample are different to the effective refractive indices of the measurement
and reference channels, their optical path lengths also change differently. This
changes their mutual optical path length difference that again changes the value of

 in Eq. ( 1 ) and induces a shift in the position of the interferogram fringes. An
example of the shift of the fringes is shown in Figure 7. It is worth noticing that the
initial absolute optical path lengths of the channels do not have any impact on the
sensor readout but just define the initial position of the interferogram fringes.
There is thus no need to match the optical lengths of the waveguides, relaxing the
manufacturing tolerances of the sensor chips. However, since the actual fringe
order of the fringes is not known, the track of the phase change is lost if a phase
change larger than 2  is induced between two consecutive captured interfero-
grams. The fringe order ambiguity can be avoided by using an incoherent light
source.[30]
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Figure 7 Example of the shift of the interferogram fringes during a sensing experi-
ment conducted with a chip having two parallel 2-channel YIs. The red arrow
shows the shift of a fringe when an MIP-functionalized YI was exposed to sample
solution containing 1.0 g/l melamine in water. The image was constructed by se-
lecting a same 5-pixel section across each of the interferograms captured during
the experiment and combining them. The chip configuration is discussed in Sec-
tion 3.2.2 and the experiment in Section 4.2.3.

The chip shown in Figure 8 is used to derive the mathematical formulation for the
calculation of the shifts of the interferogram fringes. The measurement channel is
coated with an overcladding layer except at the measurement window with length
, whereas the reference channel is passivated with an overcladding layer. Now

the channels are similar everywhere else except within length . It can be assumed
that within the similar sections of the channels the changes in the effective RIs are
identical, and thus these sections do not contribute to the change in the mutual
optical path length difference. It is thus sufficient to study the changes within
length .
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Figure 8 Illustration for the calculation of the phase changes of the fringes.

When the effective RI of the measurement channel is changed by an amount
eff,m within the measurement window, the optical path length of the waveguide

is changed by an amount opt,m eff,m , as illustrated in Figure 8. Similarly, the
optical path length of the reference channel waveguide is changed by opt,r =

eff,r , where eff,r is the change in the effective RI of the reference channel.
This is also illustrated in Figure 8. Now the change in the mutual optical path
length difference between the channels is opt eff,m eff,r). By dividing

opt by , the number of wavelength periods that opt equals can be calculated.
The positions of the fringes at the camera detector are shifted an equal number of
periods in the function of the spatial wavelength  since the positions of the fring-
es at the camera detector are directly related to the optical path length difference
between the channels, i.e. if opt equals one  the fringes are shifted by one .

The shifts in wavelength periods can be converted into phase changes  by
multiplying with , i.e. the phase change corresponding to a shift of one period.
Now the sample-induced phase change, , of the interferogram fringes can be
calculated [19]

where eff  is the difference in the changes in the effective refractive indices of
the measurement and the reference channels. It can be seen that the phase
changes are linearly proportional to the length of the measurement window and
the change in eff, and inversely proportional to the wavelength of the light.

The sensitivity of the sensor, , represents the rate of the interferogram fringe shift
in relation to the sample-induced RI change. The sample can either change the RI
of the overcladding, , or change the thickness of the adlayer, , on top of
the waveguide, for example due to analyte molecules binding to the receptors.[18]
The analyte binding changes the RI since the sample matrix is replaced by com-

= 2 eff,m eff, =
2

eff , ( 2 )
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pounds having a different RI.[19] The sample-induced phase change can be cal-
culated [18]

=
2 eff +

2 eff , ( 3 )

where  and  are the sensor sensitivities to the changes in the overcladding
RI and in the adlayer thickness, respectively.

To analyse the sample-induced phase changes in the experiments, the interfero-
grams are captured during the experiments as time lapse images. Interferograms
can be analysed using discrete Fourier transform, for example fast Fourier trans-
form (FFT) algorithm in commercial software. The spatial frequency, k, of the
interferogram fringes is seen as a peak in the amplitude spectrum, as shown in
Figure 9. Phase changes can be calculated by analysing the phase values related
to the spatial frequency k at different time points in the experiments. The phase
change of the interferogram fringes at time t, ( ), can be calculated

where ( ) and ( ) are the phase values related to spatial frequency k at time t,
and at the beginning of the experiment at time t0, respectively. A phase change
curve in an experiment is obtained by analysing the phase changes of the interfer-
ograms captured during the experiment and plotting them as a function of time.

Figure 9 Amplitude spectrum where the spatial frequency k of the interferogram
fringes is seen as a well-defined spike

2.1.2 Multichannel integrated Young interferometers

An example of a multichannel YI chip with 3-channels is illustrated in Figure 10(a)
with channel numbering. In the illustrated chip, channels 1 and 2 are measure-

( ) = ( ) ( ), ( 4 )
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ment channels and channel 3 is a reference channel. An interferogram of a multi-
channel YI is a superposition [19] of the two beam sub-interferograms formed by
all the possible channel pairs, i.e. channel pairs 1&2, 1&3, and 2&3 in the example
discussed here, as illustrated in Figure 10(b). The intensity distribution  of a mul-
tichannel YI interferogram along the y-axis (shown in Figure 6) is [19]

( ) + 2 i j
/

, ;

cos( ( ) ), ( 5 )

where i and j are the powers of the light beams emanating from the channels i
and j, respectively.

Figure 10 a) Schematic illustration of a 3-channel YI sensor chip. b) Left, schemat-
ic illustration of a 3-channel interferogram intensity (I) distribution across the fring-
es. Intensity distribution is a superposition of the sub-interferograms shown on the
right.

The phase changes of the channel pairs are analysed in a similar way to that in
the 2-channel YI case discussed above. In order to be able to analyse the sub-
interferograms individually, they must all have their own spatial frequency i.e. the
separations of the channel pairs at the outcoupling end have to be unique. This is
since the spatial frequency, kij, of the sub-interferogram fringes formed by the
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channel pair i&j is dependent on their separation, dij, at the outcoupling end of the
chip as

where L is the distance between the end of the chip and the camera and
.[19] In addition, the channel separations have to be chosen so that they are not

integer multiples of the separation of some other channel pair, to reduce the cross-
talk between the sub-interferograms in DFT analysis. [19]

2.2 Theory of the drift compensation with multichannel
Young interferometers

The theory of the drift compensation calculation is presented in this section. The
method enables the sample-induced phase changes to be calculated despite
mechanical disturbances. Calculation is based on the analysis of the spatial shifts
of the sub-interferogram fringes of a multichannel YI with two reference channels.
The discussion here follows the discussion in Paper I.

The 3-channel YI sensor chip shown in Figure 11(a) is used to derive the calcula-
tion of the drift-compensated phase changes. Channel 1 is the measurement
channel with the measurement window for sample interaction and channels 2 and
3 are reference channels.

Figure 11 a) Illustration of a 3-channel YI sensor chip showing numbering of the
measurement and reference channels used in the derivation of the theory. b)
Captured interferogram with an arrow showing the u-direction discussed in the
derivation.

When the YI chip is used to measure RI changes within the measurement window, the
measured phase shift is a combination of the phase change components induced by:

1. Sample solutions
2. Internal drift of the chip (e.g. caused by temperature fluctuations)
3. Mechanical drift of the setup (e.g. caused by the movement of

components).

= , ( 6 )
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The first two of the listed phase change components are related to changes occur-
ring at or within the chip. If they affect in a similar way to channel pairs, they in-
duce the same phase change to corresponding sub-interferograms. The effect of
the mechanical drift of the setup, however, is different: if the mechanical drift of the
setup moves the fringes of the sub-interferograms along the u-direction in Figure
11(b), the same mechanical displacement induces different phase changes to the
sub-interferograms. This is illustrated in Figure 12 where the grey rectangle over
the sub-interferograms shows the same spatial shift caused, for example, by the
movement of the camera. Although the rectangle spans the same spatial distance
in all the sub-interferograms, it spans a different number of fringe periods in each
of them. The analysis of the effect of the mechanical drift between channel pairs
thus has to be made by analysing the spatial shifts of the sub-interferogram fring-
es instead of the phase changes.

Figure 12 Illustration of how the same lateral shift (grey rectangle) induces differ-
ent phase changes between the sub-interferograms. (Paper I)

The calculation of the drift compensation is initiated by using DFT to analyse the
captured interferograms yielding the spatial frequency  and phases ( ) of the
sub-interferogram formed by channel pair i&j. These are analysed for all the chan-
nel pairs, i.e. 1&2, 1&3, and 2&3. This is Stage 1 in Figure 13.
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Figure 13 Stages in the calculation of the compensated signals. Curves are calcu-
lated using the data from an experiment measured with the 3-channel inverted
ridge waveguide YI with undisturbed setup and 0.05 wt. % glucose solutions as
samples. The experiment is discussed in Section 4.1.3.1.

Phases  are used to calculate the phase changes ( ) for all possible chan-
nel pairs i&j, using Eq. ( 4 ) (p. 31). This is shown as Stage 2 in Figure 13. The
phase changes are converted into lateral shifts  of channel pair i&j using rela-
tionship

where ij is the spatial wavelength of the sub-interferogram fringes formed by
channel pair i&j. This is Stage 3 in Figure 13.

( ) =
( )

2 =
( )

2 ( 7 )



36

As listed, the measured phase changes are caused by three factors and the lateral
shift of channel pair i&j, , can thus also be expressed as a sum of the same
factors,

where  is the lateral shift caused by the interaction of the sample,  the
lateral shift caused by the drift of the setup, and the lateral shift caused by the
internal drifts of the chip.

Since the channels share the components of the optical setup and are integrated
into a single chip, it can be assumed that  is the same for all channel pairs and
we can rewrite Eq. ( 8 )

where  is the lateral shift caused by the drift of the setup.

Eq. ( 9 ) can now be written for channel pairs 1&3 and 2&3

Since channels 2 and 3 are reference channels, they do not interact with the sam-
ple and thus

Now we can substitute Eq. ( 12 ) for Eq. ( 11 ) and solve

The sample-induced spatial shift of channel pair 1&3, , can be solved from Eq.
( 10 )

and by substituting  from Eq. ( 13 ) into Eq. ( 14 ) we get

( ) = ( ) + ( ) + ( ), ( 8 )

( ) = ( ) + ( ) + ( ), ( 9 )

( ) = ( ) + ( ) + ( ) ( 10 )

( ) = ( ) + ( ) + ( ). ( 11 )

( ) = 0. ( 12 )

( ) = ( ) ( ). ( 13 )

( ) = ( ) ( ) ( ), ( 14 )
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that is the drift-compensated sample-induced lateral shift of channel pair 1&3.

The internal drifts of the chip,  and , in Eq. ( 15 ) are unknown in the ex-
periments discussed in this thesis and the exact value of  therefore cannot be
calculated. However, it can be assumed that the internal drifts are small, since the
waveguides are located near each other at a single sensor chip and are exposed
to similar temperature fluctuations, and Eq. ( 15 ) can thus be approximated

which is the sample-induced lateral shift used in the calculations in this thesis.
This is Stage 4 in Figure 13.

The lateral shift of Eq. ( 16 ) can be converted back into a phase change by using
the relationship in Eq. ( 7 ). If the conversion is done by using the initial spatial
frequency, , of the sub-interferogram of channel pair 1&3, the calculated phase
change values can be compared with the initial measured values. The sample-
induced drift-compensated phase change of channel pair 1&3, , can now be
written

This is Stage 5 in Figure 13 and completes the calculation of the compensated
phase change signal.

A compact expression for  can be derived by first substituting Eq. ( 16 ) into
Eq. ( 17 ) to obtain

and then using the relationship in Eq. ( 7 ) to write

( ) = ( ) ( ) + ( ) ( ) ( 15 )

( ) ( ) ( ), ( 16 )

( ) = 2 ( ). ( 17 )

( ) = 2 ( ) ( ) , ( 18 )

( ) = 2
( )

2
( )

2

= ( ) ( ) ( 19 )

= ( ) ( ). ( 20 )
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The two latter forms of Eq. ( 20 ) are similar to the relationship given by Ymeti et
al. in Ref. [58] for the calculation of the drift-compensated signal. The form pre-
sented in Eq. ( 20 ) was derived using the relationship of Eq. ( 6 ) (p. 33) and is
thus valid only when the separation of the camera and the chip is much larger than
the separation of the channel pair. In this thesis, the compensated phase change
curves are calculated by applying Eqs. ( 16 ) and ( 17 ) or equivalently Eq. ( 19 ).

The drift-compensated phase changes of channel pair 1&2 can be analysed in a
similar way. The calculation of the drift compensation can be applied to YI chips
having more than one measurement channel by analysing every measurement
channel individually.

Looking at the last form of Eq. ( 20 ) it can be seen that the multiplier for can
be defined based on the chip geometry and there is no need to define it from the
experimental data. However, in the experiments the multiplier obtained using the
ratio of channel separations may differ from the ratio of the spatial frequencies if
the DFT analysis is unable to identify the spatial frequencies of the sub-
interferograms exactly. This can occur, for example, when the spatial frequency of
a sub-interferogram falls in-between two discrete spatial frequencies defined by
the DFT analysis. In this thesis, the compensated phase changes are calculated
using the spatial frequencies.
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3. Young interferometer sensor chip
embodiments

In this chapter, the five chip embodiments used in the experiments are introduced:
two sensor layouts were used in the drift compensation experiments and three
sensor embodiments were used to study the applicability of the R2R fabricated
waveguides for integrated YI sensor chips. The discussion of the chip types in-
cludes short descriptions of the chip manufacturing methods, and chip specific
sensing principles with the slot waveguide YI and R2R fabricated sensor plat-
forms.

3.1 Young interferometer sensor chips for drift
compensation experiments

This section discusses 3-channel chip layouts used in the drift compensation ex-
periments. The chips have two reference channels and one measurement chan-
nel. The 3-channel inverted ridge waveguide YI sensor layout is described first
followed by a discussion of the slot waveguide YI sensor. The differences in the
sensing principle of the slot waveguide YI compared to the sensing principle of the
basic 2-channel YI are pointed out. The chips’ fabrication steps are also briefly
described.

3.1.1 3-channel inverted ridge waveguide Young interferometer chip

A schematic of a 3-channel inverted ridge waveguide YI sensor chip is shown in
Figure 14(a) with dimensions and channel numbering. The input waveguide has
two Y-junctions branching it into three waveguides. The middle channel, i.e. refer-
ence channel number 2, crosses over the chip, enabling patterning of the meas-
urement window with loose tolerances and improving the outcome of the drift
compensation method by enhancing the similarity between the drifts of channels 1
and 2. The separations of the waveguides at the outcoupling end of the chip were
chosen such that every channel pair, i.e. channel pairs 1&2, 1&3 and 2&3, had a
unique separation, ensuring that the phase changes of the sub-interferograms
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could be monitored individually. In addition, the channel pair separations are not
integer multiples of each other to reduce cross-talk in DFT analysis.

Figure 14 a) Schematic layout and chip dimensions of the 3-channel inverted ridge
waveguide YI sensor chip. b) Cross-section of the inverted ridge waveguide show-
ing the materials and their refractive indices. c) SEM image of the waveguide
cross-section. d) Simulated TM-mode field profile. (Figure (b) and (c) from Paper I)

The sensor layout was realized using polymeric single-mode inverted ridge wave-
guides designed to work at a wavelength of 633 nm. The dimensions of the wave-
guides, used polymers and their RIs are shown in Figure 14(b), and a scanning
electron microscope (SEM) image of the waveguide cross-section in Figure 14(c).
The simulated transverse magnetic mode (TM-mode) field profile is shown in
Figure 14(d). Optical field intensity distribution was modelled when the waveguide
was covered with water. According to simulations, 0.4% of the optical field intensi-
ty was confined in water.

Waveguides were fabricated using the UV-imprinting method.[60, 61] The fabrica-
tion steps are illustrated in Figure 15. UV-curable undercladding material (Ormo-
comp, Micro resist technology) was first dispensed onto a silicon wafer that was
used as a mechanical support having no role in the optical operation of the wave-
guides. Waveguide grooves were fabricated by pressing a mould with ridge struc-
tures into uncured undercladding material and curing the undercladding material
with UV-light through the transparent mould. The mould was fabricated using a
combination of UV-lithography and UV-nanoimprinting techniques.[61] The
grooves were filled with the waveguide core material (Ormocore, Micro resist
technology) by means of spin coating and the layer was cured by UV-exposure.
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The UV-curable overcladding layer (Ormoclad, Micro resist technology) was spin
coated onto the structure, and the measurement window was patterned lithograph-
ically on the measurement channel.

Figure 15 Fabrication steps of inverted ridge waveguides. a) Undercladding mate-
rial (Ormocomp) is dispensed onto a silicon wafer. b) The mould is pressed
against the undercladding material, which is then cured by UV-light exposure
through the transparent mould. c) The mould is detached from the cured under-
cladding material that now has waveguide grooves. c) The grooves are filled with
the waveguide core material (Ormocore) by spin coating and the material is cured
by UV-light exposure.

An image of the beams emanating from the outcoupling end of the sensor chip is
shown in Figure 16(a), example of a 3-channel YI interferogram in Figure 16(b),
and the amplitude spectrum in Figure 16(c). The amplitude spectrum shows three
well-defined peaks that indicate the spatial frequencies of the three sub-
interferograms formed by channel pairs 1&2, 2&3, and 1&3.
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Figure 16 a) Image of beams emanating from the outcoupling end of the chip. b)
Captured 3-channel interferogram. c) Amplitude spectrum of the 3-channel cross-
over YI chip.

3.1.2 3-channel slot waveguide Young interferometer chip

A schematic illustration of the multichannel slot waveguide YI chip is shown in
Figure 17(a) with dimensions and channel numbering. The input ridge waveguide
has two Y-junctions splitting it into three parallel waveguides. Channel 1 is the
measurement channel, which has a slot structure, i.e. a narrow groove with a
length of 7.5 mm and a width of about 150 nm. Channels 2 and 3 are reference
channels formed by ridge waveguides without slot structures. The ridge and slot
waveguide regions of channel 1 change abruptly without any tapered interconnec-
tion section and thus mode mismatch losses occur at these two abrupt slot-ridge
waveguide interfaces. According to simulations, the mode mismatch loss of these
two interfaces is 1 dB. (Paper II) Due to the higher losses of the measurement
channel it was placed in channel 1, enabling coupling of higher optical power to
the slot structure. In principle, the slot structure could have been placed in any one
of the channels. The channel separations were designed such that the spatial
frequencies of the sub-interferograms differ in DFT analysis. Figure 17(b) is a top
view microscope image showing part of the chip. SEM images of the cross-
sections of the slot and inverted ridge waveguides are shown in Figure 17(c) and
simulated transverse electric -mode (TE-mode) field profiles of the slot and ridge
waveguides in Figure 17(d).
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Figure 17 a) Schematic of slot waveguide YI with chip dimensions and channel
numbering, b) top view microscope image of sensor waveguides, c) SEM images
of the cross-sections of slot and ridge waveguides taken approximately along line
A-A’ in figure b, and d) simulated TE-mode field profiles of slot and ridge wave-
guides. (Paper II)
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The ends of the chip were protected by an overcladding layer that also defines the
measurement window for the sample interaction. It is worth noting that the refer-
ence channels are not covered by the overcladding layer, contrary to the basic 2-
channel case discussed in Section 2.1, but all the channels are exposed similarly
to the samples in the measurement window. Although the measurement window is
defined by the overcladding layer, the sensing length of the sensor is defined by
the length of the slot structure since it is the only part where the measurement and
reference channels differ significantly and react differently to the sample-induced
RI changes. Since the sensing length is defined by the slot structure, the pattern-
ing of the measurement window can be done with loose tolerances. Since the Y-
junctions are within the measurement window, the measurement and reference
channels also differ due to the Y-junction branching reference channels 2 and 3.
However, the length of the differing part of the measurement and reference chan-
nels is only 100 µm being thus much shorter than the sensing length (7.5 mm),
and has little impact on the sensor responses.

The sensing principle of the slot waveguide YI sensor is based on the difference
between the changes in the effective RIs of the slot and ridge waveguides when
exposed to sample-induced RI changes. It has been shown that the same RI
change within the measurement window induces a larger effective RI change of
the slot structure than of the ridge waveguide.[25] According to simulations, the
effective RI change of the slot and ridge waveguides was 11% and 7%, respec-
tively, of the ambient RI change. When the RI within the measurement window is
modified by the sample, the mutual optical path length difference between the
measurement and reference channels therefore changes again shifting the inter-
ferogram fringes. The larger effective RI change in the slot structure is caused by
the electric field confined in the narrow gap, as shown in the simulated TE-mode
field profile in Figure 17(d). The change in the effective RI of the slot structure is
larger because a larger share of the electric field is confined in the covering medi-
um than with the ridge waveguide, as shown in the simulated TE-mode field pro-
files in Figure 17(d). Simulations showed that when the slot structure is covered
with water, 5.4% of the optical field intensity is confined in the groove and a total of
10.4% in water. Similarly, 5.4% of the optical field intensity was confined in water
with the ridge waveguide geometry. The difference in the changes of the effective
refractive indices between the slot and ridge waveguides enables a sensor layout
where all the channels are exposed similarly to the samples.

The manufacturing steps [25] of the ridge waveguides with and without the slot
structures are shown in Figure 18. The transparent polymeric (Ormocomp) mold is
fabricated by UV-nanoimprinting from the silicon master fabricated by electron
beam lithography. The sensor waveguide is moulded by first spin coating UV-
curable waveguide core polymer (Ormocore, RI 1.553) onto a silicon oxide wafer.
The mould is pressed into the waveguide core material, which is then cured by
UV-light through the mould. The mould is detached from the waveguide structures
and the waveguide fabrication is finalized by hard-baking on a hotplate. The pro-
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tective overcladding layer is patterned using lithography. UV-curable overcladding
polymer (Ormostamp, Micro resist technology) is spin coated onto the sensor
waveguides and cured by UV-exposure through a shadow mask, leaving the re-
gion of the measurement window uncured. The overcladding layer is developed to
remove the uncured material, forming the opening for the measurement window.
The polymer mould can be used to fabricate several sensor chips, enabling simple
low-cost fabrication of replicas.

Figure 18 Fabrication steps of ridge waveguides and slot structures. a) The wave-
guide core material (Ormocore) is dispensed onto a silicon wafer. b) The mould is
pressed into the core material and cured with UV-light exposure through the
transparent mould. c) The mould is detached after curing and the waveguides are
formed.

An image of the beams emanating from the outcoupling end of the sensor chip is
shown in Figure 19(a), example of a captured interferogram in Figure 19(b), and
the amplitude spectrum in Figure 19(c). The amplitude spectrum shows three well-
defined peaks that indicate the spatial frequencies of the three sub-interferograms
formed by channel pairs 1&2, 2&3, and 1&3.
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Figure 19 a) Image of the beams emanating from the outcoupling end of the sen-
sor chip. The arrows indicate the beam locations. The upper figure is filtered so
that beams are not overexposed. Lower picture is taken without filtering and clear-
ly shows the three outcoupling beams. b) Captured interferogram of a 3-channel
slot waveguide YI. c) Amplitude spectrum showing three well-defined spikes at the
frequencies corresponding to the spatial frequencies of the sub-interferograms.
(Figures (b) and (c) from Paper II)

3.2 Young interferometer sensor chips based on roll-to-roll
fabricated waveguides

A schematic of the sensor waveguide platform fabricated by R2R processing is
shown in Figure 20(a). The input waveguide has three Y-junctions branching it into
four waveguides. These form two parallel 2-channel YIs named YI1 and YI2, each
of which has a measurement channel and a reference channel. The separation
between the reference and measurement channels is increased within the sensing
area, enabling patterning of overcladding and receptor layers with loose positional
tolerances.

In the experiments, laser light was end-fire coupled into the input waveguide and
split into the interferometer channels. When light couples out from the chip, the
beams diverge and overlap. If the imaging is done sufficiently close to the outcou-
pling end of the chip, the beams overlap and interfere only with the nearest beam
and thus two separate 2-channel interferograms are formed. In addition, the setup
can be configured so that the interferograms are imaged simultaneously onto a
single camera detector, as shown in Figure 20(a), enabling both interferometers to
be monitored. The optical setup is described in detail in Section 4.2.1 (p. 70).
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Figure 20 a) Schematic illustration of the sensor chip layout with two parallel 2-
channel YIs. The embedded image shows two 2-channel interferograms captured
simultaneously onto a single camera detector. b) Roll of sensor waveguides. c)
Sensor waveguides cut from the roll. d) Top view image of the waveguide groove,
showing a Y-junction. e) SEM image of the waveguide cross-section. f) Simulated
TM-mode field profile. (Paper III)

Single-mode inverted ridge waveguides for the sensor chips were manufactured
by R2R processing in two phases. A roll of waveguide platforms is shown in Fig-
ure 20(b). In the first phase, the waveguide grooves were manufactured into the
undercladding layer and in the second phase the grooves were filled. A waveguide
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groove is shown in Figure 20(d) and a cross-section of the waveguide in Figure
20(e). A simulated TM-mode field profile is shown in Figure 20(f). Optical field
intensity distribution was modelled when the waveguide was covered with water.
According to simulations, 2.1% of the optical field intensity was confined in water.

The R2R units for the waveguide groove fabrication and for the groove filling are
shown in Figure 21(a) and Figure 21(b), respectively, with manufacturing steps.
The waveguide grooves were manufactured using the UV-nanoimprinting method.
The UV-curable acrylate-based undercladding material (Nalax2, RI 1.508, Nano-
comp) was applied onto polycarbonate carrier foil using the gravure coating meth-
od.[62] In the gravure coating method, the coating material is deposited onto the
substrate using a printing roll that has small pits. The container below the printing
roll contains the solution to be coated. The lower edge of the printing roll is sub-
merged in the solution. When the roll traverses through the container, the pits are
filled with the solution, and when the roll touches the carrier the pits are emptied
and the coating material is transferred onto the carrier. In the second fabrication
phase, the waveguide grooves were filled with the epoxy-based waveguide core
material (Epocore, RI 1.583, Micro resist technology) using the gravure coating
method. The length of the processed roll was about 200 m and the width 15 cm.
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Figure 21 Schematic of the R2R units and the fabrication steps in a) waveguide
groove manufacturing and b) waveguide groove filling. (Paper III)

Sensor chips were cut from the roll for post-processing, as shown in Figure 20(c).
Three different sensor schemas were designed: one for sensing of ambient RI
changes, one for chemical sensing, and one for multi-analyte biochemical sensing.
Cross-sections of the sensor embodiments within the sensing area are shown in
Figure 22(a)-(c), and the chip dimensions in Figure 22(d). An optical adhesive
(OP-4-20632, Dymax) based overcladding layer was applied onto the sensor
chips, defining the measurement window for sample interaction and acting as a
passivation layer on top of the waveguides when required by the sensor embodi-
ment. The overcladding layer was also required by the single-mode operation of
the waveguides. (Paper III) Sensor schemas are discussed in detail in Sections
3.2.1-3.2.3 below.



50

Figure 22 Illustration of cross-sections of the sensor chip schemas within the sens-
ing area. a) Non-functionalized sensor chip for ambient RI sensing, b) chip func-
tionalized with MIP receptor layer and non-imprinted polymer (NIP) reference layer
for chemical sensing, and c) antibody-functionalized chip for multi-analyte detec-
tion of biomolecules. d) Sensor chip dimensions. Separation of the measurement
and reference waveguides, D, within the sensing area, and centre-to-centre sepa-
ration of the waveguides at the outcoupling end of the chip, d, are shown next to
the illustrations in sub-figures (a)-(c). (Figures (b) and (c) from Paper IV)

3.2.1 Chip for sensing ambient refractive index

An illustration of the chip layout for ambient RI sensing is shown in Figure 23 with
dimensions. Two chips were post-processed by applying an overcladding layer on
the waveguides. The measurement channel of YI2 was left uncoated for a length
of 10 mm, forming a measurement window for sample interaction. YI1 was com-
pletely passivated with an adhesive layer and did not interact with the samples.
YI1 thus measured only the drift of the setup. In the experiments, chips were ex-
posed to aqueous glucose solutions to measure ambient RI changes.
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Figure 23 Sensor chip layout for ambient RI sensing. (Paper III)

3.2.2 MIP/NIP-functionalized chip for chemical sensing

An illustration of the YI chip for chemical sensing is shown in Figure 24. The refer-
ence waveguides of both YIs were passivated with an overcladding layer. The
measurement windows were formed by leaving a length of 10 mm of the meas-
urement waveguides without the overcladding layer. The MIP receptor layer was
applied in the measurement window of YI1, and the reference NIP layer in the
measurement window of YI2.

Figure 24 Sensor chip layout for chemical sensing of small molecules.

A schematic of the fabrication of the MIP and NIP layers is shown in Figure 25.
The solution for the MIP layer was prepared by dissolving monomer, cross linker,
and melamine in de-ionized water. The solution was heated and radical initiator
was added. The solution was allowed to polymerize until it turned slightly turbid.
The solution for the NIP layer was prepared similarly but for melamine. The solu-
tions were applied onto the respective measurement channels using spin-coating
and layers were polymerized. The length of the coatings on the measurement
channels was 10 mm, defined by an opening in the adhesive layer. The melamine
molecules were removed from the MIP layer by immersing the chip in water and
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shaking it overnight, leaving empty cavities in the MIP layer in the shape of the
melamine molecule. The MIP recognition layer binds molecules selectively due to
the specific shape of these cavities and interactions (e.g. Van der Waals and elec-
trostatic) between the analyte molecules and the polymer material.[23] It is worth
noting that the binding of the melamine molecules to the cavities is reversible, and
one sensor chip can thus be used to perform several measurements.

Figure 25 MIP/NIP functionalization. a) The MIP and NIP solutions are prepared.
b) MIP and NIP solutions are applied onto the respective waveguides of the YI
chip. c) Solutions are spin-coated onto the sensor chip to form layers that are
polymerized. d) Analyte template molecules are removed from the MIP layer by
rinsing in water, leaving imprinted cavities.

During the measurements, YI1 and YI2 are monitored separately and their phase
changes MIP and NIP, respectively, are analysed separately. Due to the MIP
coating, YI1 measures the specific binding of melamine to the sensor surface.
However, molecules can also bind surfaces unspecifically and the phase change
caused by this unspecific binding is measured by the NIP-coated YI2. Both inter-
ferometers also measured the bulk effects of the sample solutions through the
applied coatings.
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To analyse the phase changes caused by the specific binding of the melamine to
the sensor surface, the difference in the phase changes, diff, between YI1 and
YI2 is calculated as diff( ) = MIP( NIP( ) to exclude the effects of the
unspecific binding to the sensor surface and ambient RI changes within the meas-
urement window. Calculation of diff eliminates also phase changes related to
internal changes at the chip that both YIs see similarly. These could be induced,
for example, by temperature variations.

3.2.3 Antibody-functionalized chip for multi-analyte detection

An illustration of the chip layout for multi-analyte detection is shown in Figure 26.
The chip was functionalized with biological receptor layers using antibodies pat-
terned onto the waveguides. Antibodies are biomolecules that are related to the
immunological responses.[63] A single antibody binds to a certain surface struc-
ture of their target analyte in a similar manner to how a key fits a certain lock,
enabling specific binding of the analyte molecules onto the sensor surface.[64]
The measurement waveguide of YI1 was coated with anti-hCG antibodies that
bind hCG molecules. Similarly, the anti-CRP antibody coating on the measure-
ment waveguide of YI2 selectively binds CRP molecules. The reference wave-
guides were coated with mouse immunoglobulin G (IgG) antibodies to act as a
reference layer taking into account the unspecific binding (i.e. the tendency of the
proteins to attach onto surfaces unspecifically) of the analytes to the antibody
coatings. It is worth noting that all the antibodies used here were of IgG type.

Figure 26 Sensor chip layout for multi-analyte detection of biomolecules.

With this chip layout, the overcladding layer was used to define the measurement
window but the sensing length was defined by the length of the antibody areas
along the waveguides. It is worth noting that during the experiments all the chan-
nels are exposed in a similar fashion to the solutions within the measurement
window. YI1 and YI2 thus measure the specific binding of the analytes directly
since, in theory, the effects of ambient RI changes and the unspecific binding are
inherently cancelled out. The similarity of the channels also makes them react in a
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similar way to temperature variations that reduces the sensor’s temperature sensi-
tivity.

The antibody layers were patterned onto waveguides using a table-top piezo-
electric inkjet printer (Dimatix DMP-2800, Fujifilm Dimatix). In the printer, ink is
contained in a cartridge that is connected to a printhead. The printhead has a
small orifice and a piezoelectric transducer that is used to generate waves that
push the ink through the orifice to form small ink droplets that fall onto the sur-
face.[65] Patterning is done by moving the printhead over the surface, enabling
droplets to be positioned.

Bio-inks were prepared containing either anti-human CRP antibodies (monoclonal
antibody (Mab) 6404, Medix Biochemica), anti-hCG antibodies (Mab 5006, Medix
Biochemica) or mouse IgG (Chrompure, Jackson ImmunoResearch Laboratories).
Each ink contained the respective antibody and was prepared in a buffer solution
containing solvent and surfactant. To enhance the printing quality, the chips were
oxygen plasma treated prior to printing to make the surfaces more hydrophilic.
Printed rectangular antibody patterns measuring 0.6×10 mm2 on the waveguides
are shown in Figure 27. The antibodies were attached to the sensor’s surface by
means of physisorption and their orientation was random. Looking at the micro-
scope images, it can be seen that the printed coatings do not look even that most
likely have an impact on the sensor responses. This is discussed further in Section
4.2.4 (p. 77).

Figure 27 Top view microscope image of the chip before (above) and after (below)
inkjet printing of the antibody coatings.

The chip’s surface was blocked after printing. In the blocking the uncoated surface
of the sensor is coated with a protein layer that reduces the unspecific binding of
the biomolecules to the sensor’s surface during the interferometric measurements.
Blocking was done using bovine serum albumin (BSA) that is a protein found in
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cow blood. During the blocking step, the salts in the bio-inks that make the printed
areas visible in Figure 27 were also washed away.
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4. Experiments and results

This section describes the experiments and results. Section 4.1 includes the ex-
periments conducted with 3-channel YI chips to study the applicability of the drift
compensation method. Section 4.2 contains the experiments conducted with chips
having R2R fabricated waveguides. In Section 4.3, the cross-talk effects observed
during the experiments are discussed.

4.1 Drift compensation with 3-channel Young
interferometers

The aim of the experiments conducted with the 3-channel YIs was to study the
applicability of the drift compensation method, described in Section 2.2 (p. 33), to
compensate small intrinsic drifts of the setup and large mechanical disturbances
that were induced deliberately. The compensation method was first studied with
an inverted ridge waveguide YI chip but the method was also demonstrated to be
applicable with slot waveguide YI sensors.

An experimental setup (Section 4.1.1) was built to enable undisturbed and me-
chanically disturbed measurements as well as the modification of the ambient RI
on top of the sensor chip by different sample solutions, i.e. aqueous glucose solu-
tions (Section 4.1.2). Sensor chip responses to ambient RI changes were deter-
mined from the undisturbed and disturbed experiments and values were compared
to study the capability of the compensation method to extract the sample-induced
responses under mechanical disturbances (Section 4.1.3). Finally, the residual
phase changes were studied to further analyse the capability of the compensation
method (Section 4.1.4). Residual phase changes were used to gauge the ability of
the phase change values to return to their initial value at the end of the experiment
when the RI difference was also returned to its initial value.

4.1.1 Experimental setup

A schematic of the optical setup is shown in Figure 28. Laser light from a frequen-
cy-stabilized laser source (HRS015, Thorlabs) emitting at 633 nm was used in the
experiments. This was followed by an optical isolator that prevented back-
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reflections into the laser. A quarter wave plate and a polarizer were used to modify
the laser light and select the polarization state. TM-polarization was used in the
experiments with the inverted ridge waveguide YI due to its higher sensitivity [24]
and TE-polarization with the slot waveguide YI experiments to enable enhance-
ment of the electric field in the slot structure.[25] A beam expander (5×) was used
to reduce the spot size generated by the focusing lens (C230TM-B, Thorlabs) to
improve the incoupling efficiency and reduce stray light. Laser light was end-fire
coupled into the chip.

Figure 28 Setup for drift compensation measurements (Paper I)

A 40× microscope objective (Micro Plan, numerical aperture 0.65, Edmund optics)
was used to image the outcoupled diverging beams onto the camera detector (PL-
E425CU, PixeLink). The imaging was done at a distance of 0.5 mm from the out-
put facet in the inverted ridge waveguide YI experiments and at a distance of 0.8
mm in the slot waveguide YI experiments. The interval between the captured
interferograms was 10 s. The exposure time was chosen such that the image was
not overexposed: ~1 ms in the experiments with the inverted ridge YI and varying
from 3 to 13 ms in the experiments with the slot waveguide YI.

In the mechanically disturbed experiments, the microscope objective was mounted
onto a piezo-actuated XYZ-translation stage that was manually controlled during
the experiments. The microscope objective was moved in the x-direction shown in
Figure 28. The direction of the movement was changed around the midpoint at
each of measurements but the rate of the movement as well as the maximum
displacement varied between measurements. The maximum displacement of the
microscope objective varied in the inverted ridge waveguide YI experiments from
~7 to ~19 µm and in the slot waveguide YI experiments from ~6 to ~11 µm.

For the actuation of the solutions, a flow cell was assembled onto the YI chips and
sealed with a silicone seal. The inlet of the flow cell was connected to the sample
vial and the outlet to a syringe pump (Nexus 3000, Chemyx) by a tube. The sy-
ringe pump was driven in a withdraw mode at a constant flow rate of 100 µl/min.
The flow cell was assembled onto the chips and filled with water at least a day
before to reduce the effect of water absorption into the waveguides during the
experiments.[32, 38]
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4.1.2 Sample solutions

Aqueous glucose solutions were prepared by dissolving D-glucose (Sigma-
Aldrich) into ultrapure water (MilliQ Academic, Merck Millipore). The concentra-
tions and the RI differences of the glucose solutions to pure water, n, are shown
in Table 1 for the experiments with the inverted ridge and slot waveguide YIs. The
RI differences to pure water were calculated using a polynomial (Paper I):

where C is the glucose concentration in weight % (wt. %). The polynomial was
fitted to the empirical tabulated RI values given for aqueous glucose solutions in
Ref. [66] measured at a wavelength of 589 nm and at 20°C. Here it was assumed
that n values are the same at the wavelength of 633 nm used in the experiments
as at their characterization wavelength of 589 nm although the absolute RI values
vary in the function of wavelength due to dispersion.

Table 1 Concentrations of the aqueous glucose sample solutions and their RI
differences to pure water, n.

Glucose concen-
tration [wt. %]

n
[RIU]×10-4

0.01 0.14
0.02 0.28
0.05 0.70
0.1 1.40
0.2 2.80
0.5 7.02
0.7 9.83

4.1.3 Phase change curves and responses

Responses of the inverted ridge and slot waveguide YI sensor chips to the bulk RI
changes were determined with the undisturbed and with the disturbed setup by
exposing the sensor chips to 500 µl pulses glucose solutions followed by flushing
with water. The approximate timing of the glucose solutions in the flow cell is indi-
cated by the background colour in Figure 29 for the inverted ridge waveguide YI
experiments, and in Figure 32 for the slot waveguide YI experiments.

The phase change curves were first analysed from the captured interferograms by
using FFT algorithm of commercial software (MATLAB, MathWorks) to yield the
phases of the sub-interferograms, as discussed in Section 2.1. As indicated by the
chip descriptions of the 3-channel inverted ridge waveguide YI (Section 3.1.1, p.
39) and the 3-channel slot waveguide YI (Section 3.1.2, p. 42), channel 1 was the
measurement channel in both chip types and channels 2 and 3 were the reference

= 6 × 10 + 0.0014 , ( 21 )
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channels. The uncompensated phase chance curves were calculated for all the
channel pairs and the compensated phase change curves for channel pairs 1&3,
and 1&2 using the phase changes of channel pair 2&3. The sensor responses
were determined from the phase change curves by calculating the height of the
phase change step induced by the sample solutions. The phase change curves
and responses of the inverted ridge waveguide YI are described in Section
4.1.3.1, and for the slot waveguide YI in Section 4.1.3.2.

4.1.3.1 3-channel inverted ridge waveguide Young interferometer

The measured and compensated phase change curves of the experiments with
the 3-channel inverted ridge waveguide YI obtained with an undisturbed and with
a mechanically disturbed setup are shown in Figure 29(a) and Figure 29(b), re-
spectively. With the undisturbed setup, the concentrations of 0.05 and 0.1 wt.%
were measured three times, concentrations of 0.2 and 0.5 wt.% twice, and con-
centration of 0.7 wt.% once. With the mechanically disturbed setup, all the concen-
trations were measured once. For the undisturbed measurements, only one set of
curves per concentration is shown in the figures for clarity.

Looking the undisturbed phase change curves  and  in Figure 29(a), it
can be seen that the phase changes follow the sample-induced bulk RI changes,
as expected, indicating that the measurement setup and the interferogram analy-
sis were working properly. It can be seen that the compensated  and
curves are practically overlapping although the differences in the measured
and  phase change curves are more noticeable. Since the compensated
curves are more similar, this indicates that the spatial frequency dependent part of
the phase changes is almost eliminated and the curves are reflecting the changes
related to the chip.

The intrinsic drift of the measurement system is shown by  curves from undis-
turbed experiments in Figure 29(a). It can be seen that during the 0.5 wt. % exper-
iment there is a distinctive linear drift that is also reflected onto the measured

 and  curves. However, this drift is almost completely eliminated from the
compensated  and  curves showing the capability of the compensation
method to reduce the effects of intrinsic drifts of the setup. In addition, the phase
change curve of the reference channel pair, , in 0.7 wt. % experiment seems
to have a minor response to bulk RI change as shown in Figure 30. Nonetheless,
this reaction is caused by cross-talk between the channel pairs that is a known
phenomenon in multichannel YIs.[67] Cross-talk effects seen in the experiments
are discussed further in Section 4.3 (p. 81).
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Figure 29 Phase change curves measured with the 3-channel inverted ridge
waveguide YI of a) undisturbed experiments, and b) disturbed experiments.

Figure 30 Phase change curves measured at the glucose concentration of 0.7 wt.
% with the undisturbed setup. The phase change signal of reference channel pair
is drawn with red colour and shows cross-talk induced phase changes. (These are
the same curves as in Figure 29(a) and are redrawn here for enhanced visibility of
cross-talk related phase changes.)
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The phase change curves of the disturbed experiments are shown in Figure 29(b).
The measured phase change curves are shown in the lower row of the figure and
the compensated  and  curves in the upper row. The mechanical dis-
turbance of the setup is shown by  curves showing the direction of the me-
chanical disturbance and its magnitude. By comparing the shapes of  and

 curves between the undisturbed and disturbed experiments, it can be seen
that the curves have a similar shape and timing, confirming that the compensation
method is able to extract the phase changes induced by bulk RI changes from the
much larger measured phase changes.

Sensor responses were determined by calculating the sample-induced phase
change step height by taking the average of the phase change values between 3.5
and 6.0 minutes. Responses were calculated from the , ,  and
curves of the undisturbed experiments and from the  and  curves of the
disturbed experiments and are shown in Figure 31. It can be seen that the re-
sponse values as expected increase with increasing glucose concentration. It can
be also seen that the response values calculated from the disturbed experiments
are in good agreement with the undisturbed response values. The similarity be-
tween the response values calculated from the phase change curves of the undis-
turbed and from the compensated phase change curves of disturbed experiments
demonstrate that the compensation method is able to extract the sample-induced
phase changes from the much larger measured phase changes. The largest ratio
of the maximum value of | | to response value calculated from  curves
was 161, which was measured at the concentration of 0.1 wt. %.
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Figure 31 Responses calculated from uncompensated and compensated phase
change curves of the undisturbed experiments, and from the compensated curves
of the disturbed experiments: a) channel pair 1&3, and b) channel pair 1&2. The
theoretical response is shown by the line. Half of the maximum range values for
the data sets are shown as text next to the related data points: black lettering =
undisturbed, measured data set, and red lettering = undisturbed, compensated
data set.

Theoretical sensor responses were calculated by using film mode matching meth-
od (Fimmwave, Photon Design). The effective RIs, eff,1, of the waveguide modes
of the channel 1, i.e. the measurement channel, were calculated with various
ambient RI values corresponding the RIs of the sample solutions and water. The
effective RI values of the reference channels were assumed to be constant. The
effective RI values of the measurement channel were used to calculate the effec-
tive refractive index differences, eff, between the measurement and reference
channels. These were again applied to Eq. ( 2 ) (p. 30) to calculate the theoretical
phase change responses.

4.1.3.2 3-channel slot waveguide Young interferometer

The measured and compensated phase change curves of the experiments with 3-
channel slot waveguide YI are shown in Figure 32. The measured phase change
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curves for all the channel pairs are shown in the lower row of Figure 32(a) and
Figure 32(b), and the compensated phase change curves of the channel pairs
1&3, and 1&2 in the upper row. With the undisturbed setup the concentrations of
0.01, 0.05 and 0.2 wt. % were measured once, and the concentrations of 0.02,
and 0.1 wt. % three times. With the disturbed setup the concentration of 0.05 wt.
% was measured twice and the concentrations of 0.1 and 0.2 wt. % once. Only
one set of curves per concentration of the undisturbed experiments is shown for
clarity.

Figure 32 Phase change curves of the slot waveguide experiments of a) undis-
turbed experiments, and b) mechanically disturbed experiments. (Paper II)
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Figure 33 Phase change curves of undisturbed experiment measured at the glu-
cose concentration of 0.2 wt. %. The phase change signal of the reference chan-
nel pair is drawn with red colour and shows cross-talk induced phase changes.
(These are the same curves as in Figure 32(a) and are redrawn here for enhanced
visibility of cross-talk related phase changes.)

Looking at the  and  curves of the undisturbed experiments in Figure
32(a), it can be seen that the sensor shows clear phase change responses to the
sample-induced bulk RI changes at all the glucose concentrations. The shape and
timing of the phase change curves also confirm that the measurement system and
the phase change analysis were working properly. It can also be seen that the

curve seems to react to the sample-induced bulk RI changes at the two
highest concentrations (0.1 and 0.2 wt. %), showing small negative and positive
phase change responses. The curves of 0.2 wt % experiment are redrawn in Fig-
ure 33 for clarity. Since channels 2 and 3 are reference channels, and also due to
the different signs of the induced phase change responses, these were not con-
sidered to be direct responses to the sample-induced RI changes but caused by
cross-talk [67] between the channel pairs. Cross-talk issues with multichannel YI
sensors are discussed in more detail in Section 4.3 (p. 81).

The lower row in Figure 32(b) shows the measured phase change curves of me-
chanically disturbed experiments for all the channel pairs. Here again, the
curve shows the direction of the mechanical disturbance for all the channel pairs
and its magnitude for the sub-interferogram of the channel pair 2&3. It can be
seen that the direction of the microscope objective movement was reversed at the
midpoint of the measurement and that the magnitude of the disturbance varied
between the measurements. The compensated  and  curves are shown
in the upper row. By comparing the  and  curves between Figure 32(a)
and Figure 32(b) it can be seen that the shape and timing of the curves of the
disturbed experiments are similar but that the fluctuations in the disturbed experi-
ments are much larger. At the two highest concentrations the sample-induced
phase changes are discernible, and thus the compensation method can be con-
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sidered to be able to extract the bulk RI changes from the larger measured phase
changes. At the lowest concentration, i.e. at the RI difference of 7.0×10-5 RIU, the
phase change curve fluctuations and the sample-induced phase changes are
within the same range, as shown by the two sets of phase change curves in Fig-
ure 32(b), and the compensation method therefore cannot be considered to be
able to extract the sample-induced RI changes at this RI difference level. The
fluctuations were attributed to cross-talk between the channel pairs, which was
also seen in the undisturbed experiments.

Sensor responses were calculated by determining the phase change step height
by subtracting the mean value within 1.2-1.5 min from the mean value within 4.8-
5.2 min from the , ,  and  curves of the undisturbed experi-
ments and from the compensated  and  curves of the disturbed experi-
ments. The responses for channel pair 1&3 are shown in Figure 34(a) and for
channel pair 1&2 in Figure 34(b). It can be seen that overall the responses as
expected increase with increasing glucose concentration. It can also be seen that
the response values calculated from the  and  curves of the disturbed
experiments are in agreement with the values of the undisturbed experiments
proving that the compensation method is compatible with slot waveguide YI sen-
sors. The similarity between the response values shows that the compensation
method was able to extract the phase change responses induced by an RI differ-
ence of 1.4×10-4 RIU from 18 times larger measured phase changes. However,
some response values of the undisturbed experiments defined at different glucose
concentrations overlap, and the sensor readout is therefore not quantitative but
resemble semi-quantitative. To indicate the variation in the measurements, the
maximum ranges of the response values for the undisturbed data sets were calcu-
lated and are shown next to the related data points in Figure 34. Based on these
data sets, the compensation method reduces the range of the response values.
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Figure 34 Responses calculated from uncompensated and compensated phase
change curves of the undisturbed experiments and from compensated curves of
the disturbed experiments. a) Channel pair 1&3, and b) channel pair 1&2. The
theoretical response is shown by the line. The maximum ranges of the undisturbed
data sets are shown next to the related data points: black lettering, undisturbed
measured; and red lettering, undisturbed compensated. (Paper II)

Theoretical sensor responses were determined using a finite-element method of
commercial software (Fimmwave, Photon Design). The waveguide dimensions
were first determined from the SEM images in Figure 17(c) (p. 43) and the wave-
guide effective RI indices eff,1 and eff,r of slot and ridge waveguides, respectively,
were then calculated with various ambient RI index values corresponding to the
RIs of the glucose solutions. These effective RI values were used to determine the
difference in the effective RI changes between the measurement and reference
channels, eff, and this value was substituted into Eq. ( 2 ) (p. 30)  to calculate
the theoretical sample-induced phase changes at various glucose concentrations.
These theoretical phase change values are included in Figure 34, and it can be
seen that the experimental response values are in good agreement with the theo-
retical values. The theoretical phase change values show a linear trend but the
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experimental responses seem to saturate at the highest concentration. This was
attributed to the flow and diffusion dynamics of the glucose molecules within the
slot structure, which was not studied further in this work. It is worth noting that the
saturation effect was not seen in the experiments with the inverted ridge wave-
guide YI sensor although sample solutions having higher glucose concentrations
were measured.

4.1.4 Residual phase changes

The efficacy of the compensation method to compensate the drifts of the setup
was studied by analysing the phase change values within the last two minutes of
the measurements with 3-channel inverted ridge and slot waveguide YIs. Since
the ambient RI in the measurement window was restored to its initial value during
the last two minutes of the measurements, the phase change curves should also
return to zero.

The residual phase changes were determined by calculating the average of the
phase change values between 10-12 min for the uncompensated and compen-
sated phase change curves of the undisturbed experiments, and for the compen-
sated phase change curves of the disturbed experiments for channel pairs 1&3
and 1&2. The average values and maximum ranges of the data sets were also
calculated. Calculated values for the inverted ridge YI are shown in Figure 35 and
for the slot waveguide YI in Figure 36.
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Figure 35 Residual phase changes of inverted ridge waveguide YI. Values are
calculated from the measured and compensated phase change curves of the
undisturbed experiments, and from the compensated curves of the disturbed ex-
periments: a) channel pair 1&3, and b) channel pair 1&2. The average values for
each data set are shown by the line and the value is given in the legend. The
range of each data set is displayed by the bars on the right: black undisturbed
measured, red undisturbed compensated and blue disturbed compensated.
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Figure 36 Residual phase changes of slot waveguide YI. Values are calculated
from the measured and compensated phase change curves of the undisturbed
experiments, and from the compensated curves of the disturbed experiments: a)
channel pair 1&3, and b) channel pair 1&2. The average values for each data set
are shown by the line and the value is given in the legend. The range of each data
set is displayed by the bars on the right: black undisturbed measured, red undis-
turbed compensated and blue disturbed compensated.

Looking at the residual phase change values of inverted ridge waveguide YI, it can
be seen that the averages calculated from the compensated phase change curves
of the undisturbed experiments for channel pairs 1&3 and 1&2 are practically the
same although the averages of the uncompensated curves clearly differ. The
similarity between the compensated values indicates that the compensation meth-
od was able to reduce the effect of the drift of the optical setup. The average value
calculated from the compensated phase change curves for channel pair 1&3 is
84% smaller than the values calculated from the uncompensated curves. For
channel pair 1&2, the reduction is 61%. The reduction in the case of channel pair
1&3 is similar to the value, ~10 times, reported in Ref. [58]. The average values
and ranges calculated from the disturbed data sets are similar to the values of in
the undisturbed cases, providing further proof of the capability of the method to
compensated mechanical drifts.
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The residual phase changes calculated from the experiments with the slot wave-
guide YI show larger values than the inverted ridge waveguide YI due to the larger
fluctuations in the phase change curves. The averages of the undisturbed com-
pensated data sets are about half the values in the corresponding uncompensated
cases. The residual values of the disturbed compensated data sets also show a
similar kind of values to the undisturbed cases indicating that the compensation
method also works properly with the slot waveguide YI with large mechanical
drifts.

4.2 Young interferometer sensor chips based on roll-to-roll
fabricated waveguides

To study the applicability of the R2R fabricated waveguide platform for sensing,
the experiments were conducted with the three chip types described in Section 3.2
(p. 46) for ambient RI, chemical and multi-analyte biochemical sensing. In Section
4.2.1 the optical setup and the actuation of the solutions are discussed. The ex-
periments and the results of the ambient RI sensing are discussed in Section
4.2.2, of the chemical sensing in Section 4.2.3, and of the biochemical sensing in
Section 4.2.4.

4.2.1 Experimental setup

A schematic of the optical setup is shown in Figure 37. Coherent light from a laser
source (QFBGLD-980-5, QPhotonics) emitting at 975 nm was coupled to polariza-
tion-maintaining fibre with a tapered outcoupling end. An optical isolator was used
to prevent reflections back into the laser. TM-polarized light was used in the
measurements due to its higher sensitivity than TE-polarization.[24] The polariza-
tion state was confirmed with an external polarizer. The tapered end of the in-
coupling fibre formed a spot with a diameter of ~2.8 µm. Light was end-fire cou-
pled from the fibre into the chip’s input waveguide.

Figure 37 Optical setup for experiments with chips having R2R fabricated wave-
guides. PM=polarization-maintaining. (Paper III)

The interference patterns were imaged onto the camera (UI-3240CP-NIR-GL, IDS
Imaging Development Systems) using a 40× microscope objective (E Plan, nu-
merical aperture 0.65, BaySpec). The imaging was done at a distance of ~250 µm
for ambient RI measurements and at a distance of ~200 µm for the chemical sens-
ing and biochemical sensing experiments. The imaging was done at an interval of
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2 s in the ambient RI and chemical sensing experiments and at an interval of 10 s
in the biochemical sensing experiments. The distance between the camera detec-
tor and the outcoupling end of the chip was 17 cm.

The part of the captured interferograms used in FFT analysis was selected inde-
pendently for both interferometers and for each measurement. The area contained
4-5 fringe periods depending on the visibility of the fringes. The phase change
curves of YI1 and YI2 were calculated separately as discussed in Section 2.1 for
2-channel YIs.

A flow cell was assembled onto the chips in a similar manner to the drift compen-
sation experiments described in Section 4.1.1 to enable the actuation of the sam-
ple and flushing solutions. The flow rate of 100 µl/min was used in the ambient RI
and chemical sensing experiments and 20 µl/min in the biochemical sensing ex-
periments.

4.2.2 Ambient refractive index sensing experiments

The capability of the sensor chip configuration described in Section 3.2.1 (p. 50) to
sense ambient RI differences was studied with two chips. Aqueous glucose solu-
tions were prepared in ultrapure water to modify the ambient RI within the meas-
urement window. The concentrations of the solutions and their RI differences to
water are shown in Table 2. The RI differences were calculated using Eq. ( 21 ) (p.
58). The solutions were stored at room temperature before the experiments to
avoid temperature differences between the solutions and the setup that might
affect the results.

Table 2 Concentration of the aqueous glucose solutions and their RI differences,
, to pure water.

Glucose concen-
tration [wt. %]

n
[RIU]×10-5

0.006 0.8
0.01 1.4
0.03 4.2
0.1 14
0.5 70

Each glucose concentration was measured four times. During each measurement,
the measurement channel of YI2 was exposed to 500 µl glucose solution, leading
to 5 minutes’ sample exposure followed by flushing with water until the end of the
measurement. The approximate timing of the glucose solutions and water in the
flow cell is indicated by the background colour in Figure 38. Due to the passivation
layer, YI1 was not exposed to the samples.
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The phase change curves of YI1 and YI2 were calculated and were baseline cor-
rected based on the values of 0-1.1 min. The phase change curves of YI2 are
shown in Figure 38(a) and it can be seen that the phase change responses were
obtained for all the glucose concentrations showing that ambient RI changes were
detected at a level of 10-6 RIU. The phase change curves of the passivated YI1 in
Figure 38(b) show the drift-induced signals during the measurements. The appar-
ent responses in the 0.5 wt. % experiments to ambient RI differences were at-
tributed to cross-talk between the interferograms of YI1 and YI2, which is further
discussed in Section 4.3 (p. 81).

Figure 38 Phase change curves of ambient RI sensing experiments of a) YI2, and
b) YI1. (Figure (a) from Paper III)

The responses were calculated from the phase change curves of YI2 using two
methods. In the first method, the height of the phase change step was calculated
by taking the average of the phase change values within 5.0-5.3 min. In the sec-
ond method, the slope of the phase change curves was determined by fitting a line
to the phase change values within 2.0-2.8 min. The response values are shown in
Figure 39, including a line fitted to the data points. It can be seen that overall the
responses as expected increase with increasing glucose concentration. However,
at the two lowest concentrations (0.006 and 0.01 wt. %) the responses overlap
and measurement cannot be considered to be quantitative below the RI difference
of 1.4×10-5 RIU. The slope-based method enables faster quantification of the
signal after induction of the sample than the step height method, which is an ad-
vantage from a rapid diagnostics point of view.
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Figure 39 Responses calculated from the phase change curves of YI2 based on a)
phase change step height, and b) the slope of the rising edge of the phase change
curves. The responses for the three lowest concentrations are shown in the inset.

4.2.3 Chemical sensing with an MIP/NIP functionalized sensor chip

To demonstrate the applicability of the MIP/NIP-functionalized sensor configura-
tion described in Section 3.2.2 (p. 51) for chemical sensing, a chip was exposed to
aqueous melamine solutions. Sample solutions were prepared by dissolving mel-
amine (Alfa Aesar) in ultrapure water at the concentrations shown in Table 3. Each
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concentration was measured three times by exposing the sensor’s surface to 500
µl melamine solution leading to 5 minutes’ sample exposure followed by flushing
with water until the end of the measurement. The approximate timing of the mela-
mine solutions and water in the flow cell is indicated by the background colour in
Figure 40.

Table 3 Concentrations of the melamine solutions and approximate RI differences
of the solutions to pure water.

Melamine con-
centration [g/l]

n
[RIU]×10-4

0.1 0.3
0.25 0.9
0.5 1.7
1.0 3.4

Refractive index differences of the sample solutions to pure water, , were calcu-
lated in order to evaluate the phase changes induced by mere bulk RI changes
later in this section. RI values were calculated by assuming that the RI of the
aqueous melamine solution is dependent on the volume fraction of melamine.[68]
The RI differences to water, , were calculated using the formula:

where C is the concentration of melamine in g/cm3 and nmelamine and nwater the RI
values of melamine and water, respectively, and m the density of melamine in
g/cm3. In the calculations, an RI value of 1.872 was used for melamine [66] and
1.333 for water [66]. The density of melamine is 1.573 g/cm3.[66]

As discussed in Section 3.2.2, the MIP-functionalized YI1 bound the melamine
molecules selectively onto the sensor’s surface whereas YI2 was coated with the
reference NIP layer to measure the non-specific binding of melamine to the poly-
mer layer. In addition to the surface-bound reactions, the interferometers also
measure the bulk RI changes though the MIP or NIP coatings. The phase change
curves of both interferometers were analysed from the captured interferograms
and were baseline corrected based on the values between 0-1.1 min. The phase
change curves for MIP-coated YI1, MIP, and for NIP coated YI2, NIP are
shown in Figure 40(a). It can be seen that during the melamine exposure the
phase changes of YI1 are about four times larger than the phase changes of YI2.
This is attributed to the incorporation of the melamine molecules into the MIP
layer. Since this is reversible, the melamine molecules dissociate from the layer
during the flushing step, which is seen as reducing phase change values. It was
also seen that the phase change responses of MIP and NIP curves decreased

melamine water water
m m

RI of melamine solution

1C Cn n n n ,
( 22 )
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with time. This was attributed to swelling and a loss of a few per cent of the MIP
and NIP layers during the measurements. The loss of RI during the first two
rounds of measurements, i.e. the phase change curves have negative values at
the end of the measurements, was also attributed to these effects.

Figure 40 a) Phase change curves of the chemical sensing experiments of MIP-
functionalized YI1 and NIP-coated YI2. b) diff curves showing the difference in
the measured phase changes between YI1 and YI2. The timing of the solutions in
the flow cell is shown by the arrows and the background colour. (Paper IV)

To analyse the phase changes induced by the specific interaction of the melamine
molecules with the MIP layer, the net differences in the induced phase changes
between YI1 and YI2, diff( ) MIP( ) NIP( ), were calculated. The diff
curves in Figure 40(b) show distinctive phase change responses depending on the
melamine concentration. The phase change step height and slope based re-
sponses in Figure 41(a) and Figure 41(b) were calculated from diff curves in a
similar way to the ambient RI experiments discussed above. It can be seen that
the responses increase with the increasing melamine concentration, demonstrat-
ing the applicability of the sensor chip to chemical sensing. Nonetheless, it can
also be seen that responses begin to saturate at a concentration of 1.0 g/l, which
is coherent with the findings of an earlier paper about detection of small mole-
cules.[69] Due to the saturation, a second order polynomial was fitted to the re-
sponse values. Based on the experiments, the slope-based method seems more
capable of differentiating between small concentrations but the saturation effect is
more distinctive than in the step height method. The slope-based method here
also enables faster quantification than the step height method.
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Figure 41 Responses calculated using a) the phase change step height, and b)
the slope of the rising edge of the phase change curves. (Paper IV)

It was also found that the measured phase changes shown in Figure 40(a) clearly
exceed the values that would have been produced by the mere bulk RI differences
of the melamine solutions to pure water. The bulk RI change induced phase
changes, bulk, were evaluated using the  values in Table 3 (p. 74) and the
sensor sensitivity of 1251 rad/RIU obtained from the line fitted to the data points in
Figure 39(a) (p. 73) measured for ambient RI changes. The bulk RI change in-
duced phase changes can be calculated as

For the melamine concentration of 1.0 g/l, bulk was calculated to be 0.4 rad.
However, this is only an indicative value due to the uncertainty of the RI value
estimation for the melamine solutions and the uncertainty of the sensor chip’s
response to bulk RI changes through the MIP and NIP layers. Since the measured
phase changes in Figure 40(a) for this concentration are roughly a magnitude

bulk 1251 rad/RIU .n ( 23 )
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larger, it is evident that the phase changes are enhanced by specific surface reac-
tions of YI1, but also by non-specific interactions of YI2.

4.2.4 Multi-analyte biochemical sensing with antibody-functionalized
sensor chips

To study the applicability of the antibody-functionalized sensor schema described
in Section 3.2.3 (p. 53) for the multi-analyte biochemical sensing, three sensor
chips were exposed to sample solutions containing hCG and CRP analytes that
are shown in Figure 4 (p. 22). After the analyte-specific measurements, the chips
were exposed to a glucose solution to study sensor responses to ambient RI dif-
ferences.

The sample solutions were prepared in the sample matrix containing 1% BSA
(Sigma-Aldrich) in phosphate buffered saline (PBS). The purpose of the chosen
sample matrix is to provide benign conditions for the biomolecules by providing the
proper salinity and adjusting the pH of the solutions. The BSA in the sample matrix
prevents unspecific binding of the analytes into the tubes and flow cell. Sample
solutions contained either 2.0 µg/ml human-CRP antigen (BBI Solutions) or 0.9
µg/ml hCG antigen (Scripps Laboratories). For ambient RI change measurements,
a solution containing 0.5 wt. % glucose in the sample matrix was prepared.

During the measurements, the chips were sequentially exposed to sample solu-
tions separated by flushing with the sample matrix. Solutions were passed through
the flow cell in the following order: sample matrix, 400 µl hCG solution, 300 µl
sample matrix, 400 µl CRP solution, 300 µl sample matrix, 400 µl glucose solution,
and sample matrix. This led to 20 minutes’ sample exposure followed by 15
minutes’ flushing, as indicated by the background colour in Figure 42(a). All the
channels were simultaneously and similarly exposed to the solutions in the flow
cell.

The anti-hCG and anti-CRP antibody coatings of the measurement channels of
YI1 and YI2, respectively, caused them to specifically bind their target molecules
whereas the IgG coating of the reference channels took into account the unspecif-
ic binding. Since all the channels were exposed to the solutions in the flow cell
similarly, in theory the ambient RI change does not induce any phase change
between the measurement and reference channels. The interferometers can
therefore be assumed to measure the difference between the binding of the ana-
lyte molecules to the measurement and reference channels directly in real-time
and there is no need to calculate the difference signal as with the MIP/NIP-
functionalized sensor chips.

The phase change curves shown in Figure 42 were analysed from the captured
interferograms and were baseline corrected based on the values between 0 and
5.7 min. The phase change curves of YI1 show clear responses when the sensor
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chips were exposed to hCG sample solutions whereas the curves of YI2 remain
almost constant. This indicates that hCG molecules bound specifically to the
measurement channel of YI1. The phase change curves of YI1 level off during the
following flushing step, indicating that no more analyte molecules bound to the
surface. In contrast to the MIP/NIP-functionalized chip, the phase change curves
do not return to the initial value during the following flushing step. This is because
the antibodies bind the analyte molecules more strongly than the MIP layer and
analyte molecules thus do not dissociate from the receptor layer as readily. When
the sensor chips were exposed to CRP sample solutions, the phase change
curves of YI2 show clear phase change responses whereas the curves of YI1 do
not show responses, again indicating that CRP analytes were specifically bound to
the measurement channel of YI2.

Figure 42 a) Phase change curves of multi-analyte biochemical sensing experi-
ments. The phase change curves of YI1 and YI2 show clear analyte-specific
phase change responses to hCG and CRP sample solutions, respectively. Re-
sponses to glucose solutions demonstrate the sensor’s sensitivity to ambient RI
changes. b) Verification of the interferometric results by fluorescent staining. Left:
microscope images show the inkjet-printed antibody coatings on the waveguides.
Right: the inkjet-printed areas do not fluoresce after the interferometric measure-
ments but before the fluorescent staining. During each of the fluorescent staining
steps, the corresponding inkjet-printed area became fluorescent (the darker the
area the higher the fluorescence intensity), showing the localized presence of the
analyte molecules and IgG and thus verifying the interferometric results. (Paper
IV)

Responses were determined from the phase change curves by calculating the
average value of the phase change values during the flushing step following the
analyte exposure. The response of YI1 to hCG was calculated from the phase
change values within 35-38 min, and YI2 to CRP from the values within 68-71 min.
The average response of YI1 to hCG was 1.0 rad and the range of the response
values was 0.6 rad. The average response of YI2 to CRP was 2.5 rad and the
range 1.7 rad. Since the responses vary greatly between chips, the measurement
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only indicates the presence or absence of the analytes in the sample solution and
no quantitative responses were obtained in these experiments. The large variation
in the responses was attributed to the variations in the printed antibody layer
thicknesses and to the number of binding antibodies on the waveguides, indication
of which was already given by the non-uniformity of the inkjet-printed antibody
areas as discussed in Section 3.2.3 (p. 53).

The sensitivity of the sensor layout to ambient RI changes was studied by expos-
ing the chips to 400 µl glucose solutions. As discussed above, the sensor should
be insensitive to ambient RI changes. By studying the phase change curves dur-
ing the glucose exposure, it can be seen that five out of the six curves show only
minor responses to ambient RI changes, and one of the curves shows a response
of about 0.5 rad. By comparison, the sensor layout designed for ambient RI sens-
ing shows responses of about 1 rad in Section 4.2.2 (p. 71) with the aqueous
glucose solution having the same concentration in weight per cent. The larger
phase change was attributed to the differences in the receptor layer thicknesses of
the measurement and reference channels causing a different penetration of the
evanescent wave to the sample volume and also different changes in the effective
RIs of the waveguides. Although the sensor schema could not render the sensor
completely insensitive to the ambient RI changes, the responses were nonethe-
less suppressed.

After the interferometric measurements, the results were verified by fluorescent
staining and imaging. The goal was to confirm the specific binding of the analyte
molecules to the correspondingly functionalized areas and the presence of IgG at
the reference channels. The CRP and hCG analyte molecules were stained selec-
tively using fluorescently labelled secondary antibodies (Mab 6450 and Mab 5014,
respectively, Medix Biochemica) as illustrated in Figure 43. The secondary anti-
bodies were labelled with Alexa Fluor 546 (Thermo Fisher Scientific) fluorophore
that is a fluorescent label excitable by green light and emitting orange light. The
fluorescence imaging is based on the difference in the excitation and emission
wavelengths of the fluorophores. IgG was stained with antibodies (goat anti-
mouse IgG, Thermo Fischer Scientific) that were labelled with Alexa Fluor 647
(Thermo Fisher Scientific) fluorophore excitable by red light and emitting red light
with longer wavelengths. The antibody for IgG staining non-specifically bound to
all the other antibodies present at the chip.
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Figure 43 Illustration of the fluorescent staining steps. a) After the interferometric
measurement chip has the inkjet-printed capture antibodies as well as the analyte
molecules that were bound to the respective capture antibodies during the inter-
ferometric experiment. These are not fluorescing. b) In the first staining step, the
secondary antibodies with a fluorescent label were specifically bound to CRP
analyte molecules. Due to the fluorescent label, the areas containing CRP mole-
cules became fluorescent. c) In the second staining step, the secondary antibod-
ies for hCG were specifically bound to hCG analytes, rendering the corresponding
area fluorescent. d) In the third staining step, all the antibodies present at the chip
were stained, rendering these areas fluorescent. The inkjet-printed capture anti-
bodies for CRP and hCG were also stained, but this is not shown for the sake of
clarity.

The fluorescent staining was done in three sequential steps in the following order:
CRP analyte molecules, hCG analyte molecules, and mouse IgG. These steps are
illustrated in Figure 43. Before the fluorescent staining, the inkjet-printed areas did
not fluoresce at green or red excitation as can be seen from the image in Figure
42(b). During the first staining step, the CRP analyte molecules were stained by
applying 500 µl of the solution containing labelled secondary antibodies for CRP
onto the chip and shaking for 10 min. This was followed by washing with PBS with
Tween-20 (PBST) solution to wash all the unbound secondary antibodies from the
chip. After this staining step the correspondingly anti-CRP functionalized area
became fluorescent, as can be seen from the image in Figure 42(b), verifying that
the CRP analyte molecules were present at this area in accordance with the inter-
ferometric results. The hCG staining was done in a similar way to CRP and the
area functionalized with anti-hCG antibodies became fluorescent during this stain-
ing step, as shown in Figure 42(b). This verifies the presence of hCG analyte
molecules at this area as well as the interferometric results of specific binding of
analytes. During the third staining step the reference mouse-IgG and all the other
antibodies already present at the chip were stained since they all belong to the
IgG class of antibodies and thus all fluoresced in the fluorescence image taken
with the red excitation in Figure 42(b). Since the area where the reference mouse-
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IgG coating was inkjet-printed became fluorescent, the presence of IgG was con-
firmed at this area. It can be seen that the fluorescence signal from the inkjet-
printed areas is also non-uniform, further verifying that the number of captured
analyte molecules is non-uniform over the functionalized areas, which affects the
repeatability of the sensor responses. The fluorescent imaging was done using a
fluorescence scanner (Typhoon Trio, General Electric).

4.3 Cross-talk

This section discusses in more detail the cross-talk effects that were briefly men-
tioned earlier when discussing the experimental results. Cross-talk induced phase
change responses were seen in the phase change curves of the reference chan-
nel pairs of 3-channel inverted ridge and slot waveguide YIs as well as in the am-
bient RI measurements with the chips having R2R fabricated waveguides. Alt-
hough the effect of the cross-talk on the phase change curves was the same in all
three cases, the origin of the cross-talk with 3-channel YIs is different to that in the
R2R fabricated sensor chips: with 3-channel YIs, cross-talk is generated as a by-
product of the FFT-analysis whereas with the R2R fabricated chip layout, the
cross-talk is induced by the interaction of the two interferograms imaged onto a
single camera detector.

4.3.1 3-channel Young interferometers

Cross-talk between the sub-interferograms is a known phenomenon with multi-
channel YIs that disturbs the analysis of the phase changes by leaking the phase
change occurring at one spatial frequency to other spatial frequencies.[67] The
amount of cross-talk undulates based on the phase difference between the chan-
nels. Suppression of the cross-talk can rely on the dimensions of the chip and the
measurement setup or computational signal analysis methods as well as the com-
bination of these two.[67]

In the experiments, it was seen that phase change responses were induced into
the sub-interferograms formed by two reference channels as discussed in Section
4.1.3 (p. 58). Although cross-talk effects were seen in the experiments done with
inverted ridge and slot waveguide YIs, these were studied more closely with the
inverted ridge YI chip.

The cross-talk suppression starts with proper design of the multichannel chip
layout. As discussed in Section 2.1.2 (p. 31), the chip has to be designed such
that the separations of the channel pairs at the out-coupling end of the chip are
mutually different enabling individual monitoring of the sub-interferograms by sep-
arating the spatial frequencies of the sub-interferograms. The layouts of the in-
verted ridge and slot waveguide YIs were designed according to this rule.
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Cross-talk could also be reduced by adjusting the optical setup so that the cap-
tured interferogram contains integer multiples of the fringe periods of all the sub-
interferograms.[67] Adjustment of the setup was not studied in this thesis since the
effect is strongly dependent on the absolute distances between the chip, micro-
scope objective and camera detector that were not known with required precision.

The signal analysis based methods are related either to the matching of the spatial
frequency of the sub-interferogram fringes and the discrete set of frequencies
available in the FFT analysis, or to the application of a windowing technique that
modifies the intensity distribution of the captured interferograms. Different meth-
ods can also be combined in the analysis. The effect of the cross-talk is reduced if
one of the spatial frequencies of the FFT analysis is coincident with the spatial
frequency of the sub-interferogram fringes.[67] The spatial frequencies of the FFT
analysis are again determined by the image width (i.e. the number of pixels along
the y-direction in Figure 6(a) p. 27) chosen for the analysis. The number of the
available frequencies can also be increased by augmenting the original interfero-
gram image with “pixels” having an intensity of zero before calculating the FFT.
[67] Window functions, such as Hamming and Hanning, can be applied to the
captured interferograms before FFT analysis. The window function modifies the
intensity of the fringes at the sides of the images, which suppresses the leaking of
the phase changes to other spatial frequencies. It has been reported that the
Hamming window is the most efficient of the windowing techniques for reducing
cross-talk in the multichannel YIs.[67]

In this work, the effect of the chosen image width and the Hamming window on the
cross-talk was studied using the captured interferograms of the 0.7 wt. % undis-
turbed experiment measured with the inverted ridge waveguide YI chip (Section
4.1.3.1, p. 59). The phase change curves, , of the sub-interferogram formed
by reference channel pair 2&3 were calculated with different image widths and
with and without the Hamming window. The image width was varied from 992 to
2592 (=full width) pixels in 10 pixel intervals, i.e. changing the width of the image
from both sides by 5 pixels. The obtained  curves were baseline corrected
based on the values between 0-1.3 min. Curves are shown in Figure 44(a) and
Figure 44(b) without and with the Hamming window, respectively. In theory, these
phase change curves should be flat but they display both negative and positive
phase change responses to sample-induced RI changes that are dependent on
the chosen image width, indicating the presence of cross-talk.

To analyse the induced phase changes, the responses of  curves were calcu-
lated by subtracting the mean phase change value within 1.5-1.7 from the mean
phase change value between 4.2-4.5 minutes for all the measured curves. Re-
sponses calculated with different image widths are shown in Figure 44(c) and
Figure 44(e) without and with the Hamming window, respectively. It can be seen
that when the Hamming window is applied, the induced cross-talk responses are
smaller than without the windowing technique and the variation is more systemat-
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ic. However, the smallest absolute response value, 0.8×10-4 rad, was obtained
without the Hamming window at an image width of 2392 pixels. The smallest re-
sponse with the Hamming window was 1.0×10-4 rad, obtained an image width of
1842 pixels.

Figure 44 Cross-talk analysis of inverted ridge waveguide YI with different image
widths a) without the Hamming window, and b) with the Hamming window. Calcu-
lated cross-talk responses at various image widths c) without the Hamming win-
dow, and e) with the Hamming window. Amplitude spectra of d) with an image
width of 2392 pixels without the Hamming window, and f) with an image width of
1842 pixels with the Hamming window.

Amplitude spectra were calculated at the image widths with the smallest cross-talk
responses without and with the Hamming window to verify that the small respons-
es were not a result of a poor match between the spatial frequencies of the sub-
interferogram fringes and the FFT analysis. The amplitude spectra in Figure 44(d)
and Figure 44(f) calculated without and with the Hamming window, respectively,
show well-defined peaks, indicating that the spatial frequencies are coincident,
and that these image widths are suitable for the phase change analysis.

Since the smallest cross-talk response was obtained without the Hamming win-
dow, the phase change curves of the undisturbed experiments measured with the
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inverted ridge waveguide YI were analysed without the Hamming window, using
an image width of 2392 pixels. The disturbed measurements were analysed using
the full image width of 2592 pixels since in these experiments the image width of
2392 displayed a poorer match of the spatial frequencies of the sub-interferogram
fringes and the FFT analysis than the full image width, as shown in Figure 45. The
compensated phase change curves also had much larger fluctuations if analysed
with an image width of 2392, as can be seen by comparing the curves in Figure 46
and in Figure 29(b) (p. 60).

Figure 45 Amplitude spectra calculated from the captured interferogram of 0.7 wt.
% disturbed experiment measured with inverted ridge waveguide YI at an image
width of a) 2392 and b) 2592 pixels. The spike at the sub-interferogram spatial
frequency  is clearly truncated with an image width of 2392 pixels, indicating a
poor match between the spatial frequency of the sub-interferogram and the fre-
quencies available in the FFT analysis.
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Figure 46 Measured and compensated phase change curves calculated from the
disturbed experiments with inverted ridge waveguide YI using an image width of
2392 pixels.

The same approach was used to find the optimal image width for the calculation of
the phase change curves in slot waveguide YI experiments. An image width of
1202 pixels displayed the smallest cross-talk response when analysed in a similar
way to the inverted ridge case using the captured interferograms of the 0.2 wt. %
undisturbed experiment. However, it turned out that despite 1202 pixels being the
optimal image width from a cross-talk analysis point of view in one experiment, the
amplitude spectra from some other experiments were severely distorted as can be
seen from the amplitude spectra in Figure 47(a) and (b) calculated for the 0.1 wt.
% and 0.2 wt. % experiments, respectively. This was attributed to the narrow width
of the found optimal image width having fewer data points and spatial frequencies
for analysis, making the phase change analysis vulnerable to small variations. The
visibility of the interference fringes also varied between the sub-interferograms due
to the differences in the powers of the outcoupling beams between the channels.
This affects the accuracy of the FFT analysis since the sub-interferograms with
lower intensity are presented with a smaller number of intensity levels and thus
having coarser presentation. Since the amplitude spectra analysed using the full
image width displayed clear spikes in all the experiments, an example of which is
shown in Figure 19(c) (p. 46), the phase change curves of slot waveguide experi-
ments were analysed using the full image width although this was not optimal from
a cross-talk point of view. Use of a larger number of pixels also increases the
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amount of information for the FFT analysis, which improves the analysis of the
lower intensity fringes.

Figure 47 Amplitude spectra analysed from the undisturbed 3-channel slot wave-
guide YI experiments at an imaged width of 1202 pixels and at a glucose concen-
tration of a) 0.1 wt. % and b) 0.2 wt. %. It can be seen that the frequencies corre-
sponding to the sub-interferogram spatial frequencies are discernible in figure (b)
as spikes, but not distinguishable in figure (a).

4.3.2 Chips with roll-to-roll manufactured waveguides

Cross-talk was observed in the ambient RI sensing experiments conducted with
the R2R fabricated chip layout as discussed in Section 4.2.2 (p. 71) where phase
change responses were seen in the phase change curves of the passivated YI2.

In the experiments with the chips having R2R fabricated waveguides, the interfer-
ograms of YI1 and YI2 were imaged onto a single camera detector. The two 2-
channel interferograms seem to be well localized onto the respective sides of the
camera detector, as shown in Figure 20(a) (p. 47). However, the edge of the inter-
ference pattern is not sharp but the intensity of the interference fringes decreases
when the distance between the observation point on the detector and the outcou-
pling point of the diverging beams increases. The interferogram of YI1 is thus
overlapping the interferogram of YI2 although the intensity of the fringes is small
and vice versa, as shown in Figure 48. Since the interferometers have the same
separation at the outcoupling end between the reference and measurement chan-
nels, the interferograms also have the same spatial frequency and thus the over-
lapping of the interferograms is seen as cross-talk. Since the intensity of the fring-
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es overlapping with the adjacent interferogram is small, the effect on the intensity
distribution of the actual interferogram fringes is also small. By studying the phase
change curves of the ambient RI experiments with the glucose concentration of
0.7 wt. % in Figure 38 (p. 72), it can be seen that the cross-talk induced responses
of the passivated YI1 are at most a few per cent of the responses measured by
the YI2. It can also be seen that the amount and direction of the cross-talk induced
responses vary between measurements. This was attributed to the changes in the
measurement system, such as differences in the drift between YI1 and YI2, and to
the differences between the areas chosen from the captured interferograms for
FFT analysis.

Figure 48 Schematic illustration of the overlapping interferograms along the y-axis
of the camera detector.



88

5. Discussion

This section discusses the results of the experiments, the theoretical and practical
implications of the work and the reliability and validity of the results. Recommen-
dations for further research can be found in the final subsection.

5.1 Results of the experiments

In this section, the results of the drift compensation experiments and experiments
with sensors chips with R2R fabricated waveguides are discussed.

The capability of the drift compensation method, introduced in Section 2.2 (p. 33),
was studied with 3-channel YI chip layouts having two reference channels imple-
mented using either inverted ridge or slot waveguides. Measurements to sense
ambient RI changes were conducted with undisturbed and mechanically disturbed
setups. Phase change responses were compared between these two experiment
types and the compensation method was found to be capable of extract the sam-
ple-induced RI changes under large induced mechanical disturbances. Sample-
induced phase changes were extracted from 161 and 18 times larger measured
phase changes with the inverted ridge and slot waveguide YI layout, respectively.

Analysis of the residual phase changes showed that similar values were obtained
from both undisturbed and mechanically disturbed experiments, providing a further
proof that the compensation method was able to compensate for the large me-
chanical drifts. The compensation method was more effective at reducing of the
residual phase changes of the inverted ridge waveguide YI than the slot wave-
guide YI. This was attributed to the differences in the chip layouts: the cross-over
chip layout of the inverted ridge waveguide YI was designed to enhance the simi-
larity of the drifts seen by the measurement channel and reference channel num-
ber 2, and also had smaller separations of the channel pairs than the slot wave-
guide YI, reducing the differences in the drifts between the channels. The larger
signal fluctuations of the slot waveguide YI, attributed to the cross-talk, also im-
paired the outcome of analysis.

The applicability of the R2R fabricated waveguides for sensing was studied with
three different sensor schemas: sensor for ambient RI sensing, MIP/NIP-
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functionalized sensor for chemical sensing, and antibody functionalized chip for
multi-analyte detection of biomolecules. The ambient RI sensing was
demonstrated with three chips by using glucose solutions of various
concentrations to modify the ambient RI on the sensor. Phase change responses
showed an increasing trend with increasing glucose concentration, demonstrating
the sensor’s compatibility for sensing of ambient RI changes that were detected
down to the level of 10-6 RIU. Sensors showed thus rather comparable
performance than reported earlier for polymeric integrated YI sensors.[24, 25]

With the MIP/NIP-functionalized sensor, the sensing of small molecules was
demonstrated by using melamine as a model analyte. The sensor was exposed to
aqueous melamine solutions of various concentrations and the net differences
between the phase change curves of MIP-coated YI1 and NIP-coated YI2 were
calculated to determine the analyte-specific responses. Responses increased with
increasing melamine concentrations but began to saturate at the highest concen-
tration, which was in line with earlier findings. Experiments demonstrated the ap-
plicability of the sensor embodiment for the chemical sensing of small analytes,
which is the first demonstration of MIP-receptor on a polymeric integrated YI sen-
sor chip for direct RI sensing.

Antibody-functionalized YI sensors were used for multi-analyte detection of bio-
molecules using hCG and CRP as model analytes. The receptor layers were pat-
terned onto the waveguides by means of inkjet printing and the chosen sensor
schema enabled direct measurement of the specific binding of the analytes to the
sensor’s surface. Three sensor chips were exposed to analyte solutions, inducing
analyte-specific phase change responses. Calculated response values varied
substantially from chip to chip and the measurements thus indicated the presence
or absence of the analytes but no quantitative measurements were made. The
variation in the response values was attributed to the variations in the receptor
layers. The interferometric results indicating analyte-specific binding onto meas-
urement channels were verified by fluorescent staining. Experiments demonstrat-
ed the applicability of the sensor chips for multi-analyte detection of biomolecules
as well as the compatibility of the inkjet-printed receptor layers with polymeric YI
sensor waveguides.

Cross-talk effects were seen in the experiments conducted with the 3-channel YIs
and the sensor chips with R2R fabricated waveguides. The origin of the cross-talk
in the experiments with 3-channel layouts is in the FFT analysis, whereas with the
YI chips with R2R fabricated waveguides cross-talk arises out of the chosen
measurement arrangement. To reduce the cross-talk with the 3-channel inverted
ridge waveguide YI, the effect of the chosen image width for the FFT analysis and
the use of the Hamming window to reduce the cross-talk were analysed. Based on
the cross-talk analysis, an optimal image width was found and chosen for the
calculation of the phase change curves in the inverted ridge waveguide YI experi-
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ments. The windowing technique was not applied since it did not reduce cross-talk
in this particular case.

In the analysis of the slot waveguide YI measurements, the effect of the image
width on the cross-talk was analysed in a similar way to the inverted ridge wave-
guide YI case. The optimal image width found was narrow and thus had a limited
number of spatial frequencies in the FFT analysis and was therefore vulnerable to
small changes in the setup, leading to distorted amplitude spectra in some exper-
iments. Since the full image width with more data points for the FFT analysis pro-
vided adequate amplitude spectra in all the experiments, it was used in the analy-
sis despite the increased cross-talk. The full image width also had more data
points, which improved the outcome of the FFT analysis of the interferogram that
also had low-intensity fringes. The fluctuations of the phase change curves with
slot waveguide YI were attributed to the cross-talk between the channels limiting
the applicability to measure small concentrations.

Cross-talk in the R2R fabricated chip layouts was mediated between the interfer-
ometers by overlapping of the interferograms formed by YI1 and YI2. The largest
cross-talk induced phase change response of the passivated YI1 was a few per
cents of the phase change of YI2 measured in the ambient RI sensing experi-
ments.

5.2 Theoretical implications

Theoretical implications of the work are related to the drift compensation method
derived in Section 2.2 (p. 33). It enables calculation of the sample-induced phase
changes from mechanically disturbed experiments when using a multichannel
integrated YI chip with two reference channels. The method is based on analysis
of the spatial shifts of the sub-interferograms of a multichannel interferogram. The
calculation is made by converting the analysed phase changes into spatial shifts.
This is done by utilizing the spatial frequencies of the sub-interferograms in the
conversion. The method also enables the drift compensated signal to be calculat-
ed based on the chip geometry in experimental configurations where the distance
between the camera and the sensor chip is large.

The derived compensation method also explains the findings in an earlier article
by Ymeti et al. [58] related to signal compensation with multichannel integrated
YIs. In the article, it was assumed and experimentally shown that the ratio of the
phase changes between different sub-interferograms remains constant and that
this ratio can be used to compensate for the drifts. The origin of the constant
phase change ratio is speculated in the article, and two possible explanations are
given, however no definitive cause is identified. The stability of the phase change
ratios between sub-interferograms becomes evident in the compensation method
derived here since they are based on the spatial frequencies of the sub-
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interferograms that again depend on the separations of the waveguides at the
outcoupling end of the chip.

5.3 Practical implications

The practical implications of the work are related to the derived compensation
method and the use of R2R fabricated waveguides in evanescent wave sensors.

The demonstrated compensation of mechanical drifts with multichannel integrated
YI sensors improves the robustness of the interferometric measurements. This
opens up new possibilities to implement measurements in noisy environments and
improves the compatibility of the measurement technique with low-cost portable
reader devices where the implementation of efficient suppression of the ambient
disturbances is not easily implementable. It is also worth noting that the compen-
sation method does not require any special optical components or arrangements
of the optical setup, beyond the use of a multichannel sensor chip, and the method
is thus easily exploitable.

The demonstrated applicability of the R2R fabricated waveguides for evanescent
wave sensors presents a new ultra-high volume manufacturing method for dispos-
able polymeric sensor chips. The use of low-cost materials and manufacturing
methods enables sensors to be used in cost-critical applications despite the typi-
cally large footprints of sensor chips (several square centimetres) required for
easy handling of the chip, integration of sample handling features and sample
actuation. With disposable sensor chips, both regeneration of the sensor’s surface
and cross-contamination between samples are avoided. The demonstrated com-
patibility of the receptor layers with polymeric single-mode waveguides is an im-
portant step towards the implementation of analyte-specific sensors for various
analytical applications.

5.4 Reliability and validity

The factors affecting the reliability and validity of the results are related to the
number of chips used in the experiments, the number of repeated experiments,
the properties of the sample solutions and the experimental setups, the quality of
the phase change analysis, drift of the experimental setup and the applied base-
line correction.

All the experiments were conducted with small numbers of chips. Drift compensa-
tion experiments were conducted using two different chip layouts based on two
different waveguide types. One chip per chip type was used in the drift compensa-
tion experiments and the repeatability of the results was therefore unassessed in
this work. Although the results demonstrate that the drift compensation method
was able to extract the sample-induced phase changes in the mechanically dis-
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turbed experiments with both chip types, the influence of the chip layout and the
waveguide type on the compensated phase change curves cannot be fully as-
sessed since they both varied between the chips. In the experiments, the mechan-
ical drift was induced in the direction perpendicular to the interferogram fringes
and the direction of the drift was changed once in every experiment. The capability
of the compensation method to compensate for drifts in other directions, rotations
and rapid undulations was beyond the scope of this study.

A total of six chips having R2R manufactured waveguides were used in the exper-
iments with three different sensor waveguide layouts. The layouts varied with
regard to the separation of the waveguides within the sensing region and at the
outcoupling end of the chip. Two unfunctionalized sensors were used in the ambi-
ent RI sensing experiments, one sensor chip was functionalized with an MIP re-
ceptor coating for chemical sensing experiments, and three sensor chips were
functionalized with antibodies for biochemical sensing experiments. It was demon-
strated that all of these sensor configurations could be utilized as integrated YI
sensor chips. Due to the limited number of chips, however, it was not feasible to
statistically assess repeatability in the present study. Measurements conducted
with a sample solution were repeated up to four times with one chip to give an
indication of the repeatability of the measurement and the quantitativity of the
sensor response.

The compensation and chemical sensing experiments were conducted with aque-
ous sample solutions prepared in ultra-pure water with a minimum of interfering
factors. The biochemical sensing experiments were conducted using buffered
saline solutions containing protein as a sample matrix, thus having interfering
factors. However, this sample matrix is less complex than physiological samples
such as blood serum. Demonstration of the sensors with natural sample matrices
that may have a large number of interfering factors was beyond the scope of this
work.

One experimental bench-top setup was used for drift compensation experiments
and one for the experiments with chips having R2R fabricated waveguides. The
setups were implemented using a fixed configuration. How the properties of the
individual components, their positioning and alignment affected the system’s per-
formance was therefore not assessed in this work.

The ability of the self-written DFT-based analysis code to extract the phase
changes from the captured interferograms was the foundation for the analysis of
the phase change curves and the sensor responses. The validity of the self-written
code was evaluated by comparing the sensor responses obtained using the self-
written code and the numerical simulations of the waveguides. Since the respons-
es obtained with these two separate methods were in relatively good agreement,
as shown in Figure 31 (p. 62) and Figure 34 (p. 66), the self-written code seems to
work adequately.
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As discussed in Section 4.3, the outcome of the analysis is sensitive to the chosen
image width, affecting the match between the spatial frequencies of the interfero-
gram fringes and the available spatial frequencies in the analysis. When the phase
change curves were analysed, the analysis area was first chosen from the inter-
ferogram and the amplitude spectrum was calculated. If the spatial frequencies
corresponding to the interferogram fringes were seen as well-formed spikes in the
amplitude spectrum, the analysis area was used to analyse all the interferograms
from that experiment. If spikes were truncated, the analysis area was adjusted
until a proper amplitude spectrum was obtained. In this work, the focus was on
demonstration of the sensor concepts, and the complexity of interferogram analy-
sis was therefore kept relatively simple. However, the use of more sophisticated
signal processing approaches would most likely have reduced the cross-talk ef-
fects seen in the phase change curves.

Drift that was not deliberately induced was observed in the measured phase
change curves. This may be caused by mechanical instability of the readout sys-
tems, changes in the ambient temperature and absorption of water into the poly-
meric waveguides. The last is a phenomenon known to cause drift by changing
the RI of the sensor waveguides. It has been reported by Wang et al. that drift of
polymeric YI sensors flattens after a couple of hours of water exposure.[32] In this
work, the chips were exposed to water at least a day before the measurements to
reduce the effect of water absorption. However, this aspect was not studied per se
with the materials and sensor embodiments used in this work, and thus the role of
water absorption in the observed drift is unknown. Due to long exposure of sensor
chips to water, the effect on drift was most likely small during the measurements.
With the multi-analyte biosensor embodiment, the effect is further alleviated since
the measurement and reference channels were similarly exposed to water and, in
theory, no additional RI difference between the channels was induced. During the
water exposure the chip and the flow-cell were mounted into the optical setup.
This enabled the relaxation of the mounting-related mechanical stresses before
the experiments. YI sensor chips based on R2R fabricated waveguides were es-
pecially susceptible to mechanical stresses since they were implemented without
a rigid carrier and were thus flexible and deformable. The temperature of the set-
ups was not controlled and all the experiments were conducted at ambient room
temperature. The temperature of the sample and flushing solutions was allowed to
equalize with the optical setup by letting them sit on the laboratory table for at
least several hours. Phase change drift related to ambient room temperature
changes was considered to be slow compared to sample-induced phase changes
and was therefore assumed to have a minor influence on the demonstration of the
sensor concepts.

Linear baseline correction was applied to phase change curves of experiments
done with chips based on R2R manufactured waveguides. This method was cho-
sen since it was observed in the experiments that the phase change curves typi-
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cally approached a linear trend within few hours after the initiation of the pumping
and incoupling of laser light as shown in Paper IV. The phase change drift trend
was monitored before initiation of the experiments. Linear correction was done
separately for each of the phase change curves based on the data points within
the first few minutes of the experiment, i.e. before the sample solution entered the
flow cell. The applied method is therefore vulnerable to changes in the trend of the
phase change drift during an experiment related to e.g. ambient temperature
change rate. The method was considered to work decently in the analysis of the
measured phase change curves although it was not able to eliminate all of the
phase change drift. From Figure 38 (p. 72), it can be seen that for the baseline
corrected phase change curves of ambient RI experiments the maximum deviation
from the baseline, i.e. x-axis, is below 0.08 rad at the end of the experiments. On
the other hand, the baseline corrected phase change curves of chemical sensing
experiments, shown in Figure 40(a) (p. 75), have much larger deviations from the
baseline at the end of the experiments, up to several radians. Since the functional
coatings applied onto the chemical sensor surface are the only major difference
between these two experiments, it seems more plausible that the functional coat-
ings are the factor behind this outcome, as discussed in Section 4.2.3 (p. 73), than
the baseline correction method. In the biochemical sensing experiments, the base-
line correction seems to work adequately: All the phase change curves shown in
Figure 42(a) (p. 78) were baseline corrected based on the data points within the
first 5.7 min and the deviation of the phase change curves of YI2 from the baseline
is less than -0.16 rad at the time point of 40 min, i.e. just before the corresponding
analyte exposure. The phase change curves however show different phase
change drift trends at the end of the experiment. This was attributed to the differ-
ences in the applied antibody layers but may also be related to the baseline cor-
rection method. Due to the low number of repeated experiments, however, the
definitive cause could not be identified. The baseline correction method affects the
sensor response and the response range values but it was not considered to have
a major impact in the demonstration of the feasibility of the sensor concepts.

5.5 Recommendations for further research

The work discussed in this thesis demonstrated several sensor concepts, but their
implementation in real-life portable diagnostics requires further research. This
section provides a short discussion of recommended topics for further research.

For efficient utilization of the drift compensation method, the cross-talk between
the different channel pairs needs to be minimized. Different chip layouts and im-
plementations should therefore be studied as well as the use of sophisticated
signal analysis methods. Other topics for study include how the compensation
method copes with different combinations of movements and rotations and with
rapidly varying disturbances. The method should be tested with a portable reader
in noisy ambient conditions to demonstrate its viability for portable diagnostics.
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This work has shown that single-mode waveguides for an evanescent wave sen-
sor can be fabricated using ultra-high volume manufacturing methods. In the fu-
ture, the goal is to demonstrate that the entire sensor structure can be implement-
ed using ultra-high volume methods to enable widespread utilization of evanes-
cent wave sensors in cost-critical applications. The sensor chips used in the ex-
periments contained photonic and transducing functionalities. The sample actua-
tion, however, was implemented using a flow cell and an external pump. For a
self-contained easy-to-use sensor chip, the fluid actuation and sample handling
functionalities need to be integrated with the sensor platform. A robust, low-cost
and simple-to-use method to couple light into the sensor chip needs to be devel-
oped to enable easy insertion of the sensor chips into the reader even by non-
trained persons

Implementation of fully integrated sensor chips requires further manufacturing
steps in addition to the fabrication of photonic waveguide platforms. These steps
include, for example, patterning of functional analyte binding surfaces, blocking of
sensor surfaces to prevent unspecific binding, integration of microfluidic structures
with the photonic platform for sample actuation and handling, integration of a
sampling device such as a needle, integration of reagent reservoirs into the chip,
cutting the chips from the roll, and packing them. To realize this cost-effectively,
combinations of various mass-manufacturing methods need to be applied. These
methods may include printing and dispensing for patterning layers, hot-embossing
and imprinting of microfluidic structures, lamination of layers, sawing, laser and die
cutting, as well as use of pick-and-place machines for assembling components.
Finally, fully integrated sensor chips containing all the necessary optical, sample
handling, and actuation functionalities should be developed and demonstrated
using low-cost materials and manufacturing methods, real samples, realistic condi-
tions and low-cost portable readers.

Reliability and reproducibility of the sensor chips and sensor responses is one of
the main topics for future work. The sensing experiments discussed in this thesis
should be repeated with large numbers of chips and with real sample matrices to
characterize the sensor properties and to identify the main factors affecting sensor
reliability and repeatability. The large number of repeated experiments would
enable determination of the limit of detection and limit of quantification that should
be established with various kinds of analytes, sample matrices and experimental
setups. The methods to implement signal enhancement, e.g. high index coatings,
with the drift compensation method and R2R fabricated waveguides should be
studied to enhance their applicability to diagnostic applications with high sensitivity
requirements. The effect of water absorption into the R2R fabricated waveguides
with the demonstrated sensor embodiments should be studied.
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6. Summary

The aim of the work discussed in this thesis was to develop integrated YI sensors
for portable diagnostics by improving the robustness of the sensing method and
the disposability of the sensor chips.

The robustness of the sensing method was improved by deriving and demonstrat-
ing a method of compensating for mechanical drifts that is applicable for multi-
channel integrated YI sensors with two reference channels. The method was
shown to be able to extract the sample-induced phase change responses from the
phase change curves measured under mechanical disturbances using inverted
ridge and slot waveguide based sensor chips. The sample induced phase change
responses were extracted from up to 161 times larger phase changes measured
with deliberately mechanically disturbed setup. The compensation method is
readily adaptable to integrated YI readers since it is based on the properties of the
multichannel sensor chips and analysis of the interferograms and does not require
any additional special optical components or arrangements from the reader. The
compensation method opens up new possibilities to utilize YI sensors in noisy
environments and improves the compatibility of the measurement technique with
low-cost portable readers by alleviating the requirements for suppression of ambi-
ent disturbances.

Sensor chip disposability was enhanced by demonstrating that all-polymeric sin-
gle-mode waveguides fabricated using ultra-high volume manufacturing methods
can be utilized as a photonic platform for an evanescent wave sensor. This ena-
bles cost-efficient production methods to be used for integrated YI sensors, ren-
dering them inherently disposable and enabling their wide-spread use in cost-
critical applications. Sensors were shown to be able to detect ambient RI changes
at a level of 10-6 RIU and to quantify them at a level of 10-5 RIU. They thus showed
fairly comparable performance than reported earlier for polymeric integrated YI
sensors.[24, 25] A lower state-of-the-art limit of detection values at a level of 10-8

RIU has been reported for silicon based integrated YI sensors as well as for sur-
face plasmon resonance sensors that are commercialized and widely used in
research laboratories.[17, 33, 37] It was also demonstrated that polymeric YI sen-
sor chips could be functionalized with an MIP layer for chemical sensing of small
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molecules and with inkjet-printed antibody layers for multi-analyte detection of
biomolecules. These sensor concepts were demonstrated using application rele-
vant analyte molecule concentrations. Artificial MIP receptor layers may be advan-
tageous for low-cost sensors since they have the potential to be low-cost, robust,
repeatable, and mass-manufacturable. The demonstration of the functionalization
of a polymeric integrated YI sensor by inkjet printing opens up new implementation
possibilities for low-cost sensors since, as an additive method, inkjet printing min-
imizes the consumption of potentially expensive receptor materials and is also
considered to be compatible with mass-production methods.

The results discussed in this thesis form one of the stepping-stones on the path
towards the use of integrated YI sensors in portable diagnostics. Since the devel-
opment of low-cost sensor solutions is one of the main challenges in the sensor
field, the demonstrated concepts of disposable, low-cost photonic sensor chips
and the developed drift compensation method open up both scientifically and
economically interesting opportunities for exploiting portable low-cost diagnostics
in various application areas, including point-of-need and home diagnostics, envi-
ronmental monitoring, security, and food safety.
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Appendix A: Light propagation in an optical
waveguide

In this section, the basic principles defining the light propagation in the wave-
guides are discussed using a slab waveguide as an example. The topics dis-
cussed are critical angle of refraction, formation of an evanescent wave, total
internal reflection (TIR) at the material boundary, phase shift associated with TIR,
formation of modes in waveguides, and numerical calculations of waveguide prop-
erties. The theoretical discussion is adapted from Ref. [70], [71] and [72]. A slab
waveguide is used here due to its simplicity. The same phenomena are present in
other waveguide types but the formalism is more complex or no analytical expres-
sions exist.

A.1 Critical angle, evanescent wave and total internal
reflection

Electromagnetic plane wave incidents an interface between two materials as illus-
trated in Figure 49. The refractive indices of the materials are  and , and

> . At the interface, the incident wave is reflected and refracted. The waves
travel in the direction shown by their wave vectors, . The electric fields of the
waves are:
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where  is the frequency of the plane wave,  is  time,  and  an observation
point. ,  and  are the amplitudes, and ,  and  the wave vectors of
the incident, reflected, and refracted waves, respectively. The length of the
wavevector | | = 2 , where  is the wavelength of the wave. Analysis of an
electromagnetic wave is typically divided into two orthogonal polarizations called
transverse magnetic (TM) and transverse electric (TE) polarization states. In the
TE polarization state, electric field vectors are perpendicular and magnetic field
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vectors, , parallel to the plane of incidence, as shown in Figure 49(a). For the TM
polarization state, electric field vectors are parallel to the plane of incidence and
magnetic field vectors are perpendicular, as shown in Figure 49(b).

Figure 49 Wave vectors, electric and magnetic fields, and angles of incidence,
reflection and refraction for a plane wave hitting a material boundary for a) TE
polarization, and b) TM polarization. In the figure the electric field vectors of TE
polarization are directed away from and the magnetic field vectors of TM polariza-
tion towards the reader.

According to the law of reflection, the angle of incidence, , and angle of reflec-
tion, , are equal, i.e. = . The angle of refraction, , of the refracted wave
can be calculated using Snell’s law:

2
1 2

1
sin sin sin sin .t i t i

n
n

n ( 25 )

When light approaches the material interface from the media having higher RI, it
follows from Eq. ( 25 ) that > . Thus, at some specific angle of incidence

= 90° and the refracted ray propagates along the material interface. This angle
of incidence is called critical angle, , and can be calculated using Eq. ( 25 ):

1 1

2 2
sin arcsin .C C

n n
n n ( 26 )

When > , it follows from Eq. ( 26 ) that sin >  and from the latter form
of Eq. ( 25 ) that sin > 1, meaning that  is a complex angle. From the trigono-

metrical identity 2 2 1sin cos  it  follows  that cos  is now imaginary. The
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value of cos  can be calculated using the trigonometrical identity, Eqs. ( 25 ) and
( 26 )

2 2

22
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1 1

1 1
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( 27 )

Now the propagation factor of the refracted field of Eq. ( 24 ) at point ( , > 0)
can be expressed by using the second form for cos  in Eq. ( 27 )

2 1

wave along exponentially
interface decaying part

sin cos sin sin .t t t t t t tt
i x i xie e e er

( 28 )

The propagation factor separates into two parts: the first part represents a wave
propagating in the x-direction and the second part decays exponentially when
moving away from the material interface. When >  the refracted wave thus
propagates parallel to the material interface and decays exponentially in the z-
direction ( > 0). The exponentially decaying part of the refracted wave forms the
evanescent wave that attenuates rapidly within a few wavelengths. Although part
of the refracted wave exists above the material interface, there is no energy trans-
fer through the boundary. This can be verified by studying the time averaged nor-
mal component of the Poynting vector just above the material interface. Since the
energy is conserved, the intensities of the incident and reflected waves have to be
equal when > , and the wave is totally internally reflected within the material
having higher RI.

A.2 Phase shift associated with total internal reflection

At total internal reflection a phase shift, , occurs between the incident and re-
flected rays. This follows from the boundary condition requiring that the tangential
components of electric and magnetic fields be continuous across the material
interface. Phase shift also depends on the polarization state of the light. In this
section the phase shift for TE polarization, TE, is derived first followed by the
derivation of the phase shift for TM polarization, TM.

In the case of TE polarization, the tangential components of the electric field are
perpendicular to the plane of incidence, as illustrated in Figure 49(a), and the
boundary condition can be written

0 0 0 ,i r tE E E ( 29 )
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where 0i, 0r and 0t are the amplitudes of incident, reflected and refracted elec-
tric fields, respectively. The magnetic field vectors are parallel to the plane of inci-
dence and the boundary condition can be written

0 0 0

2 0 2 0 1 0

cos cos cos
cos cos cos ,

i i r i t t

i i r i t t

B
n E n E n E ( 30 )

where 0i, 0r and 0t are the amplitudes of incident, reflected and refracted mag-
netic fields, respectively. The latter form is obtained using the relationship

= ( ) , where  is the refractive index of the material and  the speed of light,
and multiplying by -1.

Ratio of the amplitudes between the incident and reflected waves can be calculat-
ed by first solving 0t from the latter form of Eq. ( 30 ), and then substituting it into
Eq. ( 29 ) yielding

0 2 1

0 2 1
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cos cos
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If > , the amplitude ratio for TE polarization can be written
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that is obtained by substituting the third form for cos  in Eq. ( 27 ) into Eq. ( 31 ).
The amplitude ratio is now a complex number. The phase shift between the inci-
dent and reflected waves, TE, can be calculated by setting

TE0
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i
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where TE, and  and  are real numbers. By using the relationship tan =

, the phase change TE is
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The phase shift, TM, of TM polarised wave at total internal reflection can be cal-
culated using the same procedure as for TE polarization. The directions of electric
and magnetic fields for TM polarization are shown in Figure 49(b). The boundary
condition for an electric field is
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0 0 0cos cos cos ,i i r i t tE ( 35 )

and for a magnetic field

0 0 0
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In the case of TM polarization the ratio of the amplitudes of reflected and incident
waves is calculated by first solving 0t from the latter form of Eq. ( 36 ), and then
substituting it into Eq. ( 35 ) yielding
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If > , the amplitude ratio is
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that is obtained by substituting the third form for cos  in Eq. ( 27 ) into Eq. ( 37 ).
The amplitude ratio is again a complex number and the phase change TM is
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that is obtained in a similar way to TE polarization.

As shown by Eqs. ( 34 ) and ( 39 ), the phase change depends on the refractive
indices at both sides of the material boundary. This is utilized in waveguide-based
evanescent wave sensors since it enables the sensing of refractive index changes
outside the waveguide, which is discussed in the next section.

A.3 Modes in optical waveguide and effective refractive index

A schematic illustration of a three-layer slab waveguide structure is shown in Fig-
ure 50. The core and the undercladding and overcladding layers have RIs ,
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and , respectively, and { } . As illustrated in Figure 50, light propa-
gates within the waveguide core along zigzag paths by means of consecutive total
internal reflections from the material boundaries, when the incidence angle  is
larger than the critical angle of the core-undercladding, , and the critical angle
of the core-overcladding, , boundaries. The total internal reflections enable
lossless propagation over large distances. Light having an incidence angle of

< max  is only partially reflected and is radiated out of the core
forming radiation modes.[18, 73]

Figure 50 Schematic illustration of the light propagation within a waveguide. The
red arrows show the path of the light within the waveguide core.

Although the critical angle defines the smallest incidence angle for total internal
reflection, light with arbitrary incidence angles > max cannot prop-
agate over large distances in waveguides. Only light with certain discrete incident
angles propagates long distances within the waveguide. These light paths are
called modes and are related to specific transverse field profiles that are constant
in the longitudinal direction of the waveguide. With optical waveguides, the angles
are typically defined with reference to the longitudinal axis of the waveguide in-
stead to the normal of the material interfaces, and the angle  shown in Figure 50
is therefore used here in the discussion of the waveguide modes.

The path shown by red arrows in Figure 50 can be considered to present a plane
wave reflecting back and forth from the material boundaries or two plane waves,
one having a positive, = | | sin , and one having a negative, =

| | sin , wave vector component in the z-direction and | | = | | . The
vector component in the x-direction, cos , is the same for both of the waves
and is the propagation factor. The effective refractive index, , is

W

eff w cosx

n
n n ( 40 )
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that is a ratio of the propagation factor and the length of the wave vector in the
core material, giving an apparent refractive index for the wave in x-direction, i.e.
along the length of the waveguide.

The plane wave can be presented as a superposition of two perpendicular plane
waves one propagating in x-direction along the longitudinal axis of the waveguide
core, and one propagating in the z-direction. To have a stable transverse field
profile as required for the modes, the two plane waves propagating in the trans-
verse z-direction have to interfere constructively, i.e. the accumulated phase of the
transverse roundtrip in the z-direction has to be an integer multiple of 2 . The
accumulated phase is formed by the propagated distance in the z-direction and by
the phase shifts related to the total internal reflections at the two material bounda-
ries, as discussed in the previous section. Now the condition for the modes can be
written

OC UC2 2sin ,h ( 41 )

where  is the height of the waveguide, OC and UC the phase shifts related to
the total internal reflections at the core-overcladding and core-undercladding
boundaries, respectively, and = 0,1,2 … a positive integer. Now angle , the
angle  related to the  mode, is

OC UC2
2

arcsin .m
m

h
( 42 )

In the evanescent wave sensors, the overcladding layer is formed by the sample
media at the sensor sensing area. When analyte molecules induce a refractive
index change at the sensing area, it follows from Eqs. ( 34 ) and ( 39 ) that the
phase shift OC at the core-overcladding boundary changes, which again changes

 calculated from Eq. ( 42 ). Since  is changed, the propagation factor  and
effective refractive index  for the wave are also changed, affecting the apparent
optical length of the waveguide in the longitudinal direction.

A.4 Numerical calculation of waveguide properties

In the preceding discussion, a slab waveguide was used as an example to intro-
duce the key phenomena in optical waveguides. Although analytical expressions
can be derived for simple structures, numerical methods, e.g. the finite element
method (FEM) or the finite difference method (FDM), have to be used with more
complex waveguide geometries.[72, 74]

The mode field profiles and effective refractive indices of the waveguides used in
the YI sensor chips were modelled by means of FEM or FDM using commercial
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software (Fimmwave, Photon Design). The waveguide geometries were first de-
rived from the scanning electron microscope (SEM) images taken from the wave-
guide cross-sections. The effective refractive index values were calculated with
various overcladding values corresponding the sample solutions, enabling calcula-
tion of the change of  in the function of the change in , yielding the theoreti-
cal sensitivity of the sensor.
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Polymer-based integrated Young interferometer (YI) sensor chips have proven to be sensitive and have potential
to be mass-manufactured. The sensing method is however, disturbed by the mechanical drifts, thus requiring well
stabilized and isolated measurement setups that limit its applicability to low-cost readers for rapid diagnostics. In
this paper we derive a method for the compensation of mechanical drift by using a multichannel integrated YI
chip having two reference channels. The compensation method was demonstrated by quantitative measurements
with a three-channel integrated polymeric YI sensor chip using an undisturbed and a mechanically disturbed
setup. By applying the compensation method, the intrinsic drift of the undisturbed setup was reduced up to
84%. With the mechanically disturbed setup, the sample-induced phase-change responses were separated up
to a 161 times larger disturbed signal. © 2015 Optical Society of America
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1. INTRODUCTION

Robust measurement techniques are needed for rapid diagnos-
tic applications such as point-of-care and environmental diag-
nostics. In many applications, sensitive, quantitative, real-time
measurements need to be done outside well-controlled labora-
tories in noisy ambient conditions. In addition, low-cost read-
ers and sensor chips are preferred, as well as simple sample
handling and capability for multi-analytic detection.

Integrated Young interferometers (YIs) have many features
that make them compatible with the above listed qualities.
Glass [1] and SiON [2] sensor chips are discussed in the liter-
ature as well as polymer-based sensor-chips that have potential
to be mass-manufactured at low cost [3]. Measurement tech-
nique is very sensitive, and it is able to detect bulk refractive-
index differences down to 10−8 refractive-index units (RIU)
[2,4]. Sensor chips are functionalized with antibodies, and
are able to detect biomolecules [3] and viruses even from a com-
plex sample matrix like serum [5]. Multi-analyte detection is
demonstrated with a multi-channel YI [5]. The label-free
detection technique enables simpler sample handling compared
to the labelled techniques.

Although YIs have many desired features, the readout
method is inherently sensitive to mechanical drifts that disturb
the signal quantification. Usually the readout systems are well
stabilized and isolated from the surroundings to reduce the
mechanical disturbances [6]. This approach however, is not
readily adaptable with low-cost compact readers. Also, a drift
correction method is described in the literature where a

multichannel YI with two reference channels is used for the
drift correction [7].

In this paper we derive a compensation method for a multi-
channel YI having two reference channels based on the analysis
of the spatial shifts of the fringes of the interferograms. To
study the capability of the compensation method, a three-
channel polymer-based YI sensor chip was designed and manu-
factured, and two sets of quantitative measurements were done:
one with an undisturbed setup and one with a mechanically
disturbed setup. The compensation method was applied to
the measured results. It was found to be effective in reducing
the intrinsic mechanical drifts of the undisturbed setup, and
able to compensate the large induced mechanical drifts of
the disturbed setup.

2. SENSOR CHIP LAYOUT AND DETECTION
PRINCIPLE

The schematic of the three-channel YI chip discussed in this
paper is shown in Fig. 1 as well as the measurement setup.
In our YI sensor layout, the waveguide splits twice forming
three parallel waveguides called channels. Channels 2 and 3
are reference channels that are covered by over cladding and
are not interacting with the samples, e.g., solutions having vari-
ous refractive indices. Channel 1 is a measurement channel hav-
ing an opening, a measurement window, patterned into the
over cladding layer where the sample interacts with the evan-
escent wave of the light propagating in the waveguide. A chip
layout, where channel 2 crosses over the interferometer chip,
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was chosen to enable easy patterning of the measurement win-
dow, and to expose channels 1 and 2 to similar drifts to
improve the effectiveness of the compensation. Design princi-
ples of a multichannel YI are discussed in [8] and [9].

In the measurements, laser light was end-fire coupled into
the waveguide and split into the three waveguides. When the
light couples out, the beams diverge, overlap, and interfere
forming an interferogram. A three-channel YI interferogram
is shown in Fig 2(a). In the case of a multichannel YI, the in-
terferogram is a superposition of the sub-interferograms formed
by all the possible channel pairs [9] as illustrated in Fig 2(b).
The interferogram was imaged by a microscope objective onto
the camera detector, and the image was recorded.

When the refractive index is changed by the sample at the
measurement window of the chip, the effective refractive index
N eff ;1 of the measurement channel 1 changes. This again
changes the optical path difference between channel 1 and a
reference channel, which is seen as a phase change, ΔΦ1;ref ,
of the sub-interferogram formed by these channels. The phase
change can be calculated [8]

ΔΦ1;ref �
2π

λ
l�ΔN eff ;1 − ΔN eff ;ref � �

2π

λ
lΔN eff ;1ref ; (1)

where λ is the vacuum wavelength of the light, l is the length of
the measurement window, ΔN eff ;1 and ΔN eff ;ref are the
changes of the effective refractive indices of channel 1 and

the reference channel, respectively, and ΔN eff ;1ref is the differ-
ence in the changes of the effective refractive indices of the mea-
surement and the reference channels. The effective refractive
index of the reference channel is only changed if the refractive
index of the waveguide material changes, e.g., due to
temperature.

3. CALCULATION OF DRIFT COMPENSATED
PHASE CHANGES

Discrete Fourier transform (DFT) can be used to analyze cap-
tured interferograms yielding the phaseΦ and spatial frequency
k of the fringes. The analysis method is discussed in detail
in [8].

Let kij be the spatial frequency of a sub-interferogram
formed by channels i and j. Spatial frequency is dependent
on the separation d ij of the channels, and thus if all channel
pairs have a unique separation, their corresponding spatial
frequencies can be identified as peaks in the amplitude spec-
trum of the interferogram. This again enables the monitoring
of their phases simultaneously during the measurements. An
example of an amplitude spectrum of a three-channel YI is
shown in stage 1 in Fig. 3.

If Φij�t� is the phase of the fringes of a sub-interferogram
formed by channels i and j at the time t, then the phase change,
ΔΦij�t�, for the channel pair is

ΔΦij�t� � Φij�t� −Φij�t0�; (2)

where t0 is the chosen reference time point. In this paper
t0 � 0 s. This is stage 2 in Fig 3.

The measured phase change is a sum of the changes caused
by (1) the interaction of the sample, when applicable; (2) the
internal drift of the chip; and (3) the mechanical drift of the
setup, e.g., shift of the camera. The first two are related to the
changes at the chip, and if their effect is the same to the channel
pairs, they induce the same phase change to the corresponding
sub-interferograms. The influence of the mechanical drift to
the sub-interferograms is different anyway. If channel pairs
are influenced by the same lateral shift caused by the drift

Fig. 1. Schematic of the chip layout and the measurement setup.
The microscope objective was mounted onto a piezo actuated trans-
lation stage for mechanically disturbed experiments. The channel
numbering is shown next to the waveguides.

Fig. 2. (a) Three-channel YI interferogram captured by a camera. (b) Left, schematic illustration of intensity (I ) variation of a three-channel YI
interferogram formed as a superposition of the sub-interferograms shown on the right. The grey rectangle illustrates that the same lateral shift spans
over a different number of waves at each of the sub-interferograms and thus induces different phase changes.
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of the setup, value in the phase-change domain varies between
channel pairs due to the different spatial frequencies. The value
in the lateral shift domain, however, would naturally be the
same as illustrated in Fig. 2. Thus, in order to compare the
mechanical drift induced effects between different channel
pairs, the phase changes have to be converted into lateral shifts
Δsij:

Δsij�t� �
ΔΦij�t�

2π
Λij �

ΔΦij�t�
2πkij

; (3)

where Λij is the spatial wavelength of the sub-interferogram
formed by channels i and j. This is stage 3 in Fig. 3.

Now the lateral shift of channel pair i and j can be expressed
as a sum

Δsij�t� � Δssij�t� � Δsdij�t� � ΔsIij�t�; (4)

where Δssij is the lateral shift caused by the interaction of the
sample,Δsdij the lateral shift caused by the drift of the setup, and
ΔsIij the lateral shift caused by the internal drifts of the chip
such as a temperature drift between the waveguides. Since
all channels are integrated into a single chip and share the
mechanical and optical components of the setup, an
assumption can be made that Δsdij is the same for all channel
pairs, and we can rewrite

Δsij�t� � Δssij�t� � Δsd �t� � ΔsIij�t�; (5)

where Δsd is the lateral shift caused by the drift of the setup.

Let Δs13 and Δs23 be the lateral shifts of the sub-interfero-
grams formed by channels 1 and 3, and 2 and 3, respectively.
Now Eq. (5) can be written for these channel pairs

Δs13�t� � Δss13�t� � Δsd �t� � ΔsI13�t�; (6)

Δs23�t� � Δss23�t� � Δsd �t� � ΔsI23�t�: (7)

Since channels 2 and 3 are reference channels, they are not
interacting with the sample, and thus

Δss23�t� � 0: (8)

By substituting Eq. (8) into Eq. (7) we can solve Δsd ,

Δsd �t� � Δs23�t� − ΔsI23�t�: (9)

Now Δss13 can be solved from Eq. (6),

Δss13�t� � Δs13�t� − Δsd �t� − ΔsI13�t�; (10)

and substituting Δsd from Eq. (9) into Eq. (10) we get

Δss13�t� � Δs13�t� − Δs23�t� � ΔsI23�t� − ΔsI13�t�; (11)

which is the drift-compensated sample-induced lateral shift of
channel pairs 1 and 3.

The internal drifts of the chip in Eq. (11) are unknown in
our experiments, and thus the exact value cannot be calculated.
Therefore, it can be assumed that ΔsI23�t� and ΔsI13�t� are
small, since the waveguides are located near each other at a
single sensor chip and are exposed to similar temperature fluc-
tuations. Thus, we can approximate Eq. (11),

Fig. 3. Stages of the calculation of the compensated signals. The example curves are calculated by using the data of the 0.05 wt. % undisturbed
experiment discussed in Section 7.B.
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Δss13�t� ≈ Δs13�t� − Δs23�t�; (12)

which is the form used to calculate the compensated lateral
shifts in this paper. This is stage 4 in Fig. 3.

The compensated lateral shift of Eq. (12) can be converted
into the compensated phase change ΔΦs

13�t� at the spatial fre-
quency of k13 by using the relation shown in Eq. (3):

ΔΦs
13�t� � 2π

Δss13�t�
Λ13

� 2πk13Δss13�t�; (13)

which is the sample induced drift compensated phase change of
channel pair 1 and 3. These phase-change values can be com-
pared with the measured values. This is stage 5 shown in Fig. 3
and completes the calculation of the compensated phase-
change signal.

A compact expression for the ΔΦs
13�t� can be derived by

substituting Eq. (12) into Eq. (13) to obtain

ΔΦs
13�t� � 2πk13�Δs13�t� − Δs23�t��: (14)

Then, using the relation of Eq. (3), we can write

ΔΦs
13�t� � 2πk13

�
ΔΦ13�t�
2πk13

−
ΔΦ23�t�
2πk23

�

� ΔΦ13�t� −
k13
k23

ΔΦ23�t�

� ΔΦ13�t� −
d 13

d 23

ΔΦ23�t�: (15)

The two latter forms of the Eq. (15) are similar to the rela-
tion derived in [7] for the calculation of drift compensated
signal. The last form of Eq. (15) was derived by using a relation
kij � d ij∕�λL� where L is the distance between the end of the
chip and the camera, and L ≫ d ij [8].

The last form of Eq. (15) shows that the calculation of the
compensated signal can be directly related to the layout of the
chip, and there is no need to define the multiplier of ΔΦ23

from the phase-change measurements. In the experiments
the multiplier calculated based on the spatial frequencies
may differ from the multiplier obtained for channel distances,
if the interferogram analysis method is unable to identify
exactly the spatial frequencies of the sub-interferograms, for
example when the spatial frequency of a sub-interferogram is
located between the discrete spatial frequencies of fast
Fourier transform analysis. In this paper the compensated
signal was calculated based on the spatial frequencies.

The sample-induced phase change can also be analyzed from
the sub-interferogram formed by channels 1 and 2. The com-
pensated phase change ΔΦs

12�t� can be calculated similarly for
channel pair 1 and 3. Although a three-channel YI is used in
this paper, the compensation method can be applied to YIs
having more channels by analyzing every measurement channel
individually.

4. INTEGRATED INTERFEROMETER CHIP

The dimensions of the sensor chip are shown in Fig. 4(a). The
sensor layout was realized as an inverted ridge polymeric single-
mode waveguide working at the wavelength of 633 nm.
Figure 4(b) shows a schematic of the waveguide structure with
dimensions and refractive indices of the materials. A scanning

electron microscope image of a waveguide cross section is
shown in Fig. 4(c).

Waveguides were fabricated by using a UV-imprinting
method, which is described in detail in [10]. In short, a mould,
having a ridge structure was pressed into the soft UV-curable
under-cladding material (Ormocomp), that was cured by UV
light to form grooves. The grooves were filled with the wave-
guide core material (Ormocore) by spin coating, and the layer
was cured by UV light. The over-cladding layer (Ormoclad)
was spin coated, and the measurement window was patterned
on top of the measurement channel by UV lithography.

Theoretical response of the sensor chip was simulated by
using the film-mode matching method [11]. The effective re-
fractive indices, N eff ;1, of the waveguide modes of channel 1
were calculated with various ad layers having corresponding re-
fractive indices as the sample glucose solutions and water. The
N eff ;1 values were used to calculate the effective refractive index
differences, ΔN eff ;1, of the sample solutions to water. These
were again applied to Eq. (1) to calculate the theoretical
phase-change response rate of the chip 68 rad/RIU/mm.

5. MEASUREMENT SETUP

Schematic of the measurement setup is shown in Fig. 1. The
light source was a frequency stabilized HeNe laser emitting at
632.991 nm (@ vacuum) (HRS015, Thorlabs Inc.) followed
by an optical isolator to prevent the back reflections into
the laser, a quarter-wave plate for polarization circularization,
a polarizer to select the polarization stage of the incoupled light,
a 5× beam expander to improve the performance of the cou-
pling lens (C230TM-B, Thorlabs Inc.) used to end-fire couple
light into the YI chip. The beam expander was used to increase
the diameter of the laser beam so that it filled a larger part of the
aperture of the coupling lens. This leads to a smaller focused
spot size, which again improves the light coupling efficiency

Fig. 4. (a) Schematic of the chip layout with dimensions.
(b) Schematic of the waveguide cross section with dimensions, poly-
mer materials, and their refractive indices. (c) Scanning electron micro-
scope image of the waveguide cross section.
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into the waveguide, and reduces the stray light. TM polariza-
tion was used in the measurements due to its higher
sensitivity [3].

After, the chip, a 40× microscope objective (Micro Plan,
Edmund Optics Inc.), was used to image the interferograms
onto a camera (PL-E425CU, PixeLink) having 2592 by
1944 pixels. The camera was connected to a computer to rec-
ord the images. For the mechanically disturbed experiments,
the microscope objective was mounted onto a piezo actuated
XYZ-translation stage (Picomotor Multi-Axis, New Focus
Inc.) enabling objective movement during the experiments.

In the undisturbed and mechanically disturbed experiments,
the interferograms were formed by first imaging the ends of the
waveguides onto the camera, and then moving the microscope
objective ∼0.5 mm further from the chip. The interval
between the recorded interferograms was 10 s.

6. SAMPLES AND SAMPLE HANDLING

Glucose-water solutions were used to change the bulk
refractive index at the measurement window of the YI chip.
The refractive-index differences Δn of the glucose solutions
to pure water were calculated by fitting a polynomial to the
empirical values tabulated in [12] defined at the wavelength
of 589 nm and at 20°C:

Δn � 6 × 10−6C2 � 0.0014C; (16)

where C is the glucose concentration in weight percent (wt. %).
The following D-Glucose (Sigma-Aldrich) solutions in ul-

trapure water (MilliQ Academic, Merk Millipore) by weight
percent were prepared: 0.05, 0.1, 0.2, 0.5 and 0.7 wt. % having
the following RIU differences to water 7.0 × 10−5, 1.4 × 10−4,
2.8 × 10−4, 7.0 × 10−4, and 9.8 × 10−4, respectively. Samples
were kept at room temperature before measurement in order
to stabilize them into the same temperature as the measurement
setup.

A flow cell was attached on top of the waveguide chip to
enable sample handling, and it was sealed by using a silicone
seal. The flow cell was filled with water on the day before the
first experiments to reduce the effect of water absorption to
the polymer waveguides [13]. A tube from a sample vial was
attached to the inlet of the flow cell, and a tube to syringe pump
was attached to the outlet. A syringe pump (Nexus 3000,
Chemyx Inc.) in withdrawal mode was used to pump the sam-
ples through the flow cell at the flow rate of 100 μl/min.

The following sample sequence was used in all the measure-
ments. A glucose solution of 500 μl was pipetted into the sam-
ple vial at the beginning of the measurement. There was
approximately a two minute delay until it reached the flow cell.
Water was pipetted into the sample vial after the glucose
solution at approximately five minutes, and it reached the flow
cell at approximately seven minutes. Water was pumped
through the flow cell until the end of the measurement.

7. EXPERIMENTS AND ANALYSIS

Two sets of experiments were conducted to study the capability
of the compensation method. A set of quantitative measure-
ments was done with an undisturbed setup to test the capability
of the compensation method to compensate the intrinsic drifts

of the setup. Another set was done with a mechanically dis-
turbed setup to test the capability of the method to compensate
large mechanical drifts.

During the experiments the interferograms were recorded
while the bulk refractive index in the measurement window
was varied by the glucose solutions. With the undisturbed
setup, the measurement was repeated three times for the con-
centrations of 0.05 and 0.1 wt. %, and two times for the
concentrations of 0.2 and 0.5 wt. %. The concentration of
0.7 wt. % was measured once. With the mechanically disturbed
setup, the same concentrations were measured once.

A. Image Analysis and Cross Talk
The DFT analysis of the captured interferograms was done by
using a two-dimensional (2D) fast-Fourier transform (FFT) al-
gorithm of commercial software (MATLAB). The use of a 2D
image for the analysis instead of a one-dimensional cross section
provides more data points to the analysis and averages out the
effects of local imperfections of the interferograms caused, for
example, by dust particles on the camera detector.

When analyzing multichannel YIs, it is known that cross
talk may occur between the sub-interferograms [9]. Cross
talk disturbs the analysis of the phase changes by leaking the
phase change of one sub-interferogram into the other sub-
interferograms. The effect of the cross talk is reduced when
the spatial frequencies of the sub-interferograms are coincident
with the spatial frequencies of the FFT analysis [9]. The spatial
frequencies of the FFT analysis are again determined by the
image width, i.e., the number of pixels chosen along the u
direction [Fig. 2(a)] of the camera detector. Also window func-
tions can be used to reduce the cross talk. Efficacy of various
windows, including Hamming, Hanning, and Blackman, to
reduce the cross talk of a multichannel YI is studied in [9]
where the Hamming window was found to be the most
effective.

To determine the method for the phase-change analysis,
the cross-talk induced signal to channel pair 2 and 3 was stud-
ied by analyzing the interferograms of the 0.7 wt. % undis-
turbed experiment with different image widths and with and
without the Hamming window. This concentration was
chosen because it most likely has the largest cross talk in
our experiments. The ΔΦ23 curves were calculated while the
image width was varied from 992 to 2592 pixels in 10 pixel
intervals. The ΔΦ23 curves were baseline corrected based on
the phase-change values between 0 and 1.3 min and are
shown in Figs. 5(a) and 5(b) without and with the
Hamming window, respectively. In theory, the ΔΦ23 curves
should be flat since channels 2 and 3 are reference channels.
The analyzed curves, however, show phase-change responses
that are dependent on the chosen image width, indicating the
presence of cross talk.

The responses of the baseline corrected ΔΦ23 curves were
calculated by subtracting the mean phase-change value between
1.5 and 1.7 min from the mean phase-change value between
4.2 and 4.5 min. Responses are shown in Figs. 5(c) and 5(e)
without and with the Hamming window, respectively. It can be
seen that the use of the Hamming window reduces the varia-
tion of the cross-talk induced responses. The smallest absolute
response value, 0.8 × 10−4 rad, was obtained with the image
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width of 2392 pixels without the Hamming window. With the
Hamming window, the smallest response value, 1.0 × 10−4 rad,
was obtained with the image width of 1842 pixels.

The amplitude spectrums of the image widths with the
smallest cross-talk responses are shown in Figs. 5(d) and 5(f)
without and with the Hamming window, respectively.
Amplitude spectrums show well defined peaks indicating that
the spatial frequencies of the sub-interferograms are coincident
with the spatial frequencies of the FFT analysis. This is further
proof of suitable image widths for the analysis.

Based on the cross-talk response values and the amplitude
spectrum analysis, the use of the image width of 2392 pixels
without the Hamming window was chosen to be used for
the phase-change analysis of the undisturbed experiments.
A detailed analysis of the reasons explaining why the
smallest cross -talk response was occurring without the
Hamming window in this particular experiment has not been
conducted.

B. Undisturbed Experiments

1. Phase-Change Curves
The phase-change curves ΔΦij were calculated from the re-
corded interferograms with the image width of 2392 pixels
and are shown in Fig. 6. The compensated phase-change curves
ΔΦs

13 andΔΦs
12 were calculated by using the method described

in Section 3 and are included in Fig. 6. For clarity, the phase-
change curves of only one experiment per concentration are
shown. The overall shapes of the ΔΦ13 and ΔΦ12 curves,
and the timing of the phase changes are as expected for the
used sample sequence, indicating that the sample handling, in-
terferogram recording, and the phase-change analysis work
properly.

By looking at the uncompensated ΔΦ13 and ΔΦ12 curves
and the compensated ΔΦs

13 and ΔΦs
12 curves of a single con-

centration in Fig. 6, it can be seen that the compensated curves
are nearly overlapping, whereas the uncompensated curves are
separated by a much greater amount. The overlapping of the

Fig. 5. Baseline corrected ΔΦ23 curves calculated with the image widths of 992–2592 pixels in 100 pixel intervals; (a) without the Hamming
window and (b) with the Hamming window. Curves with the smallest cross-talk responses are drawn with the bold red line: (a) at the image width of
2392 pixels and (b) at the image width of 1842 pixels. Calculated responses of ΔΦ23 curves with different image widths; (c) without the Hamming
window and (e) with the Hamming window. Part of the amplitude spectrum of the interferogram calculated; (d) with the image width of 2392 pixels
without the Hamming window and (f) with the image width of 1842 pixels with the Hamming window.
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compensated phase-change curves indicates that the compen-
sation method has almost eliminated the spatial frequency de-
pendent phase changes from the curves, i.e., the changes related
to the mechanical drift and the compensated curves are domi-
nated by the changes at the chip. The differences of the com-
pensated curves between the approximately three to seven
minutes were assumed to be caused by the remaining cross talk
between the sub-interferograms.

2. Responses
Sensor responses were calculated from the uncompensated and
compensated phase-change curves. The height of the sample-
induced phase-change step was determined by taking the aver-
age of the phase-change values between 3.5 and 6.0 min. The
calculated responses are shown in Fig. 7 with lines fitted to the
data points. The quadratic term of the refractive-index relation
of Eq. (16) was ignored in the fitting due to its negligible

Fig. 6. Measured and compensated phase-change curves of undisturbed experiments at various glucose concentrations; (a) 0.05 wt. %, (b) 0.1 wt.
%, (c) 0.2 wt. %, (d) 0.5 wt. %, and (e) 0.7 wt. %.

Fig. 7. Responses and lines fitted to the data points of the undisturbed experiments; (a) from the measured phase-change curves and (b) from the
compensated phase-change curves. Also the theoretical response of the sensor chip is included. The slope values and the normalized responses are
shown in the inset tables. The maximum range of the response values for channel pair 1 and 3 (black) and for channel pair 1 and 2 (red) is indicated
next to the related data points.
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impact at the used glucose concentrations. The normalized re-
sponses were calculated, and are shown with the slope values in
the inset tables of Fig. 7.

From Fig. 7 it can be seen that the fitted response lines of
ΔΦ12 and ΔΦ13 differ more than the corresponding lines of
ΔΦs

13 and ΔΦs
12, which are practically overlapping. The sim-

ilarity of the compensated response values indicates that the
quantification of the compensated signals is more consistent
between the channel pairs than without the compensation.
In addition, the slopes of the fitted lines are in reasonably good
agreement with the theoretical response value being 11% and
14% larger.

3. Residual Phase Changes
The effectiveness of the compensation was also gauged by cal-
culating the average value of the residual phase change between
10 and 12 min. In theory, the phase-change values should have
returned to zero at the end of the measurements because
the refractive index was restored to the initial value, and the
deviation from zero is caused by the drift of the system and
the changes at the chip.

Figure 8 shows the residual phase-change values, their aver-
age values, and standard deviations for ΔΦ13, ΔΦ12, ΔΦs

13,
and ΔΦs

12. The mean values of the residual phase changes
of ΔΦs

13 and ΔΦs
12 are practically the same although the mean

values of the uncompensated cases differ. This indicates that
the intrinsic drift is effectively reduced from the compensated
phase-change curves. It can be also seen that the compensation
works more effectively for channel pair 1 and 3 by reducing the
average residual phase-change value by 84% compared to the
uncompensated value. The corresponding reduction for chan-
nel pair 1 and 2 is 61%. The calculated reduction for channel
pair 1 and 3 is similar to the value, ∼10 times, reported in [7].

The standard deviations of the compensated residual phase-
change values were reduced, being 66% and 27% smaller than
the corresponding uncompensated values for channel pair 1
and 3 and channel pair 1 and 2, respectively.

C. Mechanically Disturbed Experiments
During the disturbed experiments the setup was deliberately
mechanically disturbed by moving the microscope objective
back and forth in the x-direction shown in Fig. 1 while the
glucose solutions were used to change the bulk refractive index
at the measurement window. The x-direction of the movement
was chosen because it causes maximal disturbance by shifting
the fringes along the u-axis (Fig. 2) on the camera detector. The
microscope objective was moved by manually controlling
the piezo actuated translation stage, and the direction of the
movement was reversed at the mid-point, approximately six
minutes, of each experiment. The amplitude of the microscope
objective movement varied between the experiments from
∼7 μm to ∼19 μm of 0.05 wt. % and 0.1 wt. % experiments,
respectively.

Based on the amplitude-spectrum analysis of the recorded
interferograms, the full image width of 2592 pixels was used
in the analysis. This was done because it provided a better
match of the spatial frequencies of the sub-interferograms
and the FFT analysis than the image width of 2359 pixels used
in the analysis of undisturbed experiments. The analysis of the
mechanically disturbed experiments was done without the
Hamming window.

1. Phase-Change Curves
Measured phase-change curves ΔΦ13, ΔΦ12, and ΔΦ23 of the
disturbed experiments are shown in Fig. 9. The compensated
phase-change curves ΔΦs

13 and ΔΦs
12 are included in the upper

part of the same figure. The shapes of the compensated phase-
change curves are similar to the measured curves of the undis-
turbed experiments. This proves that the compensation
method is able to separate the sample-induced bulk refrac-
tive-index changes from the much larger measured disturbed-
phase changes.

2. Responses
The compensated phase-change curves of Fig. 9 show a quan-
titative trend. The sensor responses were calculated from

Fig. 8. Residual phase changes of the measured and compensated phase-change curves, their average values and standard deviations of the un-
disturbed experiments of (a) channel pair 1 and 3 and (b) channel pair 1 and 2. The error bars show the range of the measured (left bar) and the
compensated (right bar) residual phase-change values.
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the compensated curves similar to those described in
Section 7.B for the undisturbed experiments, which enable
comparison of the values.

Responses and the lines fitted to the data points are shown
in Fig. 10. It can be seen that the responses have a linear trend
with the glucose concentration. The slope of the fitted line of
ΔΦs

13 is 6% smaller and of ΔΦs
12 11% smaller than the values

of the corresponding undisturbed compensated cases. Also the
slope values and the normalized responses are shown in the in-
set table of Fig. 10.

The similarity of the response values between the compen-
sated undisturbed and disturbed cases indicates that the com-
pensation method is capable to quantitatively separate the bulk
refractive-index changes from the measured phase-change
values under large mechanical drift. The largest ratio of the

maximum value of jΔΦ13j to the response of ΔΦs
13 was

161, which was measured for the glucose concentration of
0.1 wt. %.

3. Residual Phase Changes
The residual phase-change values of ΔΦs

13 and ΔΦs
12 were cal-

culated similarly for the undisturbed experiments. The average
value for ΔΦs

13 was 0.008 rad, and for ΔΦs
12 − 0.009 rad.

Values are similar to those calculated for the compensated
undisturbed curves shown in Fig. 8. The negative residual
phase-change value of disturbed ΔΦs

12 indicates that the com-
pensation method over compensates the drift, but its absolute
value is similar to the undisturbed compensated case. The sim-
ilarity of the values between compensated disturbed and com-
pensated undisturbed cases provides further proof of the
efficacy of the compensation method to compensate large
mechanical drifts.

8. DISCUSSION

Based on the analysis of the phase-change curves, responses and
residual phase changes, the compensation method was found to
be effective in reducing the drifts of the undisturbed and me-
chanically disturbed experiments.

With the undisturbed experiments, we have demonstrated
that the compensation method converts the compensated
phase-change curves mutually more similar than the measured
ones, and that the residual phase-change values were reduced.
In addition, the compensation method improved the similarity
of the responses between the channel pairs. It was also seen that
the compensation method was more effective in reducing the
drift of channel pair 1 and 3 than of channel pair 1 and 2. The
different outcome of the compensation between the channel
pairs is attributed to the cross-over chip layout, which was de-
signed on purpose to maximize the similarity of the drift in-
duced signal of the measurement channel pair 1 and 3 and
the compensation channel pair 2 and 3. Based on these results,

Fig. 9. Measured and compensated phase-change curves of the disturbed experiments at the glucose concentrations of 0.05, 0.1, 0.2, 0.5, and
0.7 wt. % from left to right. The measured phase-change curves are drawn with black lines and refer to the y-axis on the left. The compensated curves
are drawn with the blue lines and refer to the y-axis on the right.

Fig. 10. Responses and lines fitted to the data points of the com-
pensated phase-change curves of the disturbed experiment Also the
theoretical response of the sensor chip is included. The slope values
and the normalized responses are shown in the inset table.
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the cross-over chip layout seems beneficial from the compen-
sation point of view.

The mechanically disturbed experiments demonstrated that
the compensation method was able to separate the sample-
induced phase changes up to 161 times larger measured phase
changes, proving the ability of the method to compensate for
large mechanical drifts. Responses had a linear trend with the
sample-induced bulk refractive-index changes, and the
values were similar to calculated undisturbed experiments, in-
dicating that the compensation method is suitable for quanti-
tative measurements even under mechanical disturbances. The
responses and the residual phase changes of channel pair 1 and
3 were more similar to the results of the undisturbed experi-
ments than the results of channel pair 1 and 2; further proving
the benefit of the cross-over chip layout.

9. CONCLUSIONS

In this paper we derived a compensation method for a multi-
channel YI having two reference channels. The method is based
on the analysis of the spatial shifts of the interferogram fringes.

The capability of the compensation method was demon-
strated by an analysis of quantitative measurements done with
a three-channel polymeric YI chip manufactured with a UV-
imprinting method. The measurements were done with an un-
disturbed and mechanically disturbed setup. Based on the
analysis of the experiments, the compensation method was
found to be effective in compensating the intrinsic drifts of
the undisturbed measurements and the large induced mechani-
cal drifts of the disturbed experiments.

The derived compensation method can be readily utilized
with YI readers since it is based on the properties of a multi-
channel YI chip and signal analysis, and no specific optical read-
out arrangements or components are needed. The discussed
compensation method improves the robustness of the inte-
grated multi-channel YI sensors to mechanical drifts, making
them more compatible with the measurements in noisy envi-
ronments. Improved robustness again makes YI sensor chips a
more feasible platform for low-cost readers for rapid testing and
point-of-care diagnostics.
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Polymeric integrated Young interferometer sensor chips utilizing a slot waveguide have demonstrated to be sensitive, to work at visible
wavelengths, to be manufacturable by simple process, and to have a reduced sensitivity to temperature fluctuations. Although slot
waveguide Young interferometers have these desirable features for low-cost rapid diagnostics, the sensor readout is disturbed by mechanical
drifts of the sensing system. In this paper we demonstrate that mechanical drifts of the readout system can be compensated by using a
multichannel slot waveguide Young interferometer having two reference waveguides and applying a drift compensation method based on
the analysis of the spatial shifts of the interferogram fringes. The applicability of the drift compensation method was studied by conducting
experiments with undisturbed and with mechanically disturbed setup to measure the phase changes induced by the changes of the bulk
refractive index. By applying the drift compensation method, the sample induced phase change responses were extracted from up to
18 times larger measured phase changes in the disturbed experiments proving the applicability of the method with multichannel slot
waveguide Young interferometers.
[DOI: http://dx.doi.org/10.2971/jeos.2015.15053]

Keywords: Slot waveguide, integrated Young interferometer, drift compensation, interferometry, polymer waveguides

1 INTRODUCTION

Integrated Young interferometers (YI) have been demon-
strated to be a sensitive label free sensor platform being
able to detect bulk refractive index (RI) differences in the
level of 10−5–10−8 refractive index units (RIU) [1]–[3]. Sensor
chips have been implemented as silicon, glass, TaO5 and
polymeric devices based on slab, planar, ridge, inverted ridge
and slot waveguides [1]–[7]. Integrated YI sensors have been
demonstrated to be compatible with multi-analyte sensing
and detection from complex sample matrices [8]. The label
free detection technique enables simpler assays reducing the
complexity and cost of the analysis.

Polymeric integrated YI sensor chips utilizing a slot wave-
guide have been demonstrated to work at visible wavelengths
and to measure bulk RI differences down to level of 10−6 RIU
[7]. Slot waveguide enables a sensor layout where measure-
ment and reference waveguides are similarly exposed to sam-
ples, which has been shown to significantly reduce the sen-
sor sensitivity to temperature fluctuations [7]. These proper-
ties make the slot waveguide YI sensor platform interesting
for rapid diagnostic applications where low-cost and sensor
disposability are key properties as well as the robustness of
the measurement.

Although slot waveguide based YI chips have many desirable

features, the interferometric sensing method is disturbed by
the mechanical drifts of the readout system. One solution is to
isolate the readout system from external disturbances [9], but
this is not easily implementable with low-cost portable read-
ers. Another approach is based on multichannel chip layouts
where two reference waveguides provide signal for the cal-
culation of the drift compensated signal. Idea has been intro-
duced and demonstrated to be applicable for the compensa-
tion of intrinsic drifts of the measurement system [10]. Au-
thors have presented a theory for this approach where spa-
tial shifts of the interferogram fringes are used to calculate the
drift compensation [11]. It was also demonstrated by using
a polymeric multichannel inverted ridge waveguide YI chip
that the compensation method is capable to quantitatively ex-
tract sample induced bulk RI changes even though the mea-
surement setup was deliberately mechanically disturbed.

In this paper we study whether mechanical drifts of the read-
out system can be compensated by using a multichannel slot
waveguide Young interferometer having two reference wave-
guides and the drift compensation method based on the anal-
ysis of the spatial shifts of the interferogram fringes. For this
purpose, two sets of measurements were done: the first set
was conducted with an undisturbed setup, and the second
set with a mechanically disturbed setup. During the measure-
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ments, the chip was exposed to sample solutions, i.e., aque-
ous glucose solutions with various concentrations, to mod-
ify the bulk RI and induce phase change responses. The re-
sponses were calculated from the phase change curves of the
undisturbed measurements and from the drift compensated
phase change curves of the disturbed measurements. The ob-
tained response values of the undisturbed and disturbed ex-
periments were compared to analyse the applicability of the
compensation method.

2 SENSOR CHIP

The layout of the multichannel slot waveguide YI sensor chip
is shown in Figure 1(a) with dimensions, and a microscope
image of part of the waveguides in Figure 1(b). The input
ridge waveguide has two Y-junctions splitting it into three
parallel waveguides called channels. The channel numbering
is shown on the waveguides in Figure 1(a). Channel 1 is the
measurement channel containing a slot structure, i.e. a narrow
groove with the width of about 150 nm and the length of 7.5
mm. Channels 2 and 3 are reference channels implemented
as ridge waveguides without slots. Scanning electron micro-
scope (SEM) images of the cross-sections of both waveguide
types are shown in Figure 1(c). The ridge and slot waveguide
regions of channel 1 change abruptly without any taper struc-
ture leading to mode mismatch loss of 1 dB of the two inter-
faces. Due to the larger losses of the measurement channel, it
was designed to have only one Y-junction enabling the cou-
pling of a larger optical power to the slot structure. In princi-
ple, the slot structure could have been placed to any one of the
channels.

The ends of the waveguides were protected by an over-
cladding layer leaving the measurement window open for
the interaction with the sample solutions. Although the over-
cladding layer defines the length of the measurement win-
dow, the sensing length is defined by the length of the slot
structure since it is the only part where the measurement and
reference waveguides differ significantly and react differently
to the samples. The measurement and reference channels also
differ within the measurement window due to the second Y-
junction branching the two reference channels. Anyhow the
length where the measurement and reference channels dif-
fer due to the branching of the channels 2 and 3 is only 100
µm, which is much smaller than the sensing length, and thus
does not have a significant impact to the sensor chip responses
here.

The waveguides were fabricated from UV-curable hybrid
polymer (Ormocore, RI 1.553, Micro resist technology). First,
thinned Ormocore (Ormocore : Ma-T1050, weight ratio 1:7)
was spin coated on a silicon wafer with 2 µm thick thermal ox-
ide layer acting as an undercladding layer for the waveguides.
Thinner (Ma-T1050) was evaporated at 130 ◦C for 10 min-
utes on a hot plate. For the waveguide replication, the trans-
parent mold was stacked up in contact with the Ormocore
coated wafer and pressed together in a nanoimprint equip-
ment (Eitre 6, Obducat) with 10 bar pressure followed by 2
min UV-exposure. After the patterned waveguides were re-
leased from the mold they were hardened by post baking for

a)

b)

c)

d)

FIG. 1 a) Schematic of YI sensor structure with dimensions and channel numbering;

b) Top view microscope image of part of the sensor waveguides; c) Scanning electron

microscope images of the cross-sections of slot and ridge waveguides taken approxi-

mately along the line A-A´shown in b; d) Theoretical TE-mode field profiles of slot and

ridge waveguides.

one hour at 130 ◦C on a hot plate. In order to protect the wave-
guides from the contact with the flow cell, an overcladding
layer (Ormostamp, RI 1.515, Micro resist technology) having a
thickness of 10 µm was processed by using photolithography.
The patterning of the over-cladding layer can be done with
loose positional tolerances, since the sensing length is defined
by the length of the slot structure. The manufacturing of the
chip structures is described in detail in Ref. [7], where a two-
channel slot waveguide YI sensor was analysed.

3 DETECTION PRINCIPLE AND SETUP

In the experiments, laser light was end-fire coupled into the
input waveguide and split into the measurement and refer-
ence channels. In the measurement window, sample inter-
acts with the evanescent wave of the light propagating in the
waveguides, and thus a change of the RI in the measurement
window changes the effective RIs of the waveguides. It has
been shown that the same bulk RI change induces a larger ef-
fective RI change of the slot structure than of the ridge wave-
guide, which changes their mutual optical path length differ-
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ence [7]. The change of the effective RI of the slot structure
is larger because the electric field is confined into the slot, as
shown by the simulated TE-mode field profiles of Figure 1(d),
enhancing the light–sample interaction. Based on the simu-
lations of the slot waveguide geometry covered with water,
5.4% of the optical field intensity is confined into the groove
and in total of 10.4% into the water. With the ridge waveguide
geometry, 5.4% of the optical field intensity is confined into
the surrounding water. Light-sample interaction can be fur-
ther enhanced by applying a high index coating, such as TaO5,
on the waveguide moving the mode outwards and increasing
the confinement of the optical field intensity in the overlying
medium [12, 13]. The difference in the change of the effective
RIs enables a YI sensor chip layout where all the waveguides
are exposed to sample solutions similarly.

When light couples out from the chip, the diverging beams
overlap and interfere forming an interferogram that is a su-
perposition of the three two-beam sub-interferograms formed
by all the possible channel pairs, i.e. channel pairs 1 and 2, 1
and 3, and 2 and 3. An example of an interferogram is shown
in Figure 2(b). The interferogram fringes shift when the mu-
tual optical path length difference between the measurement
and the reference channels changes due to the sample solu-
tions.

Schematic of the measurement setup is shown in Figure 2(a).
In the experiments, frequency stabilized laser light (wave-
length 633 nm, HRS015, Thorlabs) was coupled into the input
waveguide by using a focusing lens (C230TM-B, Thorlabs).
In addition, an optical isolator was used to prevent the back-
reflections into the laser, and a quarter wave plate and a polar-
izer to select the TE-polarization state of the incoupled light.
A beam expander was used to reduce the spot size produced
by the focusing lens to enhance the in-coupling efficiency and
to reduce the stray light. Interferogram was imaged onto a
camera detector (PL-E425CU, PixeLink) by using a 40× micro-
scope objective (NA 0.65, Micro Plan, Edmund Optics) with
the image interval of 10 s. To form the interferogram, the
microscope objective was mounted onto a translational stage
equipped with a micrometer drive enabling the controlled ad-
justment of the separation between the microscope objective
and the chip. The interferogram was formed by first imaging
the out-coupling end of the chip to the camera and then mov-
ing the microscope objective ∼800 µm away from the chip.
For the mechanically disturbed experiments, the microscope
objective was mounted onto a piezo actuated XYZ-translation
stage and the microscope objective was moved in the direction
shown by the arrow in Figure 2(a). The direction of the mi-
croscope objective movement was chosen to maximise the in-
duced disturbance by mechanically moving the fringes on the
camera detector along the same direction as they are shifted
by the sample induced RI changes.

4 CALCULATION OF THE DRIFT
COMPENSATED SIGNAL

Discrete Fourier transform was used to analyze the captured
interferograms yielding the phases and the spatial frequencies
of the sub-interferogram fringes. Since all the channel pairs

a)

b)

c)

FIG. 2 a) Schematic of the optical setup. In the disturbed measurements, the mi-

croscope objective was moved in the direction indicated by the arrow; b) Captured

interferogram; c) Amplitude spectrum of an interferogram. The spatial frequencies,

kij, related to the sub-interferogram of channel pair i and j, stand out as a spikes.

had a unique separation at the outcoupling end, every sub-
interferogram had an own spatial frequency, as shown in Fig-
ure 2(c), and thus their phases could be monitored separately
in the experiments. If the separation of any two channel pairs
would be same, then their spatial frequencies would be co-
located in the amplitude spectrum and their phase changes
could not be monitored separately. The phase change of the
channel pair i and j, ∆φij, at time t was calculated as a differ-
ence of the phase value φij at time t and at the beginning of
the experiment, t0, i.e. ∆φij (t) = φij (t)− φij (t0).

Phase changes are a combination of the phase changes caused
by the RI changes in the measurement window of the chip and
the drifts of the system. Drifts are related either to the internal
changes of the chip, caused for example by temperature varia-
tions, or to changes of the measurement setup, such as the me-
chanical movement of the components. Phase changes caused
by the chip internal drifts can be assumed to be small since all
the channels are integrated into a single chip and are exposed
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similarly to the samples. It can be also assumed that all the
channels see the changes of the measurement setup similarly
since they are sharing the optical components.

Since channels 2 and 3 are both reference channels, RI change
in the measurement window does not induce any phase
change into their sub-interferogram, and thus the phase
changes are caused by the drifts that are dominated by the
changes of the setup. Based on this, the phase changes of
the channel pair 2 and 3 can be used to calculate the drift
compensated phase changes of the channel pairs 1 and 2, and
1 and 3. Anyhow, the phase changes of the channel pair 2 and
3 cannot be directly subtracted from the phase changes of the
channel pairs 1 and 2, and 1 and 3 since a change of the setup
induces a different phase change between different channel
pairs. Instead the drift compensation has to be calculated
from the spatial shifts of the interferogram fringes since a
change of the setup induces the same spatial shift of the
fringes in all the sub-interferograms.

Now, the drift compensated sample induced spatial shift of
the channel pair 1 and 3, ∆ss

13, can be calculated as

∆ss
13(t) ≈ ∆s13(t)− ∆s23(t), (1)

where ∆s13 and ∆s23 are the spatial shifts of the sub-
interferogram fringes of the channel pairs 1 and 3, and 2 and
3, respectively. Eq. (1) is an approximation since the internal
changes of the chip are not taken into account and are ignored
in this paper. The spatial shift of the channel pair i and j can
be calculated from the phase change by using a relation

∆sij (t) =
∆φij(t)
2πkij

, (2)

where kij is the spatial frequency of the sub-interferogram of
the channel pair.

By using the relation of Eq. (2), the drift compensated sample
induced phase change of the channel pair 1 and 3, ∆φs

13, can
be calculated as

∆φs
13 (t) = 2πk13∆ss

13 (t) (3)

By substituting Eq. (1) into Eq. (3) and using the relation of
Eq. (2), a compact expression for ∆φs

13 is obtained:

∆φs
13 (t) = ∆φ13 (t)−

k13

k23
∆φ23(t), (4)

which is the form used in this paper to calculate the drift com-
pensation.

The drift compensated sample induced phase change of the
channel pair 1 and 2 can be calculated similarly. This approach
can be applied to chips with more than one measurement
channel by analysing each measurement channel separately.
A more detailed discussion of the calculation of the drift com-
pensation is presented in Ref. [11].

5 SAMPLE SOLUTIONS

To modify the bulk RI in the measurement window, aqueous
glucose solutions with the concentrations of 0.01, 0.02, 0.05,

0.1 and 0.2 weight percent (wt. %) were prepared in ultra-pure
water (MilliQ Academic, Merck Millipore). The RI differences
of the solutions to pure water were calculated by using a poly-
nomial [11] fitted to the tabulated values [14] yielding the fol-
lowing values from smallest to highest glucose concentration:
1.4×10−5, 2.8×10−5, 7.0×10−5, 1.4×10−4 and 2.8×10−4 RIU.
Glucose solutions were stored in the room temperature to
equalize their temperature with the setup.

A flow cell was assembled onto the YI chip to enable actua-
tion of solutions. The inlet of the flow cell was connected to
the sample vial and the outlet to a syringe pump (Nexus 3000,
Chemyx), which was driven in withdraw mode with the con-
stant flow rate of 100 µl/min. The flow cell was assembled
onto the chip and filled with water at least a day before the
experiments to reduce the effect of water absorption into the
polymeric waveguides during the measurements [6].

6 RESULTS

To study the applicability of the drift compensation with mul-
tichannel slot waveguide YI, experiments to sense bulk RI
changes were conducted with undisturbed and with mechan-
ically disturbed setup. In this section, the results of the undis-
turbed experiments are discussed first followed by the discus-
sion of the mechanically disturbed experiments. To facilitate
the comparison of the results between these two experiment
types, the phase change curves and sensor responses of undis-
turbed and disturbed experiments are presented side by side
in Figure 3 and Figure 4.

6.1 Undisturbed experiments

Responses of the sensor chip to the bulk RI changes were first
determined with an undisturbed setup by exposing the sensor
chip to 500 µl pulses of glucose solutions followed by flushing
with water. The concentrations of 0.01, 0.05 and 0.2 wt. % were
measured once, and the concentrations of 0.02, and 0.1 wt. %
three times. The approximate timing of the glucose solutions
in the flow cell is indicated in Figure 3(a).

The measured phase change curves of all the channel pairs are
shown in the lower row of Figure 3(a), and the compensated
phase change curves of the channel pairs 1 and 3, and 1 and 2
in the upper row. For clarity, only one set of curves per concen-
tration is shown. It can be seen, that the phase change curves
show clear responses to the bulk RI changes at all glucose con-
centrations. It can be also seen that the phase change curves
of the reference channels, ∆φ23, seem to react to the glucose
solutions at the concentrations of 0.1 and 0.2 wt.% showing
small negative and positive phase changes, respectively. These
phase changes are not anyhow direct reactions to RI changes,
but caused by the cross-talk between the channel pairs which
is a known phenomenon in multichannel YI sensors [15]. Also
the different signs of these phase changes provide a further
proof of the cross-talk induced phase changes instead of real
sensor responses.

Sensor responses were determined from the phase change
curves by subtracting the mean value within 1.2-1.5 min from
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FIG. 3 Phase change curves of a) undisturbed experiments; and b) disturbed experiments. The upper row in the figures shows the compensated and the lower row the measured

phase change curves. RI differences, ∆n, to pure water and the concentrations of the glucose solutions are displayed above the curves. The background colour indicates the

timing of the solutions in the flow cell.

the mean value within 4.8-5.2 min. The sensor responses are
shown in Figure 4(a) and Figure 4(b) for the channel pair 1 and
3, and 1 and 2, respectively, with and without the compensa-
tion. It can be seen that, in overall, the responses increase with
the increasing glucose concentration in all of the cases, as ex-
pected. Anyhow, it can be also seen that there is some ambi-
guity in the quantification since some of the response values
of different concentrations are overlapping or are very close
to each other, and thus the sensor readout is closer to semi-
quantitative than quantitative.

Theoretical sensor responses were calculated by using a finite-
element method of commercial software (Fimmwave, Photon
Design). Simulations were conducted by first determining the
waveguide dimensions from the SEM images (Figure 1(c)) and
then calculating the effective RIs of the waveguides with vari-
ous ambient RI values corresponding to the glucose solutions
yielding the theoretical sensitivity of the sensor chip. The the-
oretical response is shown in Figure 4(a) and Figure 4(b), and
is in good agreement with the measured values. Anyhow, the
sensor response seems to saturate at the highest concentration
that is attributed to the flow and diffusion dynamics of the
glucose molecules within the narrow slot structure.

6.2 Disturbed experiments

During the mechanically disturbed experiments, the micro-
scope objective was moved while the glucose solutions were
used to change the bulk RI in the measurement window sim-
ilarly as in the undisturbed experiments. The microscope ob-
jective was moved by manually controlling the piezo actua-
tor, and the direction of the movement was reversed during
each measurement. The rate of the movement varied between
measurements, as well as the maximum displacement of the
microscope objective being within 6-11 µm. The concentration
of 0.05 wt. % was measured twice and the concentrations of 0.1
and 0.2 wt. % once.

The measured phase change curves of all the channel pairs are
shown in the lower row of Figure 3(b) and the compensated
phase change curves of channel pairs 1 and 3, and 1 and 2
in the upper row. The shapes of the drift compensated phase
change curves of the two highest concentrations (i.e. 0.1 and
0.2 wt. %,) are similar than the ones obtained in the undis-
turbed experiments although they show more fluctuations. At
the smallest concentration (0.05 wt. %), the sample induced
phase changes and the signal fluctuations are at the same
range, and thus the method cannot be considered to be able
to extract the bulk RI changes at this level (7.0 × 10−5 RIU)
anymore. The fluctuations of the compensated signal are at-
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a)

b)

FIG. 4 Responses calculated from undisturbed measured, undisturbed compensated

and disturbed compensated phase change curves of a) channel pair 1 and 3; and b)

channel pair 1 and 2. The maximum range of the response values of undisturbed mea-

sured (black text) and of undisturbed compensated (red text) data sets are indicated

next to the related data points.

tributed to the cross-talk between the channel pairs, which
was already seen with the undisturbed experiments.

The responses of the compensated phase change curves for
the concentrations of 0.1 and 0.2 wt. % were calculated sim-
ilarly as in the undisturbed measurements and are included
into Figure 4(a) and Figure 4(b). The calculated responses are
in agreement with the values of the undisturbed experiments
for both channel pairs proving the applicability of the drift
compensation method with the multichannel slot waveguide
YI sensor. The drift compensation method was thus capable to
extract sample induced phase change responses from 18 times
larger measured phase changes with the bulk RI difference of
1.4 × 10−4 RIU.

7 CONCLUSIONS

In this work we demonstrated that mechanical drifts of the
measurement setup can be compensated by using a polymeric
multichannel slot waveguide YI sensor having two reference
channels and the analysis of the spatial shifts of the interfer-
ogram fringes. Experiments were conducted with an undis-
turbed and with a mechanically disturbed measurement setup
while the bulk RI in the measurement window was modified
by aqueous glucose solutions with various concentrations.

The sensor responses calculated from the phase change curves

of the undisturbed measurements and from the compensated
phase change curves of disturbed measurements were in good
agreement. This demonstrates the applicability of the drift
compensation method with the multichannel slot waveguide
YI sensor. Based on the mechanically disturbed experiments,
the drift compensation method was able to extract the sample
induced phase changes caused by the bulk RI difference of
1.4 × 10−4 RIU from 18 times larger measured phase change
signal. At the smaller bulk RI difference, the drift compen-
sation method was not capable to differentiate the sample
induced phase change from the overall signal fluctuations.
The fluctuations were attributed to the cross-talk between the
channel pairs limiting the utilization of the drift compensation
method. The applicability of the drift compensation method
further improves the compatibility of the polymer slot wave-
guide YI sensors for low-cost rapid diagnostic applications by
enhancing the robustness of the platform.
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Abstract: Flexible photonic integrated circuit technology is an emerging 
field expanding the usage possibilities of photonics, particularly in sensor 
applications, by enabling the realization of conformable devices and 
introduction of new alternative production methods. Here, we demonstrate 
that disposable polymeric photonic integrated circuit devices can be 
produced in lengths of hundreds of meters by ultra-high volume roll-to-roll 
methods on a flexible carrier. Attenuation properties of hundreds of 
individual devices were measured confirming that waveguides with good 
and repeatable performance were fabricated. We also demonstrate the 
applicability of the devices for the evanescent wave sensing of ambient 
refractive index. The production of integrated photonic devices using ultra-
high volume fabrication, in a similar manner as paper is produced, may 
inherently expand methods of manufacturing low-cost disposable photonic 
integrated circuits for a wide range of sensor applications. 
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1. Introduction 

Photonic integrated circuits (PICs) are an optical counterpart for integrated electrical circuits, 
where several functionalities are integrated onto a single platform to perform a wide variety 
of optical functions. The research on PICs has been mostly motivated by telecommunication 
and short-range interconnection applications [1–3]. PICs are also highly applicable in sensor 
usage, since they enable convenient implementation of waveguide-based signal routing 
between a light source, sensing area and detection point, as well as multiparameter sensing 
[4,5]. Silicon-based PICs have become particularly popular due to their compatibility with 
mature complementary metal–oxide–semiconductor (CMOS) technologies [1]. Due to the 
diversity of the implemented functionalities, a large variety of other materials has also been 
used to realize PICs including indium phosphide [6,7], glass [8] and ceramics [9,10]. On the 
other hand, polymeric materials are also used in PICs and as interconnection busses between 
PICs due to their versatile processing [11–13]. 
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Polymers are dominant in flexible photonic platforms [14]. Flexible photonics is an 
emerging field expanding the usage possibilities of photonics in several applications, such as 
displays, interconnections, solar cells and sensors [15–19]. This is because flexibility allows 
the realization of conformable and diverse-shaped photonic devices and systems. To date, 
flexible photonics has been mostly produced in batches by fabricating functional devices on 
rigid substrates and assembling separately produced devices on a deformable carrier typically 
made of plastic [20]. For example, photonic crystals [21], light-emitting diodes (LEDs) [15] 
and PICs [16] have been integrated on deformable platforms using the device transfer based 
method. In order to decrease the complexity and the cost of the manufacture, the additional 
assembly step is preferably avoided. Therefore, flexible photonic devices and systems have 
been produced also by fabricating functional parts in batches directly on deformable carriers. 
Particularly, the development of organic light emitting diodes (OLEDs) [22] initiated the vast 
field of research on flexible organic electronics [23,24] and photonics [20,25–28] resulting in 
the monolithic fabrication of active and passive devices directly on deformable substrates 
including light emitting devices [29,30], polymer solar cells [31] and waveguide devices [17]. 

To date, independent of the choice of material, realization of PICs has relied on batch 
processing, however. The increasing need to minimize the production costs of photonics has, 
however, initiated the researchers to seek alternative methods for batch-based fabrication. 
Especially disposable photonics, such as optical sensors for point-of-care diagnostics, are 
very difficult to realize by wafer or sheet-level processing due to the large footprint, typically 
several square centimeters, required for different functionalities and handling as well as due 
to cost strains. To offer an alternative for traditional batch production, roll-to-roll (R2R) 
processing has been introduced to produce photonics and electronics in a similar manner as 
paper is produced [32,33]. In R2R processing, different surface structures and materials are 
patterned onto a continuously moving carrier. Diffractive optics [34], slab light guiding [35], 
surface enhanced Raman spectroscopy (SERS) sensor structures [36], and solar cells [37,38] 
have already been demonstrated in the roll format. However, PICs with signal routing and 
transducing functionalities have not been produced by ultra-high volume R2R processing. 

Micro- and nanoscale replication methods suitable for high-throughput production have 
attracted significant research and development efforts since the introduction of nanoimprint 
lithography (NIL) [39,40]. The operation principle of NIL is simple where a mould with a 
surface pattern is replicated to another surface by stamping and curing the material to be 
replicated. Depending on the curing method, NIL or imprinting can be divided into thermal 
embossing and UV-imprinting. In thermal embossing the replication tool is heated above the 
glass transition temperature of the thermoplastic polymer to be replicated. During the 
stamping, thermoplastic material softens and the surface pattern of the mould is replicated due 
to applied pressure. In UV-imprinting, resin to be replicated is in liquid phase when the 
stamping tool is brought into the contact. By applying UV-light, the resin is cured and the 
surface structure is replicated. Both, thermal and UV-based methods have been successfully 
transferred from static wafer- or sheet-level processing to continuous R2R processing with 
demonstrations to produce sub-µm structures [33,40,41]. As our previous work has shown, 
sheet-level UV-imprint method can be used to fabricate optical single-mode waveguides [42–
44], the UV-curing method was chosen in this work to investigate whether R2R scale 
processing can be also applied in production of single-mode waveguides. 

PICs can be used to implement evanescent wave sensors, such as Young interferometers 
(YIs) [45]. Integrated YIs are based on waveguides and they utilize an evanescent wave field 
to sense refractive index (RI) changes at or near the waveguide surface. Sensor chips have 
been realized by using inorganic materials such as silicon [46], glass [47,48], and tantalum 
pentoxide [49]. More recently, polymeric YI sensor chips have been implemented based on 
slab [50], inverted ridge [51] and slot [52] waveguides. Polymeric YIs have been reported to 
have limit of detections (LODs) 10−5-10−6 RIU [51,52] whereas inorganic YIs have achieved 
LODs 10−6-10−8 RIU [46,48,49] placing them among the most sensitive ones among 
integrated interferometric sensors [45]. 

#255397 Received 11 Dec 2015; revised 21 Jan 2016; accepted 23 Jan 2016; published 1 Feb 2016 
© 2016 OSA 8 Feb 2016 | Vol. 24, No. 3 | DOI:10.1364/OE.24.002527 | OPTICS EXPRESS 2530 



In this paper, we demonstrate that polymeric single-modal PICs for disposable sensors can 
be manufactured on rolls at lengths of hundreds of meters by R2R processing. This opens a 
new avenue for the utilization of PICs by enabling their wide spread usage as disposable 
platforms. We assess the single-modal operation of the waveguides, and analyze attenuation 
properties of hundreds of individual waveguide samples. The results show that waveguide 
devices with good and repeatable performance were fabricated. Then we demonstrate the 
applicability of the PICs for evanescent wave sensing of ambient RI changes utilizing them as 
integrated YI chips. 

The organization of this paper is as follows: In Section 2 we describe the sensor design 
and the sensing principle of integrated YIs. Section 3, Materials and setups, discusses the 
determination of the RIs of the used materials, optical setups, and sample solutions used in 
the sensing experiments as well as their actuation. In Section 4 the stamp fabrication and the 
R2R processing of PICs are described. Section 5 contains the experimental results and 
discussion of the single-modality of the waveguides, the waveguide attenuation 
measurements, and the ambient RI sensing experiments. Finally, our conclusions are given in 
Section 6. 

2. Sensor design and sensing principle 

A roll of PICs is shown in Fig. 1(a) and a sensor chip with PIC sensors cut from the roll is 
shown in Fig. 1(b). A schematic of the YI sensor chip layout used in this paper is shown in 
Fig. 1(c). The sensor chip input waveguide has three Y-junctions splitting the waveguide into 
four parallel waveguides forming two YIs, named YI1 and YI2, both consisting of a reference 
and a measurement waveguide. The distance between the measurement and reference 
waveguides is increased at the measurement window enabling the patterning of the necessary 
overcladding layer without lithographic precision. The exact sensor chip design used in this 
paper, is discussed in detail in Section 5.3. 

 

Fig. 1. (a) Roll of sensor PICs, (b) sensor chip cut from the roll, and (c) illustration of the YI 
sensor layout with a captured interferogram. 
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During YI experiments, laser light was end-fire coupled into the input waveguide. The 
outcoupled diverging light beams overlapped and interfered, and the interferogram was 
imaged onto a camera detector by using a microscope objective. Imaging was done 
sufficiently close to the end of the chip, and thus the beams interfered only with the nearest 
beam forming two, 2-beam interferograms. In addition, the separation between the 
microscope objective and the camera was chosen so that the interferograms were imaged 
simultaneously onto a single camera detector as shown in Fig. 1(c). 

The sensing method is based on the analysis of the sample-induced shifts of the 
interferogram fringes. When RI in the measurement window on the measurement waveguide 
is changed by the sample, the effective RI of the waveguide is changed due to the interaction 
of the sample with the evanescent wave of the light propagating in the waveguide. Since the 
reference waveguide is passivated by an overcladding layer, the mutual optical path length 
difference between the measurement and reference waveguides changes that is seen as a shift 
of the interferogram fringes. More detailed discussion of the designing principles of 
integrated YIs and the measurement technique can be found in the literature [53,54]. 

3. Materials and setups 

3.1 Determination of refractive indices 

Refractive indices, n, of the used materials including undercladding (Nalax2, Nanocomp), 
core material (Epocore, Micro resist technology) and overcladding (OP-4-20632, Dymax) 
were determined by using the prism coupling method and applying the first order Sellmeir 
equation of 
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to interpolate the RIs for the wavelength of 975 nm, i.e. for the wavelength used in the 
experiments. In Eq. (1) λ is the wavelength of light, and A and B are the Sellmeir coefficients. 

A prism coupler (2010, Metricon) was equipped with lasers of 633, 829, 1320 and 1552 
nm wavelengths. The obtained Sellmeir coefficients for each material are listed in Table 1. 
The Sellmeir RI dispersion curves and measured RIs at discrete wavelengths are shown in 
Fig. 2. It is worth noting that the maximum observed deviation between the experimentally 
obtained RI value and the dispersion curve is 0.001. Calculated RIs at the wavelength of 975 
nm are shown in Table 1. 

Table 1. Obtained Sellmeier coefficients for the used materials and the RIs calculated at 
the wavelength of 975 nm. 

Material A B (µm2)  Refractive index @ 975 nm 

Nalax2 1.256 0.01308  1.508 

Epocore 1.481 0.01667  1.583 

OP-4-20632 1.354 0.01500  1.541 
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Fig. 2. Obtained Sellmeier dispersion curves and measured RIs at discrete wavelengths for the 
used materials. 

3.2 Optical setups 

The measurement setup for the attenuation measurements is illustrated in Fig. 3(a). Laser 
light from a source (QFBGLD-980-5, QPhotonics) emitting at 975 nm was coupled into the 
waveguides from a tapered polarization maintaining (PM) input fiber forming a spot about 2.8 
µm in diameter. The operational wavelength of 975 nm was chosen in this work allowing the 
usage of silicon-based cameras and the single-modal waveguide operation that is discussed in 
Section 5.1. When investigating modal intensity distribution, the waveguide output facet was 
imaged onto a camera (UI-3240CP-NIR-GL, IDS Imaging Development Systems) through a 
100× microscope objective. During intensity measurements, the transmitted light was 
collected with another tapered fiber. An autoalign station (Newport) was used during 
measurements to align the fibers into their optimal transmission positions. 

A schematic of the measurement setup for YI experiments is shown in Fig. 3(b). The light 
source, the incoupling optics and the camera were the same as used for the attenuation 
measurements. TM polarized light was used in the YI experiments due to its higher sensitivity 
compared to TE polarization [51]. Polarization state was confirmed with an external polarizer 
prior to the measurements. The interference patterns were imaged onto the camera using a 
40× microscope objective. The distance between the camera detector and the outcoupling end 
of the chip was about 17 cm. The interferograms were imaged at a distance of ~250 µm and 
the interval between the captured interferograms was 2 s. 

 

Fig. 3. (a) Setup for investigating the modal intensity distribution and for the measurement of 
attenuation values. The input fiber was moved in the x-direction in the intensity distribution 
experiments. The white arrows point to the edges of the overcladding area related to the modal 
mismatch loss discussed in Section 5.1. (b) Optical setup for ambient RI sensing experiments. 
PM = polarization maintaining. 
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Interferograms were analyzed by a two-dimensional fast-Fourier transform (FFT) 
algorithm yielding the phases of the fringes [53]. The areas of the interferograms for the FFT 
analysis were selected for each measurement and for both of the interferometers individually. 

3.3 Sample solutions for ambient refractive index sensing experiments and their actuation 

For ambient RI measurements, D-Glucose (Sigma-Aldrich) solutions were prepared in 
ultrapure water (MilliQ Academic, Merck Millipore) at the following concentrations: 0.006, 
0.01, 0.03, 0.1 and 0.5 weight % (wt.%) with the following calculated RI differences to pure 
water: 8 × 10−6, 1.4 × 10−5, 4.2 × 10−5, 1.4 × 10−4 and 7.0 × 10−4 RIU, respectively. The RI 
differences were calculated by using a polynomial [55] fitted to the tabulated RI values of 
aqueous glucose solutions [56]. Solutions were stored at room temperature to make sure that 
samples and measurement setup had the same temperature. 

For the sample actuation during the sensing experiments, a flow cell was assembled on 
top of the interferometer chip, and sealed with a seal ring. The outlet of the flow cell was 
connected to a syringe pump (Nexus 3000, Chemyx) and the inlet to a sample vial by a tube. 
The syringe pump was operated in withdraw mode at a constant flow rate of 100 µl/min. To 
reduce the effect of water absorption into the waveguides during the experiments [50], the 
flow cell was filled with water at least a day before the measurements. During the 
experiments the sample and flushing solutions were sequentially pipetted into the sample vial. 

4. Roll-to-roll fabrication 

4.1 Nickel stamp fabrication 

A nickel (Ni) stamp was used as a stamping tool to produce the waveguide grooves on the 
rolls. The fabrication and usage of the Ni tool is illustrated in Fig. 4(a). First, a contact 
lithography process with an aligner (MA6, Karl Suss) with an i-line filter was applied to 
fabricate original waveguide groove structures in a positive tone resist layer (Ultra-I 123, 
Dow) that was spin-coated on a silicon (Si) wafer. In order to ease the release of the 
nanoimprint mould from the cured structures, tilted sidewalls were produced into the grooves 
by applying an additional reflow step. 

 

Fig. 4. (a) Fabrication of the Ni nanoimprint stamping tool and its usage to produce waveguide 
grooves into an acrylate layer. AFM scans from (b) the Ni stamp, and (c) the replicated 
waveguide groove. The numbers displayed in white lettering in figures b and c are the obtained 
RMS roughness values for the stamp and replica in the ridge and groove regions, respectively. 
d) Perpendicular scan from an AFM image of a waveguide groove. The inset shows slight 
ripple at the sidewall of the groove. 

An actual UV-nanoimprint stamp with a ridge structure was fabricated by electroforming 
a Ni plate from the lithographically patterned grooves. Ni plates were then laser welded to an 
embossing reel. Atomic force microscopy (AFM) scans (Dimension 3100, Veeco) from the 
Ni-stamp and from an R2R produced waveguide groove in UV-cured Nalax2 (undercladding) 
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are shown in Fig. 4(b) and 4(c), respectively. Rather similar root-mean-square (RMS) surface 
roughness values of 1.1 nm and 1.2 nm were obtained for both the stamp and replicated 
structure, respectively, when 1.5 µm x 1.5 µm areas from the top of the imprint stamp and 
from the bottom of the waveguide grooves were analyzed. The values were obtained by 
averaging five AFM measurements from five different spots of the sample. 

Figure 4(d) shows a single perpendicular scan from an AFM image. Depth of the 
replicated waveguide groove is about 700 nm. In the inset, slightly observable ripple at the 
sidewall of the groove is attributed to the lithography phase of the stamping tool fabrication, 
where interference effects during the UV-exposure results in sidewalls with waviness. 

4.2 Roll-to-roll chip fabrication 

The processing of the inverted ridge waveguides for the attenuation measurements and the 
sensor chips was done in two phases: in the first phase the waveguide grooves were 
fabricated, and in the second phase the grooves were filled. The length of the processed roll 
was about 200 m and the width 15 cm, while sensor chips about 3.5 cm long were used in the 
YI sensing experiments. 

The R2R process to fabricate inverted ridge waveguides is depicted in Fig. 5(a) and 5(c). 
The continuous UV-nanoimprinting method was used to pattern waveguide grooves into the 
acrylate based under-cladding material (Nalax2). As illustrated in Fig. 5(a), the processing of 
the under-cladding layer was initiated by unwinding the blank polycarbonate (PC) web and 
removing a protective foil. During the processing, the web was run at the constant speed of 7 
m/min. The gravure coating method was utilized to deposit the undercladding material [57]. 
The groove pattern was transferred by pressing a nickel stamp (temperature 30 °C) onto the 
uncured undercladding resin, and applying UV-light through the transparent PC web resulting 
in grooved surface structures whose shape and dimensions were defined by the stamp. The 
grooves were manufactured with strongly tilted sidewalls to facilitate the release of the stamp 
from the UV-cured waveguide grooves. The thickness of the replicated under-cladding 
material was about 6 µm being rather thick compared to the waveguide groove thickness of 
about 0.7 µm. Therefore, it is expected that modal field is well isolated from the PC web as 
illustrated in Fig. 6(a). An additional foil was applied on the structured surface before 
rewinding the roll to protect the waveguide grooves against mechanical defects. The top view 
image of the waveguide groove with a Y-junction structure is shown in Fig. 5(b). 

The rolls with the waveguide grooves were then processed in another R2R unit to fill the 
grooves with an epoxy-based waveguide core material (Epocore). During the processing, the 
roll was running at a constant speed of 1 m/min. As illustrated in Fig. 5(c), the protective foil 
was removed after the unwinding of the roll. As in the coating of the undercladding layer, the 
gravure printing method was utilized to deposit the core material that was diluted in 
propylene glycol monomethyl ether acetate (PGMEA) with the weight ratio of 1:3.5. The 
printing was done at room temperature. The solvent was evaporated in three sequential ovens 
(length of each 1 m, temperature 80 °C) before UV-curing of the epoxy resin. It is worth 
noting that no replication stamp was applied in this step, because no surface pattern was 
required. Finally, the roll with the inverted ridge waveguide structures was protected with 
foil, and the processed roll was rewound. A cross-sectional image of the inverted ridge 
waveguide is shown in Fig. 5(d). Strongly tilted sidewalls are due to a reflow step applied 
during the stamp preparation in order to ease the release of the stamp from the UV-cured 
under-cladding layer. 

The thickness variation of the waveguide groove processed in the under-cladding material 
was determined from AFM scans to be less than 40 nm. The groove filling with the core 
material using the gravure printing method resulted in bending of the surface as observable in 
Fig. 5(d). According to the AFM measurements, the variation in the bending was below 20 
nm. This observation is consistent with the previously reported values for gravure printed 
layers showing thickness variations of few tens of nanometers [58]. In addition, the thickness 
variations were smooth when lossless adiabatic changes to the propagating modes are 
expected. 
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Fig. 5. a) R2R unit for waveguide groove fabrication, b) waveguide groove with a Y-junction, 
c) R2R unit for waveguide groove filling, and d) cross-sectional scanning electron microscope 
image of an inverted ridge waveguide. 

The waveguide chips were cut from the roll by first pre-cutting the web with scissors 
leaving the waveguide facet areas intact. The waveguide facets were formed by cooling the 
plastic samples with liquid nitrogen and cleaving the intact areas. As it can be seen in Fig. 
5(d), the facet of the cleaved core material is smooth while the surface of the undercladding 
material is granular. As the waveguide facet quality affects the results of attenuation 
measurements, a large number of samples (640) were characterized to obtain reliable data. 
The potential variation in the facet quality does not affect significantly the operation of 
interferometric sensor used in this work, since the operation is based on the phase difference 
occurring during the light propagation in the waveguides. In the sensor measurements, only 
the visibility of the interference pattern is decreased if the facet quality varies between the 
reference and measurement waveguides. 

5. Experiments and discussion 

5.1 Simulations and experiments of single-modality 

The single-modality of the fabricated waveguides was first assessed by fully vectorial finite-
element method (FEM) simulations and experiments. Theoretical mode field profiles of the 
waveguides were calculated with commercial waveguide simulation software (Fimmwave, 
Photon Design). The waveguide geometry for the simulation was delivered from the scanning 
electron microscope image of the cross-section of the fabricated waveguide shown in Fig. 
5(d). In the simulations, RI values shown in Table 1 for the waveguide undercladding and 
core material were used. 

According to simulations, the waveguides without the overcladding layer can support two 
TM-modes at the wavelength of 975 nm (i.e. at the polarization state and the wavelength used 
in sensor experiments). On the other hand, simulations suggested that by utilizing an 
overcladding with a RI of 1.541, only one propagating TM-mode is supported. The theoretical 
TM-mode field profiles are shown in Fig. 6(a). The simulations showed that besides the 
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difference in the number of propagating modes, there is also a notable difference in the 
intensity location: while most of the intensity remains inside the waveguide core layer, when 
no overcladding is applied, modes are strongly pushed towards the overcladding layer in case 
one is present on the structure. 

 

Fig. 6. (a) Theoretical TM-mode field profiles of the waveguides with and without the 
overcladding, and (b) imaged intensity distributions for TM-modes with and without the 
overcladding layer. 

As illustrated in Fig. 3(a), area with the width of 2 mm was left uncoated with the 
overcladding layer at the edges of the chips to ensure intact waveguide facets and to facilitate 
the alignment of the input fiber and the input waveguide in the experiments. Thus every 
waveguide had two interfaces between areas with and without the overcladding as indicated 
by the white arrows in Fig. 3(a). It was simulated that a loss of about 2.2 dB occurs at each of 
these interfaces due to the modal mismatch. 

The simulation results were confirmed by experiments: with the waveguides without the 
overcladding layer, it was possible to observe a double-peaked intensity distribution by 
moving the input fiber laterally, as shown in Fig. 6(b). However, such excitation of higher-
order modes could not be confirmed with the waveguides with the overcladding layer being 
well in accordance with the simulation results of single-modality. 

5.2 Waveguide attenuation measurements 

The attenuation measurements were carried out for the waveguide samples with and without 
the overcladding layer. For attenuation measurements, chips lengths of 10, 18, 26 and 34 mm 
were cut from the roll at each of the four sampling areas that were about 10 m apart from one 
another. This resulted in 16 sample chips. Each chip contained 40 parallel straight 
waveguides, and thus a total of 640 individual waveguides were characterized. 

The attenuation value histograms, each based on 160 measurements, and the line fitted to 
the median attenuation values are shown in Fig. 7 for the waveguides without and with the 
overcladding. Rather similar attenuation values of 1.7 and 1.5 dB/cm were obtained with and 
without the overcladding layer, respectively. It is worth noting that the attenuation values 
were comparably well localized in the vicinity of the median value. As can be seen from the 
histograms of Fig. 7, 80% of the samples had attenuation values at the maximum, about 1 dB 
higher than the related median value. The observations from attenuation measurements 
confirm that the R2R method can be applied to produce integrated optics with repeatable 
performance. The excess loss from 2.2 dB to 6.3 dB in the presence of an overcladding layer 
can mostly be explained by the theoretical modal mismatch loss of 2.2 dB at each of the 
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overcladding interfaces near the waveguide input and output facets. The length of the 
waveguides in Fig. 7(b) is the area with the overcladding layer being 4 mm shorter than the 
overall length of waveguides. 

 

Fig. 7. Attenuation value histograms, each of which is based on measurements from 160 
different waveguides a) without, and b) with an overcladding layer. Median attenuation values 
at different waveguide lengths are shown as well as line fitted to values. The red dashed lines 
show the attenuation values below which 80% of the measured values lie. 

Obtained attenuation values are higher than the recently reported value of 0.19 dB/cm for 
polymeric single-mode waveguides produced on rigid silicon wafers with static nanoimprint 
processing [44]. However, since typical sensor chip lengths are in the centimeter range, the 
waveguides are suitable for sensors and applications that are not highly sensitive to power 
budget. For example, the waveguide length of 3.5 cm, corresponding to roughly the length of 
the sensor waveguides in this work, results in about 5.3 dB propagation loss that is acceptable 
in many applications. 

The losses in optical waveguides can be generally associated with radiation, absorption 
and scattering [59]. Losses due to radiation are typically negligible in straight waveguides 
with well confined modes. The absorption is determined by the material properties, while 
scattering can be due to inhomogeneity of the material or surface roughness. In this work, the 
main selection criteria for the materials were their refractive indices, R2R processability and 
compatibility when layering different materials. Refractive index contrast between the core 
and cladding materials is obviously required to form waveguide structures. In the used R2R 
process, the requirement for the undercladding material (Nalax2) and the core material 
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(Epocore) was that they could be coated with a good wettability by gravure printing method. 
While the under-cladding material had to be UV-imprintable, the requirement for the core 
material was the formation of smooth surface during drying and UV-curing without applying 
a moulding tool. Furthermore, since solvent (PGMEA) was utilized to tune the viscosity of 
the core material, the underlying under-cladding with imprinted groove structures had to 
tolerate the used solvent. Enormous amount of research efforts has been made over the time 
to develop polymeric materials with low absorption and volume scattering for the optical 
waveguide applications [60]. Providing that new materials meeting the above mentioned 
criteria for processing and refractive indices are developed, the attenuation of R2R processed 
waveguides might be decreased. Furthermore, the optimization of the fabrication process to 
produce smoother waveguide surfaces might be another approach to decrease the attenuation 
value. This process optimization can cover both the mould tool processing with lithography 
and electroplating steps together with the actual R2R processing. 

5.3 Ambient refractive index sensing experiments 

To demonstrate the applicability of the waveguides for evanescent wave sensing, sensor 
responses to ambient RI changes were determined with two chips by using aqueous glucose 
solutions to modify the RI in the measurement window. The chips were first cut from the roll 
for post-processing. An optical adhesive (OP-4-20632) was used to pattern the overcladding 
layer leaving 10 mm of the measurement waveguide of YI2 uncoated to form a measurement 
window for the sample interaction. Illustration of the sensor structure with dimensions is 
shown in Fig. 8. 

 

Fig. 8. Illustration of the sensor chip layout for ambient RI detection with dimensions. 

Each concentration was measured four times by exposing the sensor surface to the 
respective glucose solution for five minutes leading to a 500 µl sample volume. This was 
followed by flushing with water until the end of the experiment. The timing of the glucose 
solutions and water in the flow cell are indicated in Fig. 9(a). The phase change curves were 
first calculated from the interferograms and were baseline corrected based on the values 
between 0 and 1.1 min. Phase change curves of YI2 are shown in Fig. 9(a). It can be seen that 
ambient RI changes were detected at the level of 10−6 RIU, thus showing comparable or better 
performance than reported earlier for polymeric YIs [51,52]. 
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Fig. 9. (a) Phase change curves of YI2 of ambient RI experiments measured with various 
glucose concentrations. Two chips were used in the experiments and every concentration was 
measured four times with each of the chips. The RI difference of the glucose solution to water, 
Δn, and the glucose concentration are indicated next to the curves. Timing of the solutions in 
the flow cell is indicated by the background color. Calculated responses and lines fitted to the 
data points are based on (b) the phase change step height, and (c) the slope of the rising edge of 
the phase change curves. Responses of the three lowest concentrations are also shown in the 
inset figures. 

Responses of YI2 were determined by 1) calculating the height of the phase change step 
by taking the average of the phase change values within 5.0-5.3 min, and 2) by determining 
the slope of the phase change curves within 2.0-2.8 min. Responses are shown Fig. 9(b) and 
9(c) including lines fitted to the data points. It can be seen that, in general, the responses 
increase with increasing glucose concentration quantitatively. Thus, at the two lowest 
concentrations the measurement cannot be considered quantitative since the response values 
overlap significantly. The slope-based method enables faster signal quantification than the 
method based on the phase change step height representing an advantage for rapid 
diagnostics. The results of these experiments demonstrate that the YI sensor chips with R2R 
manufactured waveguides are capable of sensing ambient RI changes. 

6. Conclusion 

In conclusion, we demonstrated that disposable polymeric PICs can be produced by ultra-high 
volume, large-area, and low-cost fabrication methods in the roll format for sensor applications 
in lengths of hundreds of meters. The attenuation properties of hundreds of waveguides were 
investigated showing that the attenuation values were well localized in the vicinity of the 
median value indicating that waveguides with repeatable performance were produced. The 
attenuation of the single-mode waveguides was about 1.7 dB/cm that is high in comparison to 
requirements of telecommunication applications, but can be well suitable in sensor usage. We 
also demonstrated that the waveguides were suitable for evanescent wave sensing of ambient 
RI. 
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The fabrication of integrated photonic devices using ultra-high volume fabrication, in a 
similar manner as paper is produced, may inherently open up ways of manufacturing low-cost 
disposable photonic integrated circuits for a wide range of applications including point-of-
care diagnostics, food safety applications and environmental monitoring. 
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Keinänen,a Marianne Hiltunen,a Ville Kontturi,c Samuli Siitonen,c Jarkko Puustinen,d

Peter Lieberzeitb and Pentti Kariojaa

To enable wide spread dissemination of sensors in cost-critical applications and resource poor settings,

methods to implement sensor chips using low-cost materials and mass-manufacturing methods are

developed. In this paper we demonstrate that disposable polymeric integrated Young interferometer (YI)

sensor chips, implemented on roll-to-roll mass-manufactured waveguides, are applicable for analyte

specific sensing of small molecules and for multi-analyte detection of biomolecules. For the chemical

sensing of small molecules, a sensor chip was functionalized with a molecularly imprinted polymer (MIP).

We demonstrate that the MIP receptor layer is compatible with a polymer-based evanescent wave sensor

for direct refractive index sensing. For multi-analyte detection of biomolecules, antibody-based receptor

layers were patterned by inkjet printing onto the sensor surface demonstrating the applicability of the

method with integrated YI chips. Demonstration of the analyte specific chemical- and biosensing with

disposable polymeric YI sensor chips opens new possibilities to implement low-cost (bio)chemical sensors.
Introduction

Research on micro total analysis and optouidic systems is
advancing rapidly, developing sensor technologies for a wide
range of applications including point-of-care diagnostics, envi-
ronmental monitoring and food safety.1,2 To enable wide spread
dissemination of the sensors, also in resource poor settings,
there is a need for sensor chips that are sensitive, robust, and
reliable, and that can be implemented using low-cost fabrica-
tion methods and materials.

Waveguide based integrated interferometric sensors, such as
integrated Young interferometers (YIs), show potential for low-
cost sensor applications.3 Integrated YI sensors utilize the
evanescent wave eld of the guided optical wave to directly
sense the refractive index (RI) changes at or within a few
hundred nanometres of the waveguide surface. The label-free
sensing method enables simpler sample handling, and
reduced complexity and cost of the sensor chip.3 YI sensor chips
are reported to detect RI differences 10�5 to 10�8 refractive
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index units (RIU) showing some of the lowest limit of detection
values among integrated interferometric sensors.3–6

The fabrication of YI sensor chips has relied on batch-based
manufacturing methods,3 for example micromachining of
silicon wafers, using inorganic4,5,7–10 or low-cost polymeric6,11–13

materials. Recently, the authors have demonstrated that single-
mode waveguides for polymeric integrated YI sensor chips can
be fabricated on exible foils with length of hundreds of meters
by using continuous ultra-high volume roll-to-roll (R2R)
manufacturing methods making the chips inherently dispos-
able.14 Quality of the waveguides was assessed by measuring the
attenuation properties of hundreds of samples showing that
waveguides with repeatable performance were manufactured. It
was also demonstrated that the unfunctionalized integrated YI
sensor chips were capable to detect ambient unspecic RI
changes in the level of 10�6 RIU and quantify them in the level
of 10�5 RIU by using aqueous glucose solutions, showing thus
rather comparable performance than reported earlier for poly-
meric YI sensors.6,13

For analyte specic sensing, YI sensor chips need to be
functionalized with a receptor layer that binds analyte mole-
cules selectively to the sensor surface. When analyte molecule
binds to a receptor it replaces sample matrix that typically has
lower RI, and induces a RI change. The magnitude of the RI
change depends on the RIs of the chosen analyte molecule and
sample matrix. Of biological receptors, antibodies have been
used to functionalize inorganic and polymeric YI sensors for
detection of proteins and viruses including demonstration of
This journal is © The Royal Society of Chemistry 2016
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Fig. 1 (a) Top view illustration of the sensor chip with names of the
parts and dimensions. (b) Illustration of the cross-cut structure of the
MIP functionalized sensor chip within the sensing area showing the
MIP and NIP coatings on the respective measurement waveguides,
and the passivating overcladding layer on the reference waveguides.
(c) Antibody functionalized chip having analyte specific anti-hCG and
anti-CRP antibody coatings on the respective measurement wave-
guides and reference IgG coating on the reference waveguides. The
separations of the measurement and the reference waveguides at the
outcoupling end of the chip, d, are shown next to the sensor illus-
trations in (b) and (c).
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multi-analyte sensing.6,8,9,15,16 Articial receptor layers, such as
molecularly imprinted polymers (MIPs), provide another route
for sensor functionalization. MIP receptor layers may be
advantageous for low-cost sensors due to their potential to be
low-cost, robust, repeatable, and mass-manufacturable.17 MIP
receptor layers have been applied with silicon-based interfero-
metric sensor chips to detect vapor phase trinitrotoluene and
proteins.18,19 In this work we study the applicability of MIP
receptor layer with polymeric YI sensor chips.

The antibody receptor layers of integrated YI sensors are
applied by either incubating antibody solution on the chip
surface,9 or by owing the antibody solution through the ow-
cell assembled on top of the sensor chip enabling the binding
of the antibodies onto the sensor surface.6,8,15,16 The MIP
receptor layers are formed by either dip coating the YI sensor
chip18 or injecting the polymer solution onto the sensor surface,
and performing the polymerization under glass plate resulting
in a thin receptor layer.19 Patterned functionalization by inkjet
printing of antibodies has been demonstrated for multi-analyte
functionalization of silicon-based ring resonator sensors,20

however that method has not been utilized to functionalize YI
sensor chips. Functionalization by inkjet printing is especially
interesting for low-cost sensors since, as an additive method, it
minimizes the consumption of potentially expensive receptor
materials, and is also considered to be compatible with mass-
production methods.21

In this paper, we demonstrate the applicability of the
disposable polymeric multi-analyte YI sensor chips having R2R
fabricated waveguides for analyte specic chemical- and
biochemical sensing. Due to strict surface quality requirements
of optical waveguides, it is not self-evident that receptor layers
can be applied onto polymeric waveguides without deterio-
rating their capability to guide light and act as a sensor, for
example due to increased scattering. We use melamine as
a model analyte to demonstrate the chemical sensing of small
molecules and the applicability of the MIP receptor layer with
a polymeric evanescent wave sensor chip for direct RI sensing.
The multi-analyte sensor design and patterning of the MIP and
the reference non-imprinted polymer (NIP) layer onto a single
sensor chip enables the simultaneous measurement of the
analyte specic binding into the MIP layer and the non-specic
sample matrix effects. The multi-analyte detection of biomole-
cules is demonstrated by using C-reactive protein (CRP) and
human chorionic gonadotropin (hCG) as model analytes. We
also demonstrate the applicability of the inkjet printed
antibody-based receptor and reference layers with integrated YI
sensor chips for multi-analyte detection. The chosen function-
alization schema enables real-time detection of the specic
binding of analytes and suppression of non-specic sample
matrix effects.
Sensor chip embodiments and sensing
principle

Illustration of the sensor chip is shown in Fig. 1(a). Sensor chip
has an input waveguide that branches into four waveguides
This journal is © The Royal Society of Chemistry 2016
forming two parallel Young interferometers, named YI1 and
YI2, integrated into one sensor chip. Both of the interferometers
contain a reference and a measurement waveguide. The sepa-
ration between the reference and measurement waveguides is
increased at the sensing area enabling patterning of the
measurement windows and receptor layers with loose posi-
tional tolerances. Measurement window is an opening in the
passivating overcladding layer of the waveguides enabling the
interaction of the sample with the evanescent wave eld of the
light propagating in the underlying waveguide.

Illustration of the cross-section of the sensor chip structure
for the chemical sensing within the sensing area is shown in
Fig. 1(b). The reference waveguides of both YIs were passivated
by the overcladding layer and were thus not exposed to sample
solutions. The measurement windows were formed by leaving
a length of 10 mm of the measurement waveguides without the
RSC Adv., 2016, 6, 50414–50422 | 50415



RSC Advances Paper
overcladding layer. The MIP receptor layer was applied into the
measurement window of YI1, and the reference NIP layer into
the measurement window of YI2.

Cross-section of the sensor chip for multi-analyte biosensing
is illustrated in Fig. 1(c). In the sensing area, all the waveguides
were le without the overcladding layer and they were sharing
a single measurement window. Thus, all the waveguides were
similarly exposed to sample solutions. Inkjet printing was used
to pattern analyte specic antibody layers, i.e. anti-human CRP
antibodies and anti-hCG antibodies, onto their respective
measurement waveguides and the reference antibody layer, i.e.
mouse immunoglobulin G (IgG), onto the reference waveguides.
It is worth noticing that with this sensor embodiment the
sensing length of the sensor is dened by the inkjet printed
receptor layers, not by the measurement window patterned in
the overcladding layer. The overcladding layer was applied onto
the waveguides outside the sensing area as required by the
single mode operation of the waveguides.14

In the measurements, laser light was end-re coupled into
the input waveguide and was divided into the measurement and
reference waveguides. The four light beams emerging from the
outcoupling end of the chip diverge, overlap and interfere
forming a fringed interferogram that was imaged onto the
camera by using a microscope objective as illustrated in
Fig. 2(a). Since the imaging was done close to the chip out-
coupling end, the beams emanating from themeasurement and
reference waveguide of YI1 interfered only with each other.
Similarly, the beams of YI2 interfered mutually. This resulted in
two separate 2-beam interferograms that were imaged simul-
taneously onto a single camera detector as shown in Fig. 2(b)
and (c). Another approach to implement multi-analyte inte-
grated YI sensors is to use sensor layouts that have multiple
measurement waveguides and a single reference waveguide
with unique waveguide pair separations at the outcoupling end,
and letting all the emanating beams interfere to form a multi-
beam interferogram.16,22,23

Sensing method is based on the analysis of the sample
induced changes in the interferogram fringe positions.22,23

When RI on top of the waveguide is changed by the sample, the
effective RI of the waveguide is changed due to the interaction of
Fig. 2 (a) Schematic illustration of the experimental arrangement.
Captured interferogram of (b) MIP functionalized, and (c) antibody
functionalized sensor chip.
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the sample with the evanescent wave eld of the light propa-
gating in the waveguide. The binding of the molecules changes
the RI of the layer on top of the waveguides since water is
replaced by a material having typically a higher RI. In the
designed sensor layouts, sample induced effective RI change
differs between the measurement and reference waveguides.
This changes their mutual optical path length difference that
again shis the interferogram fringes. The sample induced
phase change of the fringes, Df, is23

Df ¼ 2p
‘
�
Dneff ;m � Dneff ;r

�
l

; (1)

where ‘ is the sensing length of the sensor, Dneff,m and Dneff,r
are the sample induced effective refractive index changes of the
measurement and reference waveguides, respectively, and l the
wavelength of the light. As shown by eqn (1), the induced phase
change is inversely proportional to the wavelength that also
affects to the probing depth of the evanescent wave eld and to
the effective refractive index changes of the waveguides. Inter-
ferograms captured during the experiments were analyzed by
using two dimensional fast Fourier transform (FFT) yielding the
phases of the fringes and enabling the calculation of the sensor
responses as phase changes.
Materials and methods
Fabrication of sensor chips

Illustration of the cross-section of the inverted ridge waveguide
structure used in the sensor chips is shown in Fig. 3(a). The
waveguide fabrication is shortly outlined in this paper, and
detailed description is given in the earlier paper by the
authors.14

The fabrication of the waveguides was done in two phases
using two R2R units. In the rst phase, the waveguide grooves
were patterned into the UV-curable acrylate based under-
cladding material (Nalax2, Nanocomp) using UV-imprinting
method, and in the second phase the grooves were lled with
the epoxy-based waveguide core material (Epocore, Micro resist
technology). In the rst phase, the undercladding material was
gravure coated onto polycarbonate foil. The waveguide grooves
were patterned by pressing a nickel stamp, having a ridge
structure, into the uncured undercladding material and curing
the material by applying UV-light through the transparent foil.
In the second phase, gravure printing method was used to ll
the waveguide grooves with the UV-curable waveguide core
material followed by curing with UV-light. A roll of R2R
produced sensor platforms is shown in Fig. 3(b).

The sensor platforms were cut from the roll for post-
processing to sensor chips as shown in Fig. 3(c). The in- and
outcoupling facets of the waveguides were formed by cleaving.
The overcladding layer (OP-4-20632, Dymax) was patterned onto
the chips as required by the different sensor embodiments.
Functionalisation with MIP layer

The MIP- and NIP-layers were applied into the measurement
window of YI1 and YI2, respectively, by spin-coating the
This journal is © The Royal Society of Chemistry 2016



Fig. 3 (a) Schematic of the cross-section of the inverted ridge
waveguide structure showing thematerials and the refractive indices,14

n, of the core and undercladding layers at the wavelength of 975 nm,
i.e. at the wavelength used in the sensing experiments. (b) Roll of
sensor waveguides. (c) Sensor platform cut from the roll.
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respective oligomer solutions at 3000 rpm using custom-built
spin coater. Oligomers leading to MIP were prepared by dis-
solving 17 mg dihydroxyethene bisacrylamide (DHEBA; cross-
linker), 8 mg methacrylic acid (MAA; functional monomer)
and 1.5 mg melamine (template) in 1 ml de-ionized water.
Synthesis of NIP followed the same experimental protocol but
for adding melamine. This solution was then heated to 55 �C
followed by adding 5 mg sodium peroxodisulfate (PODS; radical
initiator). Then, polymerization took place until the solution
turned slightly turbid. The coated length of the waveguides was
10 mm dened by an opening in the overcladding layer. Prior to
interferometric experiments, the melamine template molecules
were removed from the MIP layer by immersing the sensor chip
into water and shaking it overnight.

Functionalisation with antibodies

For multi-analyte biosensing, antibodies for hCG and human-
CRP were inkjet patterned onto the measurement waveguides
of YI1 and YI2, respectively, and mouse IgG, onto the reference
waveguides. Bio-inks containing anti-human CRP antibodies
(monoclonal antibody (Mab) 6404, Medix Biochemica), anti-
hCG antibodies (Mab 5006, Medix Biochemica) or mouse IgG
(ChromPure, Jackson ImmunoResearch Laboratories) were
This journal is © The Royal Society of Chemistry 2016
prepared. Each bio-ink contained 1.0 mg ml�1 of the respective
antibody prepared in Na2CO3 buffer solution (50 mM, pH 9.6)
containing 3% of isopropanol and 0.1% of Tween-20. Inks were
ltered through a nylon membrane lter with 0.2 mm pore size
to avoid clogging of the inkjet printhead nozzles. Before inkjet
printing, the chips were oxygen plasma treated 1 min at 300 W
to make surfaces more hydrophilic to improve the printing
quality. The printing was done using a piezoelectric inkjet
printer (Dimatix DMP-2800, Fujilm Dimatix). Size of the
printed rectangular patterns, shown in Fig. 8(b), was 0.6 � 10
mm2.

Aer inkjet printing, the sensor surface was blocked to
reduce unspecic binding during the experiments by applying
500 ml of 3% bovine serum albumin (BSA) (Sigma-Aldrich) in
phosphate buffered saline (PBS) buffer (12 mM, pH 7.4) on top
of the sensor chips. Chips were shaken for 10 min, aer which
they were aspirated. The unbound BSA was washed with 500 ml
PBS with Tween-20 (PBST) applied on the sensor chips. Chips
were shaken for 5 min, aer which they were aspirated. During
these steps the salts in the bio-inks that dry onto the chip
surface during the inkjet printing were washed away.
Sample solutions and their actuation

For chemical sensor experiments, aqueous melamine solutions
were prepared by dissolving melamine (Alfa Aesar) in ultrapure
water at the following concentrations: 0.1, 0.25, 0.5 and 1.0 g
l�1. Melamine concentrations of the sample solutions were
chosen to reect the levels found in contaminatedmilk powders
reported to contain melamine up to 2563 mg kg�1.24

For biosensor experiments, sample solutions containing
either 2.0 mg ml�1 of human-CRP antigen (BBI Solutions) or 0.9
mg ml�1 (corresponding 100 mIU ml�1) of hCG antigen (Scripps
Laboratories) were prepared in 1% bovine serum albumin (BSA)
(Sigma-Aldrich) in phosphate buffered saline (PBS) buffer (12
mM, pH 7.4) as a sample matrix. To study the sensing of
ambient RI changes, a sample solution was prepared containing
0.5 weight% (wt%) of D-glucose (Sigma-Aldrich) in 1% BSA in
PBS buffer. The BSA content of the sample matrix increases its
complexity compared to mere buffered saline solution. The
concentrations of hCG and CRP in sample solutions were
chosen to be physiologically relevant. For hCG, pregnancy tests
typically have sensitivities �25 IU l�1.25 However, during preg-
nancy the concentration of hCG in serum can be >300 000 IU l�1

and in urine >2500 IU l�1 although the levels vary greatly.25 For
CRP, the normal concentration in human serum is <8 mg ml�1

but the levels can even 1000 fold in inammation.26 CRP
concentration can also be used to estimate the risk of cardio-
vascular disease where levels <1 mg ml�1 indicate low, 1–3 mg
ml�1 moderate, and >3 mg ml�1 high risk.27

Flow cell was assembled on top of the interferometer chips at
least a day before the measurements, and it was lled with the
sample matrix solution. The inlet and the outlet of the ow cell
were connected to a sample vial and to a syringe pump (Nexus
3000, Chemyx), respectively, by a tube. Sample and ushing
solutions were pipetted into the sample vial sequentially. The
syringe pump was driven in withdraw mode at a ow rate of 100
RSC Adv., 2016, 6, 50414–50422 | 50417



Fig. 4 Phase change curves measured while the samplematrix flowed
in the flow cell, and lines fitted to the data points for (a) MIP func-
tionalized chip (image interval 2 s), and (b) for antibody functionalized
chip (image interval 30 s). The slope of the fitted lines is also shown
indicating the trend of the system drift.
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ml min�1 during the chemical sensing experiments and at a ow
rate of 20 ml min�1 during biosensing experiments. In the
chemical- and biosensing experiments, the sensor response
time was limited by the time it took for the sample to replace the
preceding uid within the ow cell, and by the mass trans-
portation of the analyte molecules from the sample volume to
the sensor surface. The response time was about 2 min in
chemical sensing experiments, and about 5 min in biosensing
experiments. The uid replacement times were different for the
chemical- and biosensing experiments due to different ow
rates and different ow cell volumes.

Fluorescent staining

For the uorescent staining of CRP analytes, 13.2 mg ml�1 of
anti-CRP antibody (Mab 6405, Medix Biochemica) labelled with
Alexa Fluor 546 (Thermo Fisher Scientic) uorescent label was
prepared in 1% BSA in 12 mM PBS buffer (pH 7.4). For the
staining of hCG analytes, 6.6 mg ml�1 of anti-hCG antibody
(Mab 5014, Medix Biochemica) labelled with Alexa Fluor 546
uorescent label was prepared in 1% BSA in 12 mM PBS buffer
(pH 7.4). For IgG staining, 4.0 mg ml�1 of goat anti-mouse IgG
antibodies (Thermo Fisher Scientic) labelled with Alexa Fluor
647 (Thermo Fisher Scientic) uorescent label was prepared in
1% BSA in 12 mM PBS buffer (pH 7.4).

Fluorescent staining was done by using the following
procedure: 500 ml of staining solution was pipetted onto the
sensor surface, and the chip was placed onto a shaker for 10
minutes. The staining solution was aspirated and 400 ml of PBST
solution was pipetted onto the chip to wash the unbound
labelled antibodies. The chip was placed onto a shaker for 10
minutes, and PBST solution was aspirated.

Optical setup and stability

Light from a laser source (QFBGLD-980-5, QPhotonics) emitting
at the wavelength of 975 nm was end-re coupled into the input
waveguide of a sensor chip by using a tapered polarization
maintaining bre (spot size of �2.8 mm). The chosen wave-
length enabled the single-mode operation of the waveguides14

as well as the use of a silicon-based camera. An optical isolator
was used to prevent the disturbing reections back to the laser.
The sensor experiments were conducted using TM polarized
light reported to have a higher sensitivity than TE polarization.6

Interferograms were imaged onto a camera detector (UI-
3240CP-NIR-GL, IDS Imaging Development Systems) using
a 40� microscope objective. The imaging was done at the
distance of�200 mm from the out-coupling end of the chip. The
camera was located�17 cm from the chip. The interval between
the captured interferograms was 2 s during the chemical
sensing experiments and 10 s during biosensing experiments.

Stability of the sensing system was studied by measuring
phase changes while the sample matrix was owing through the
ow cell. Measured phase change curves for MIP and antibody
functionalized chips are shown in Fig. 4 as well as lines tted to
the data points showing the trend of the system dri. In the
curves, the noise of the system is seen as the small scale vari-
ation of the phase changes in the range of milliradians. The
50418 | RSC Adv., 2016, 6, 50414–50422
larger uctuations and the overall dri of the phase change
curves were attributed to the mechanical and thermal insta-
bilities of the sensor chip and the experimental setup. The
phase change uctuations were less than 0.1 radians being thus
much smaller than the analyte induced phase changes that were
in the range of radians. It can be also seen that in all of the cases
the trend of the dri was below 0.01 rad min�1 that is less than
responses induced by the analytes in the sensing experiments.
Results
Chemical sensor

To demonstrate the chemical sensing, a MIP-functionalized
sensor chip was exposed to aqueous melamine solutions.
Each concentration was measured three times by owing 500 ml
of the melamine solution through the ow cell followed by
ushing with water until the end of the measurement leading to
5 min analyte exposure. Timing pattern of the solutions in the
ow cell is indicated in Fig. 5.

Due to the patterned functionalization of the chip, the MIP
functionalized interferometer was measuring the specic
binding and the NIP coated interferometer the non-specic
binding of melamine to the polymer layers. Both interferome-
ters were also measuring the bulk effects of the sample solu-
tions. The shi of the interference fringes during an experiment
is shown in Fig. 6. The phase change curves of the MIP and NIP
coated interferometers, i.e. DfMIP and DfNIP, respectively, are
shown in Fig. 5(a). The phase change curves were rst analysed
from the interferograms and were subsequently baseline
This journal is © The Royal Society of Chemistry 2016



Fig. 5 (a) Phase change curves of MIP functionalized YI1 and NIP coated YI2 measured at various melamine concentrations. Each concentration
(value shown next to the curves) was measured three times. (b) Dfdiff curves showing the net difference of the phase change values between the
MIP functionalized YI1 and NIP functionalized YI2 at different melamine concentrations. Timing of the solutions in the flow cell is indicated by the
arrows and the background colour.
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corrected based on the values between 0 and 1.1 min. The
curves clearly show that the MIP coated interferometer
undergoes signicantly higher phase changes on exposure to
melamine: they are exceeding those of the corresponding NIP by
roughly a factor of four. This gives clear evidence that incor-
poration of the melamine into the cavities of the MIP leads to
substantial measurable phase change.

The measured phase changes also clearly exceed the values
that would be produced by the mere bulk refractive index
differences of the melamine solutions to pure water. The phase
change Dfbulk induced by the bulk RI difference of the sample
solutions to pure water, Dn, was evaluated by using formula
Fig. 6 Shift of the interferogram fringes during a chemical sensing
experiment conducted with the melamine concentration of 1.0 g l�1.
Figure is constructed by first selecting the same narrow section (height
5 pixels) across each of the time laps images captured during the
experiment, and then combining these sections.
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; (2)

where S is the sensitivity of the sensor in radians per RIU, C the
concentration of melamine in g cm�3, rm the density of mela-
mine in g cm�3, and nm and nw the RI values of melamine and
water, respectively. The RI of melamine solution was evaluated
using the volume fractions of solution components.28 The ratio
C/rm gives the volume fraction of melamine in the solution. The
volume fraction of water was calculated assuming that the
volumes of the components are additive with the melamine
concentrations used in the experiments. For the concentration
of 1.0 g l�1, Dfbulk was calculated to be 0.4 rad by using the RI
value of 1.872 to melamine29 and 1.333 to water29 (RIs were
measured at the wavelength of 589 nm and at the temperature
of 20 �C), and themelamine density29 1.573 g cm�3 (measured at
16 �C). The sensor sensitivity14 1251 rad RIU�1 was obtained
from the earlier paper by the authors dened for similarly
manufactured non-functionalized YI sensor chips for bulk RI
changes. The calculated value of Dfbulk is indicative of the
magnitude of the phase change due to the uncertainty of the RI
value of the melamine solution and the uncertainty of the
sensor chip response to bulk RI changes through the MIP and
NIP layers. Since the phase changes measured with the highest
melamine concentration shown in Fig. 5(a) are roughly
a magnitude larger than the calculated values of Dfbulk, the
phase changes are enhanced by interaction of the molecules
with MIP and NIP layers.
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The actual imprinting effect can be assessed by calculating
the net difference of the phase change values, Dfdiff, between
the MIP and NIP coated interferometers, i.e. Dfdiff ¼ DfMIP �
DfNIP, shown in Fig. 5(b). It is worth noticing that the calcula-
tion of the difference signal eliminates the phase changes
related to internal changes at the chip that both YIs see simi-
larly. These kinds of changes may be induced, for example, by
temperature variations. However, the capability of the method
to eliminate the chip internal changes was not separately
assessed by experiments.

Responses were determined from Dfdiff, curves by (1)
calculating the height of the phase change step by taking the
average of the values within 5.0–5.3 min, and (2) by determining
the slope of the phase change curves within 2.0–2.8 min. The
responses and the second order polynomials tted to the data
points are shown in Fig. 7(a) and (b). In the tting, the limit of
detection was not taken into account since it was not assessed
by the experiments. As can be seen, the sensor responses in
overall increase with increasing melamine concentration
demonstrating the capability of MIP functionalized chip to
chemical sensing. The slope-based method was capable to
differentiate between the two lowest concentrations whereas
the step height-based method could not differentiate between
these two. The results show beginning saturation for melamine
concentrations above 0.5 g l�1, which is in line with previous
MIP studies aiming at detecting small molecules.30 The reason
for such saturation behavior can be found in the recognition
mechanisms of MIP: analyte incorporation is the result of
thermodynamic equilibrium between analyte molecules bound
in recognition sites of the MIP and those in solution. Both the
amount of binding sites within a MIP layer and accessibility of
diffusion pathways within the matrix are limited hence limiting
the dynamic range of the sensors. The slope-based method
enables faster signal quantication than the method based on
Fig. 7 Calculated responses and lines fitted to the data points based
on (a) the phase change step height, and (b) the slope of the rising edge
of Dfdiff curves.
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the step height that is an advantage for rapid diagnostics. The
slight decrease in the sensor responses seen in the DfMIP and
DfNIP curves of Fig. 5(a) with time can most probably be
appointed loss of a few percent of the lm as well as to minimal
irreversible binding of melamine by the lms. However, this
does not affect the difference signal and hence can be
neglected.
Multi-analyte biosensor

To demonstrate the multi-analyte biosensing, three antibody-
functionalized chips were sequentially exposed to 400 ml of
hCG and CRP sample solutions separated by a ushing step
with 300 ml of the sample matrix leading to 20 min analyte
exposure followed by 15 min sample matrix exposure. The
timing of the solutions in the ow cell is indicated in Fig. 8(a).

With the chosen antibody functionalization schema, the
antibody coating on the measurement waveguide makes it
specically bind its target analyte onto the sensor surface
whereas the IgG-coated reference waveguide takes into account
unspecic binding. Since all the sensor waveguides are exposed
similarly to the solutions in the measurement window, in
theory, the ambient RI change should not induce any phase
difference between the measurement and the reference wave-
guides, and thus also not lead to measurable signal. Therefore,
the measured phase change signal can be assumed to directly
show the difference between the binding of the analytes on the
measurement and the reference waveguides in real-time. In
addition, the similarity of the measurement and reference
waveguide structures makes them react similarly to tempera-
ture changes reducing the temperature sensitivity of the sensor.

The phase change graphs, shown in Fig. 8(a), were analysed
from the captured interferograms and were subsequently
baseline corrected based on the values between 0 and 5.7 min
following the same procedure with melamine measurements.
In each of the three experiments, YI1 shows a clear phase
change signal when the sensor was exposed to hCG sample,
whereas the curve of YI2 remains nearly unchanged. Similarly,
when the sensor was exposed to CRP sample, the phase change
curve of YI2 shows a clear phase change signal whereas the
curve of YI1 remains unchanged. This indicates that analytes
were selectively binding to the receptor layers on the measure-
ment waveguides. During the following ushing steps, the
phase change curves level off, indicating that no more analyte
molecules were binding onto the surface.

Sensor responses to the hCG and CRP samples were deter-
mined from the phase change curves by calculating the average
value within 35–38 min for YI1, and within 68–71 min for YI2,
i.e. during the ushing step following the analyte exposure. The
average response of the three measurements of YI1 to hCG
samples was 1.0 rad and the range of the response values was
0.6 rad. Similarly the average response of YI2 to CRP samples
was 2.5 rad and the range 1.7 rad. The responses to both ana-
lytes varied substantially from chip to chip. This was attributed
to variations in the inkjet printed functionalization layers on
the waveguides, such as the layer thickness and the amount of
This journal is © The Royal Society of Chemistry 2016



Fig. 8 (a) Phase change curves showing the specific responses of YI1 (dashed lines) and YI2 (solid lines) to hCG and human CRP samples,
respectively. Responses to glucose solution demonstrate the sensor sensitivity to ambient RI changes. (b) Left: Microscope images of the YI chip
before and after the antibody functionalization by inkjet printing showing the printed areas on top of the waveguides. Printed areas are visible due
to the salts in the bio-inks that dry onto the chip surface. Right: Verification of specific binding of analytes onto the inkjet printed areas by
fluorescent staining and imaging. The fluorescence images (the darker the colour the higher the fluorescence intensity) taken before staining
show no fluorescence from the printed areas. After each staining step, the corresponding inkjet printed area became fluorescent verifying the
localized presence of the analytes and the reference IgG coating.
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capture antibodies, causing also variation in intensity of the
uorescence signal in Fig. 8(b).

As discussed above, the chosen antibody functionalization
schema should desensitize the sensor to ambient RI changes.
To study sensitivity to ambient RI changes, chips were exposed
to 400 ml of 0.5 wt% glucose solution followed by ushing with
the sample matrix. Timing of the solutions is shown in Fig. 8(a).
It can be seen that in all but one of the phase change curves, the
response to the ambient RI change is signicantly smaller than
the value of�1 rad reported earlier by the authors for polymeric
R2R fabricated non-functionalized YI sensor chips for aqueous
glucose solution having the same concentration. The larger
phase change signal of one of the curves,�0.5 rad, is most likely
caused by the different thicknesses of the inkjet-printed anti-
body layers on the measurement and reference waveguides
causing a different penetration of the evanescent wave elds
into the sample volume and thus different change of the
effective RIs. Although the chosen functionalization schema
could not render the sensors completely insensitive to the
ambient RI changes, the effect was nonetheless suppressed.

Aer the interferometric measurements, uorescent stain-
ing and imaging was used to verify the specic binding of the
analytes to the correspondingly functionalized areas, as well as
the presence of IgG on the reference waveguides. Fluorescently
labelled antibodies were used to stain CRP and hCG analytes
(green uorescence excitation) and IgG (red uorescence exci-
tation) in three sequential steps. The uorescence images of
Fig. 8(b) show no uorescence signal from the printed areas
before staining. During each staining step, the corresponding
inkjet functionalized area became uorescent, as shown in
Fig. 8(b), proving the presence of CRP, hCG and IgG at these
areas, and conrming the results of interferometric measure-
ments. However, when investigating the uorescent areas in
detail, it can be observed that uorescent intensity is not
This journal is © The Royal Society of Chemistry 2016
uniform. This indicates that the variations in the inkjet printed
functionalization layers lead to uctuating amounts of bound
analyte molecules resulting in variation of the response values
of biosensor experiments.
Discussion

In this paper we reported for the rst time analyte specic
sensing using integrated YI sensor chips having R2R mass-
fabricated polymeric single-mode waveguides. We demon-
strated proof-of-concept for chemical sensing of small mole-
cules using MIP receptor layer, and for multi-analyte detection
of biomolecules using inkjet printed antibody-based receptor
layers. The model analytes chosen for the demonstrations have
substantial interest: melamine has become an important ana-
lyte in food adulteration, whereas both hCG and CRP are
important clinical parameters: the former is an early stage
pregnancy marker, the latter an unspecic inammation
marker and an indicator for the assessment of the risk of
cardiovascular disease.

The MIP functionalized chip was shown to be capable to
measure melamine concentrations quantitatively having linear
responses below the concentration of 0.5 g l�1 and beginning
saturation at the higher concentrations. In the case of the
antibody functionalized chip, the responses to both analytes
varied substantially from chip to chip. Thus the sensor
responses at the moment only qualitatively indicate the pres-
ence or absence of the analytes and no quantitative responses
were obtained. Deviating responses with the antibody-
functionalized chips were attributed to variations in the inkjet
printed functionalization layers on the waveguides. These are
related to reproducibility of layer thickness and the amount of
active capture antibodies. The repeatability of the sensor
responses is most likely improved if the capture antibodies are
RSC Adv., 2016, 6, 50414–50422 | 50421
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bound to waveguide surface oriented and are forming mono
layers.

To further characterize the sensor chip properties, the limit
of detection, limit of quantication and repeatability of the
sensor responses need to be studied by conducting experiments
with large number of sensor chips. In addition, to assess the
applicability of the sensors for real-life applications, experi-
ments need to be conducted with real samples in realistic
experimental conditions.

Conclusions

In conclusion, we demonstrated that disposable polymeric YI
sensor chips are applicable for analyte specic chemical
sensing of small molecules, and for multi-analyte detection of
biomolecules. The MIP functionalized sensor chip indeed
revealed responses depending on melamine concentration,
which is the rst demonstration of MIP on a low-cost, polymer-
based sensor device for direct RI sensing. The antibody-
functionalized YI sensor chips demonstrated the applicability
of patterned, inkjet printed receptor layers for specic multi-
analyte detection showing qualitative indication of the pres-
ence or absence of the analytes.

Proving the concept of disposable, low-cost sensor systems
thus inherently opens up scientically and economically inter-
esting strategies for portable sensing and analysis. This ranges
from determining the quality of food at home or providing low-
cost diagnostic tests for rapid evaluation of important clinical
parameters directly at the point-of-care.

Development of low-cost sensor solutions is one of the main
challenges in the sensor eld. Demonstration of the analyte
specic chemical- and biosensing with disposable polymeric YI
sensor chips using articial and biological receptor layers opens
new avenues for sensor implementation.
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