
ecivres latigid desab atad nepo ni ytilauQ  
 metsysoce

 
,nesira yltnecer evah secivres latigid ni segnellahc ytilauq weN  

stnemnorivne tnempoleved-oc dna noitavonni wen eht yb desuac  
dellortnoc-remotsuc fo rebmun gniworg eht ,)smetsysoce dellac(  
ni atad nepo fo esu eht dna ,enilno yllacimanyd elbaliava secivres  

desab atad nepo setagitsevni noitatressid sihT .secivres latigid  
gnitartnecnoc ,txetnoc metsysoce eht ni gnireenigne ecivres latigid  

 .secivres fo ytilauq eht no
  

atad nepo elbavlove na si noitatressid siht fo noitubirtnoc ehT  
a sedivorp taht tpecnoc )EDOE( metsysoce ecivres latigid desab  

ecivres latigid fo srotca eht rof tnemnorivne gnitarepooc wen  
,smetsysoce ssenisub desab atad nepo dna smetsysoce  

tahw sefiiceps EDOE .srotca sti lla fo sessenisub eht gnitroppus  
ecivres eht ni ytilauq erutpac ot deriuqer era snoitca fo sdnik  

latigid ni desilitu atad nepo eht fo ytilauq eht erusne ot dna ngised  
egdelwonk eht htiw erutcurtsarfni eht sedivorp osla tI .secivres  

eseht tnemelpmi ot secivres gnitroppus dna sledom tnemeganam  
tnereffid ot detpada eb nac dna ,cireneg si EDOE .snoitca  

 .sledom cfiiceps niamod htiw sniamod noitacilppa

 NBSI 1-7558-83-159-879   ).de kcab tfoS(
 NBSI 4-6558-83-159-879  :LRU( snoitacilbup/tcapmi/moc.hcraeserttv.www//:ptth  )

 X911-2422 L-NSSI
 X911-2422 NSSI  )tnirP(
 3021-2422 NSSI  )enilnO(

:NBSI:NRU/fi.nru//:ptth  4-6558-83-159-879

 
E

C
N

EI
C

S 
T

T
V

 9
5

1
 

m
et

sy
s

o
c

e 
e

ci
vr

es
 l

at
i

gi
d 

d
es

a
b 

at
a

d 
n

e
p

o 
ni

 y
ti

l
a

u
Q

•V
IS

IO
N

S•
SCIENCE•TEC

H
N

O
L

O
G

Y
•RESEARCHHIGHLI

G
H

T
S

 
 noitatressiD

 951

atad nepo ni ytilauQ  
ecivres latigid desab  

 metsysoce
 

 nenommI ennA



 TTV ECNEICS   951

desab atad nepo ni ytilauQ  
 metsysoce ecivres latigid

 

 nenommI ennA

htiw detneserp eb ot yhposolihP fo rotcoD fo eerged eht rof sisehT  

muirotidua ni msicitirc dna noitanimaxe cilbup rof noissimrep eud  

21 ta 7102 rebmetbeS fo ht92 eht no ,uluO fo ytisrevinU ta ,101ST  

 .noon



 NBSI 1-7558-83-159-879   ).de kcab tfoS(
 NBSI 4-6558-83-159-879  :LRU( snoitacilbup/tcapmi/moc.hcraeserttv.www//:ptth  )

 TTV ecneicS   951

 L-NSSI  X911-2422
 NSSI X911-2422   )tnirP(
 NSSI 3021-2422   )enilnO(

:NBSI:NRU/fi.nru//:ptth  4-6558-83-159-879

 TTV © thgirypoC  7102

 
 

 REHSILBUP – ERAVIGTU – AJISIAKLUJ

 yO TTV sukseksumiktut naigolonkeT
 )oopsE ,A 4 eitnakiinkeT( 0001 LP

 TTV 44020
 1007 227 020 iskaf ,111 227 020 .huP

 bA TTV nelartnecsgninksrof aksigolonkeT
 )obsE ,A 4 negävkinkeT( 0001 BP

 TTV 44020-IF
 1007 227 02 853+ xafelet ,111 227 02 853+ nfT

 dtL dnalniF fo ertneC hcraeseR lacinhceT TTV
 )oopsE ,A 4 eitnakiinkeT( 0001 xoB .O.P

 dnalniF ,TTV 44020-IF
 1007 227 02 853+ xaf ,111 227 02 853+ .leT

 

 

 erepmaT ,tnirP senevuJ  7102

http://www.vttresearch.com/impact/publications
http://urn.fi/URN:ISBN:978-951-38-8556-4


3 

Abstract 

To a growing extent, the software systems of today are provided as digital ser-

vices distributed across networks, dynamically fulfilling the complex demands of 

consumers. As people have access to the Internet almost everywhere with the 

help of the mobile devices, such digital services are expected to be available when 

requested, and to provide services reliably and without any interruptions. Recently, 

the use of freely available data on the Internet has increased continuously in the 

context of digital services. This kind of open data has been identified as providing 

several benefits to service providers, such as new ideas, services, data-based 

contents, and confirmation in business decision making. Digital service engineer-

ing itself is evolving, and is shifting from isolated development environments to-

wards open innovation and co-development environments, called ecosystems. 

Digital service ecosystems enable service providers to strengthen their position by 

cooperating, while still being able to act independently. The ecosystem supports 

the business models of its actors, also enabling the utilisation of existing ecosys-

tem assets, such as knowledge and services.  

This dissertation concentrates on the quality of digital service, with an emphasis 

on open data in ecosystem-based service engineering. The contribution of this 

research is a concept of an open data based digital service ecosystem, which 

provides the assets for service providers to design the quality of services and to 

ensure the quality of open data. These assets include the service engineering 

model that enables quality-driven service co-innovation and co-development 

among ecosystem members, the knowledge that can be utilised in digital service 

engineering, and the enabling environment with knowledge management models 

and support services for acting in the ecosystem. Additionally, the ecosystem 

provides support for defining an open business model, for evaluating the quality of 

open data, and for communication between digital service providers and open 

data providers. The ecosystem concept is generic, and can be adapted to different 

application domains; the domain model used together with generic knowledge 

management models adapts the service engineering and digital services, for ex-

ample, to the healthcare, energy or traffic domains. The developed concept has 

been validated incrementally in several application domains. 



4 

Tiivistelmä 

Yhä suurempi osa nykyisistä ohjelmistoista tarjotaan käyttäjille digitaalisina palve-

luina. Digitaaliset palvelut ovat tyypillisesti tietoverkkoihin hajautettuja palveluja, 

jotka vastaavat dynaamisesti palvelunkäyttäjien monimutkaisiin ja jatkuvasti muut-

tuviin vaatimuksiin. Koska ihmisillä on nykyisin pääsy internetiin kaikkialta, erityi-

sesti mobiililaitteiden avulla, he olettavat näiden palvelujen olevan aina saatavilla 

sekä toimivan luotettavasti, ilman keskeytyksiä. Palveluntarjoajien kiinnostus 

avoimeen tietoon on viime aikoina lisääntynyt huomattavasti, ja avoimen tietoon 

perustuvia digitaalisia palveluja on alkanut ilmestyä markkinoille. Avoimen tiedon 

on huomattu tarjoavan paljon hyötyjä palveluntarjoajille, kuten uusia ideoita, palve-

luja ja dataan pohjautuvaa sisältöä, sekä vahvistusta ja tukea yrityksen päätöksen-

tekoon. Digitaalinen palvelunkehitys itsessään on siirtymässä kohti avoimia inno-

vaatio- ja yhteiskehitysympäristöjä, joita kutsutaan ekosysteemeiksi. Ekosysteemi 

tukee toimijoidensa liiketoimintaa ja tarjoaa myös tukea, kuten olemassa olevaa 

tietämystä ja tukipalveluja, joita eri toimijat voivan hyödyntää omassa toiminnas-

saan.  

Tämä väitöskirja keskittyy digitaalisten palvelujen laatuun avointa tietoa hyödyn-

tävässä digitaalisessa palveluekosysteemissä. Tutkimuksen pääkontribuutio on 

avoimeen tietoon perustuvien digitaalisten palvelujen ekosysteemikonsepti, joka 

tarjoaa tarvittavan tietämyksen ja aputoiminnot, joiden avulla digitaalisten palvelu-

jen tarjoaja voi saavuttaa laatuvaatimukset ja varmistua myös palvelussa käyttä-

mänsä avoimen tiedon laadusta. Konsepti sisältää laatukeskeisen palvelunkehi-

tysmallin, joka mahdollistaa palvelun innovoinnin ja kehityksen yhdessä muiden 

ekosysteemin toimijoiden kanssa. Konsepti tarjoaa myös tietämyksen, jota voi-

daan hyödyntää palvelunkehityksessä, ja ympäristön, joka tarjoaa tietämysmallit ja 

tukipalvelut ja mahdollistaa niiden hyödyntämisen. Lisäksi ekosysteemi tukee 

siirtymistä avoimeen liiketoimintamalliin, tarjoaa tukea avoimen tiedon laadunvar-

mistukseen sekä mahdollistaa kommunikoinnin eri ekosysteemin toimijoiden välil-

lä. Kehitetty konsepti on yleinen ja mukautettavissa eri sovellusalueille. Digitaalis-

ten palvelujen kehitys voidaan mukauttaa esimerkiksi terveydenhoidon, energian 

tai liikenteen sovellusalueelle käyttämällä sovellusaluekohtaista mallia yhdessä 

yleisen tietämysmallin kanssa. Kehitetty ekosysteemikonsepti on varmennettu 

asteittain toteuttamalla osittaisratkaisuja eri sovellusalueiden ongelmiin.  
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1. Introduction  

1.1 Background and motivation 

A growing number of software systems are provided as digital services that are 

distributed across networks and dynamically fulfil complex consumer demands. 

People today are able to access the Internet from everywhere, especially with the 

help of their mobile devices, and require services that are rapidly discovered, 

ready to use, and that correspond to the individual needs of the consumer. This 

kind of setup causes the need for digital services that are discovered online, ac-

cessed through a well-defined interface, and controlled by the customer of the 

service (Chang and West, 2006). Thus, digital services can be anything that is 

entirely automated, and delivered digitally through an information infrastructure, 

such as the web, mobile devices, or communication networks.  

An increasing number of today’s digital services utilise data, that can be, for ex-

ample, private data, public data, specially analysed data for the consumer, or 

integrated data from several sources to fulfil the consumer’s needs. Recently, the 

interest in freely available, open data, was found to be high (Immonen, Palviainen 

and Ovaska, 2013). The concept of open data is based on the idea that certain 

data should be freely available for everyone to use and republish as they wish 

(Auer et al., 2007). Open data can provide several benefits for digital service pro-

viders, such as new data based content, ideas and basic functions, increased 

understanding of business opportunities, improved competitiveness, potential new 

customers (Immonen, Palviainen and Ovaska, 2013), and insight into consumer 

opinions, preferences and requirements with regard to a company or its prod-

ucts/services (Antunes and Costa, 2012; Bhatia et al., 2013; Fabijan, Holmström 

Olsson and Bosch, 2015). Thus, for example, real-time traffic data, weather data 

and maps can be provided as open data, which are then utilised by a service 

provider that integrates them and then provides a digital service targeted to travel-

lers. 

Competition among digital service providers is strong due to rapidly evolving 

markets, trends and customer needs. These challenges are a part of the reason 

why service providers have recently been shifting from isolated service engineer-

ing environments to more open innovation and co-development environments, 

called ecosystems. Digital ecosystems can be characterised according to Chang 
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and West (2006), being “open, loosely coupled, domain clustered, demand-driven, 

self-organising agents’ environment, where each specie is proactive and respon-

sive for its own benefit or profit”. Species can include humans, economic species 

and digital species. The ecosystem allows its members to create value in networks 

flexibly and dynamically, following common regulations. In digital service ecosys-

tems, services are co-innovated and co-developed by utilising common knowledge 

and existing ecosystem assets, such as design patterns, ontologies or analysis 

services. Open innovation (Chesbrough and Appleyard, 2007; Chan, 2013) ena-

bles companies to create ideas by themselves, use external ideas or co-create 

ideas with other companies of the ecosystem. The value networks and ecosystem 

infrastructure enable members to concentrate on their own roles and know-how, 

and to reach common goals. Value networks are formed by several organisations 

aiming to fulfil a certain purpose together (Allee, 2008; Lehto et al., 2013), where-

as ecosystem infrastructure (Khriyenko, 2012) manages the ecosystem’s opera-

tions, making the services interoperable, available, and easily consumed. There-

fore, the digital service ecosystem can be characterised as being an open, do-

main-clustered, demand-driven, self-organising and regulated environment, in 

which the actors of digital services co-innovate and co-create services in value 

networks, each having their own interests in services.   

Since many digital services providing similar content or ideas exist in the mar-

ket, quality of services has become a competitive advantage for service providers; 

digital services must embody high quality in order to guarantee customer satisfac-

tion, and avoid problems that may cause serious financial and human safety-

related damage and danger. This dissertation concentrates on the quality of digital 

services in the ecosystem context. Service consumers experience that service is 

of high quality when the service fulfils the consumers’ task goals correctly, without 

interruptions, and is available when required. Thus, the quality can be defined as 

the probability of the system completing the tasks successfully when invoked; 

“reliability on demand” (Lyu, 1996). Quality has a broader meaning for service 

providers; the providers must be able to ‘trust’ that the service fulfils the business 

goals and the requirements, and works as expected. When the data becomes a 

part of a digital service, the quality of data also becomes part of the quality of 

services. The utilisation of open data requires proper knowledge about data quali-

ty; how reliable, trustworthy and valuable the data is for its intended use.  

This dissertation takes the viewpoint of the service provider, having two quality 

focuses:  

1) How to design digital services in such a way that the services meet 

the quality requirements? The digital services must be of high quality in 

order to be accepted and used by the consumers. To avoid extra costs, 

the quality requirements must be taken into account in early phases of the 

service engineering. 

2) How to ensure the quality of open data utilised in digital services? 

The data must fulfil the quality requirements for its intended usage. The 

quality of data must be known before the data can be utilised.   
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This research can be positioned in the frontier of software engineering and data-

intensive services. The usage of open data in digital services forces service pro-

viders to consider the transformation from the proprietary side of the software 

industry to a more open business model. Software engineering and data-intensive 

services collide in the case of digital services; servitization (Vandermerwe and 

Rada, 1988; Wiesner et al., 2012) makes the open data more available for citizens 

through digital services. The quality of open data is emphasised when using it as 

part of a service; the quality-driven service design must also pay attention to data 

quality evaluation in order to enable the achievement of digital services with a high 

quality. 

Quality analysis and evaluation in the case of software and services has a long 

history. Quality attributes, such as reliability and performance, are standardised 

(ISO/IEC, 2001), and several quality analysis approaches exist in the literature, 

such as the works of Cortellessa, Singh and Cukic (2002), Leangsuksun et al. 

(2003) and Reussner, Schmidt and Poernomo (2003). However, according to 

Immonen and Niemelä (2008), the existing approaches have several shortcom-

ings. Most importantly, the approaches do not define how quality requirements can 

be transformed into different architectural decisions. Thus, there exists a huge gap 

between quality requirements and analysis, which also means that the traceability 

from quality requirements to quality analysis is missing. Quality must be engi-

neered into software from the onset of its development; quality requirements must 

be used as a driving force in service engineering, and they must be analysed in an 

early phase, even prior to the service implementation, when fault corrections and 

modifications are easier and cheaper to perform, and design decisions can still be 

affected. In the case of digital services, the changing environment, changing user 

requirements and new quality concerns of consumers ensure the emergence of 

new service engineering models and methods, as well as dynamic quality evalua-

tion methods. The service engineering model should introduce means for reaching 

the quality goals. 

Quality and quality evaluation in the case of open data has not often been 

brought into use, although some standardisation efforts for data quality attributes 

exit, such as Data quality model (ISO, 2008a). The purpose of data quality evalua-

tion is to ensure that the data fits its intended usage. Challenges in quality evalua-

tion of open data are caused by unknown data sources, and by the growing 

amount of semi- and unstructured data, i.e. big data (Hashem et al., 2015), with its 

features of large volume, variety, velocity and veracity (Ferrando-LIopis, Lopez-

Berzosa and Mulligan, 2013). Additionally, service consumers have changed their 

expectations and perceptions of data quality in pervasive computing environments 

(Madnick et al., 2009). The dynamicity, i.e. the changing usage environment, 

changing user needs, and dynamically changing situations in the markets (e.g. the 

data becomes suddenly unavailable), causes the need to continuously evaluate 

the data quality. Several definitions for data quality attributes exist (Wang and 

Strong, 1996; Nurse et al., 2011), and some approaches have been introduced to 

achieve high data quality (Naumann and Rolker, 2000; Dai et al., 2008; Nurse et 

al., 2013). However, there still exists a lack of common agreement on the attrib-
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utes and proper validation of existing quality evaluation approaches in the indus-

try. Thus, the use of open data requires new evaluation methods that take these 

identified challenges into account. 

In digital ecosystems, the business and the development environments are 

highly dynamic, and the needs and demands of service consumers are unclear 

and continuously changing. Therefore, although service engineering in a digital 

service ecosystem provides several business benefits, it also sets new challenges. 

Although some research has been carried out on service ecosystems (Liu and 

Nie, 2009; Riedl et al., 2009; Ruokolainen, 2013), there is currently a lack of 

methods and approaches on how to take the digital service ecosystem elements 

into account in service engineering. Current research on service engineering and 

service ecosystems does not consider the quality viewpoint (the quality of digital 

services and quality evaluation of the data used in digital services). Therefore, 

new models are required for ecosystem based service engineering that enable the 

services to achieve their quality requirements. Furthermore, the ecosystem infra-

structure that enables service co-development, cooperation and verification of 

quality of the data must be specified. 

The characteristics of digital services and the utilisation of open data in services 

cause new challenges for delivering services and data reliably. This dissertation 

combines quality-driven digital service design and the evaluation of open data 

quality in a common digital service ecosystem context. The ecosystem’s capability 

to perform actions should support quality-driven service engineering practices and 

data quality evaluation, with specific activities, knowledge models and support 

services. The main contribution of this dissertation is the concept of an evolvable 

open data based digital service ecosystem (EODE), which provides the assets to 

design the quality of services and to ensure the quality of open data. 

1.2 Research objectives and questions 

Based on the background and motivation described in the previous chapter, the 

main research question of this dissertation is “How to design the quality of digi-

tal services in open data and ecosystem based service engineering?” By 

designing the quality of digital services is meant all the models, methods, tech-

niques and other means used in the service requirements specification and design 

phases that make it possible to engineer quality requirements, and transform them 

into architectural decisions and models of digital services. 

This research has three objectives. The first is to research how service devel-

opment has changed when shifting from the traditional, closed environment to 

more open ecosystems, and to investigate the main elements and phases for 

digital service engineering in the ecosystem. These elements and phases should 

enable the design of services of high quality.  

The second objective is to investigate how quality evaluation has evolved when 

moving from the evaluation of software and services to data quality evaluation, 

and to understand the key phases for quality evaluation of open data. The purpose 
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is to describe how to ensure the quality of data, considering the identified chal-

lenges of open data and big data quality evaluation.  

The third objective is to create a new model of a digital service ecosystem, in 

which the varying elements such as open (big) data, quality of data and dynamic 

digital service engineering, are considered in the assets provided by the ecosys-

tem. Thus, the model combines the quality-driven, ecosystem-based service engi-

neering and open data quality evaluation under a common ecosystem concept. 

The model specifies what kind of knowledge and services are required for engi-

neering digital services that achieve their quality goals in the design phase and for 

evaluating the quality of open data in a way that is suitable for the purpose and the 

situation at hand. This certified data can then be utilised in digital services. 

1.3 Scope of the study 

In the following sub-chapters, the research themes of this dissertation are pre-

sented and the intersection of the main entities of the research is described.   

1.3.1 Research themes 

In this research, the focus is on digital service quality, and the quality of open data 

in the digital service ecosystem context, i.e. how to engineer reliable open data 

based digital services. Figure 1 describes the research topics of this dissertation. 

The quality of digital services in the ecosystem context comprises research 

themes for ensuring quality in service engineering and for certifying the quality of 

open data. 

 

Service 
quality

D
ata q

uality 
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n

Quality 
evaluation 

Data quality 
evaluation 

 

Figure 1. Research themes of this dissertation. 
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The theme of ensuring quality in service engineering is investigated through the 

themes of requirements engineering, service engineering and quality evaluation of 

services. Thus, the approach is methodology based, describing how to achieve 

quality in digital service engineering during the service engineering process. The 

existing quality evaluation approaches of services, especially their identified defi-

ciencies (Immonen and Niemelä, 2008), provide the motivation and the starting 

point for the research. Current knowledge on service engineering (Erl, 2007; 

Sommerville, 2009) and requirements engineering (Kotonya and Sommerville, 

1998; Nuseibeh and Easterbrook, 2000; Husnain, Waseem and Ghayyur, 2009; 

Loniewski, Insfran and Abrahão, 2010; Al-Fataftah and Issa, 2012) helps to identi-

fy and specify new service engineering model that takes take these requirements 

into account, enabling the achievement of quality by engineering the quality re-

quirements, and capturing them into service architecture. The ecosystem context 

specifies common means and practises for the model to be applicable in ecosys-

tem-based digital service engineering. In this research, the digital service quality is 

not limited to any specific attributes, and the application domain of the digital ser-

vices is not limited, but the created concept is general and applicable to any ser-

vice domain. 

The theme of data quality certification is examined through the themes of value 

networks, big data architecture, and quality evaluation. In the case of open data, 

the quality cannot be inspected purely from the process viewpoint, since the quali-

ty of open data is highly affected by the usage context, i.e. how well the data fits 

its intended use (Wang and Strong, 1996; Nurse et al., 2011). Thus, the approach 

to achieve data quality is specified more from the business viewpoint, starting from 

the business purposes of data utilisation. Data quality certification here means the 

confirmation that the open data is trustworthy, and its quality is good enough to be 

accepted for the use of the ecosystem’s services. Trustworthiness (Nurse et al., 

2011) is achieved by data quality evaluation, proceeding from the evaluation of the 

data source and the data itself, to the evaluation of data for the usage context. Big 

data architectures offer the solution in the form of frameworks for handling huge 

amounts of data, providing a logical structure of core elements to store, access 

and manage big data (Ramesh, 2015). Big data architecture is also examined as a 

solution for handling the quality of data; the quality of data must be managed and 

controlled through business processes to be available in different contexts and 

situations. Value is formed in networks in the case of data (Kuk and Davies, 2011; 

Poikola, Kola and Hintikka, 2011), especially in the case of business ecosystems, 

when there is trust between ecosystem members. The data value networks, the 

data based business models (Perr, Appleyard and Sullivan, 2010; Teece, 2010; 

Tammisto and Lindman, 2011) and business ecosystems (Iansiti and Levien, 

2004; Zhang and Fan, 2010; Li and Fan, 2011) provide the starting point for un-

derstanding open data based business. Although this research concentrates on 

open data, other kinds of data are also referred to. As data quality evaluation 

depends on several factors, such as the context, data type (open data, internal 

data), and the purpose of the data collection, quality attributes and quality evalua-

tion must be adjusted according to the situation at hand. This research is not lim-
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ited to any certain type of data, and the data quality is not limited to any specific 

attribute, although specific attributes that are applicable to open data are referred to. 

Digital service ecosystem includes many activities, knowledge models, and 

support services, for example, for member cooperation, ecosystem governance, 

policy definition, and service modelling, implementation and testing. In this re-

search, only the activities and elements that are related either to quality-driven 

service engineering, or data quality evaluation, are discussed in detail.  

1.3.2 Intersection of main entities 

The research described in this dissertation brings together three specific entities; 

digital services, open data and ecosystems. The intersection of these entities is 

described in Figure 2. The intersection of digital services and open data enables 

the creation of digital services that utilise open data. The intersection of digital 

services and the ecosystem forms a digital service ecosystem with the capability 

of engineering digital services utilising the ecosystem assets while obeying com-

mon regulations. The ecosystem ensures the service interoperability and provides 

an enabling environment for members for cooperation, and for supporting the 

business models of the members. The quality-driven digital service engineering 

must be enabled by the ecosystem knowledge management models and support-

ing services. Furthermore, the intersection of open data with an ecosystem forms 

an environment that enables the collaboration and cooperation of business actors 

of open data, also supporting business models of the members. The quality certifi-

cation of open data becomes the responsibility of the ecosystem, which must 

provide means for data quality evaluation for its members. Finally, the intersection 

of all three intersections produces a cooperation environment that enables the 

quality-driven engineering of digital services utilising the quality certified open 

data. 

In this dissertation, the main focus is in the middle of the intersections; the 

specified EODE concept describes how to perform quality-driven service engineer-

ing in a digital service ecosystem, and how to certify the quality of the open data 

utilised in digital services.  
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Figure 2. The intersection of the main entities of this research. 

1.4 Research approach 

A constructive research method (Järvinen, 2004) was selected for this disserta-

tion, because this makes it possible to create solutions, i.e. constructs, to the 

identified problems, evaluate the applicability of the solutions, and reflect the find-

ings back to the theory and practice of the problem areas. The constructive re-

search method is applied in this research in two phases; first, it is applied in four 

separate research cases to provide solutions to the identified research problems, 

and then it is applied to combine and adapt the four specified solutions together, 

and to further extend the research in a larger problem area to provide a new con-

cept of open data based digital service ecosystem. Figure 3 depicts how the re-

search themes shown in Figure 1 were addressed during the research process. 

Publications of this dissertation are numbered in a logical order based on the 

research topics, and are presented as PI to PV in Figure 3. The research conduct-

ed was on two different topics: (1) The quality of services, and (2) the quality of 

data. The research included in this dissertation is summarised in Table 1.   
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Figure 3. Progress of this research. 
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Table 1. Summary of the research conducted. 

Publi-
cation 

Theme Domain Research description 

I Quality speci-
fication and 
evaluation in 
software 
product lines. 

Distributed, embedded 
systems, and information 
systems in the context of 
product lines. 

Development and validation of 
the method for capturing 
quality requirements in differ-
ent kinds of application do-
mains and product families. 

II Requirements 
engineering in 
digital service 
ecosystems 

Service ecosystem; cloud 
services (producing con-
tent for multimedia ser-
vices) and an open service 
platform (of multi-modal 
mobility services). 

Development and validation of 
the RE method in real usage 
among two service ecosys-
tems. Collecting users’ feed-
back about the RE method. 

III Requirements 
of open data 
ecosystems. 

Open data based business 
(environment monitoring, 
weather observation, 
media, healthcare, 
transport, UI design, 
mobile services, business-
critical IT, data based 
services). 

Requirements collection for 
the open data ecosystem from 
business actors in industry. 
Creation of the ecosystem 
concept, and its validation with 
involved industrial representa-
tives.   

 

IV Quality of 
social media 
data in service 
architecture. 

Decision support systems 
in business operation (in 
big data consulting), big 
data architectures.  

Definition of the roles and 
responsibilities of business 
decision makers, and co-
development of the solution for 
data quality evaluation with an 
industrial partner. 

V Quality man-
agement in 
open data 
service eco-
systems. 

General approach appli-
cable to any service eco-
system domain. 

Development and validation of 
parts of the concept in the 
context of different national 
research projects. 

 

This research was conducted in several international and national research pro-

jects. The research on quality specification and evaluation in software product 

lines was started in the FAMILIES project in 2003.The author examined software 

reliability evaluation methods and approaches, and developed a framework for 

method evaluation in 2003–2005 based on a literature survey. In the COSI project, 

the author continued the research in software quality, and concentrated on quality-

driven software development; more specifically on how to specify quality require-

ments of product families, and transform them into architectural models. The COSI 

project aimed to reduce software development costs, while achieving high quality 

using strategies to improve innovation for software-intensive product development. 

Research in the COSI project was conducted in 2005-2008, and resulted in a 

solution for quality requirement specification and transforming them to architec-

ture; the Quality Requirements of a software Family (QRF) method. The QRF 

method was validated in 2007–2010, and was demonstrated to work in cases with 
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tens of quality requirements, across three different case studies. The case studies 

were: (1) the Personal Information Repository (PIR) case (Zhou et al., 2011), (2) 

the Secure Middleware for Embedded Peer-to-Peer systems (SMEPP) case 

(Ovaska et al., 2010), and (3) the DiSep platform case (Immonen, 2006; Immonen 

and Evesti, 2008). The QRF method has also been integrated and validated in 

connection with the Integrability and Extensibility Evaluation (IEE) method 

(Henttonen et al., 2007). 

Research on quality in software engineering proceeded from the context of 

product families to the context of service ecosystems, concentrating on require-

ment engineering in digital service ecosystems. Service engineering in digital 

service ecosystems was the main research focus of the author in the ICARE pro-

ject. Research conducted on the FAMILIES and COSI projects could be utilised, 

since the product families could be seen as a kind of primitive software ecosys-

tem, with features such as utilisation of existing assets, and a common knowledge 

base. The research concentrated on the features applicable to the ecosystem 

context, such as service co-innovation, service co-creation, enabling infrastructure 

and utilisation of the ecosystem’s assets. The research was conducted in 2014–

2015, and resulted in the concept of a digital service ecosystem, and a service 

engineering model. The results were validated in two different cases in the ICARE 

and CDC (Connecting Digital Cities) projects, where the project members acted as 

ecosystem members, co-developing digital services, and using the specified re-

quirement engineering (RE) method. The ICARE project included 25 service eco-

system members from five European countries. Altogether, nearly 275 require-

ments were identified, including functional, non-functional and business require-

ments, and constraints. In the CDC project, seven European ecosystem members 

collected 23 requirements. The members also participated in the questionnaire 

about the RE method, which provided valuable feedback and information for the 

method refinement and development targets. 

In parallel, the author began the research on open data and business ecosys-

tems in the ODEP project, concentrating on identifying requirements of open data 

ecosystems. The author’s main goal was to examine the business viewpoint of 

open data, and to outline the open data based business ecosystem from 2012–

2014. The initial outline of the ecosystem was specified based on a comprehen-

sive state-of-the-art literature survey, considering business ecosystems, data 

value chains, and business models of data. More specific requirements were col-

lected, and the concept was validated in industry, when representatives from 11 

different companies with different company sizes, application domains and service 

types provided valuable insight and refinements for the concept to respond to the 

actual needs of the data based industry, thus confirming the results of the litera-

ture research. The industrial representative interviews also helped to identify the 

motives and challenges faced when acting in open data ecosystems.  

The unknown quality of data was identified as one of the major obstacles in 

open data utilisation. Therefore, the author continued research on open data in the 

N4S project, focusing on the quality of social media data in service architecture. In 

the N4S project, the author specified the solution to quality evaluation of open data 



 

24 

in big data architecture from 2013–2016. The solution used the identified chal-

lenges in data quality evaluation and the characteristics of big data as a starting 

point, and was based on current research on data quality policies, data quality 

attributes, and data evaluation techniques. The solution was partly developed with 

an industrial company; a big data consulting company, which also validated the 

solution with the help of trial usage. The solution provided the company with in-

sight regarding customer needs, which could facilitate the company’s own re-

search and development (R&D).  

The author continued research on open data, especially open data in service 

ecosystems, in the ODEP project in 2015–2016. Thus, two research branches, 

one concentrating on achieving quality requirements of services, and the other 

concentrating on evaluating the quality of data, were brought together. This merge 

formed an open data based digital service ecosystem, in which services are engi-

neered in a way that enables them to capture quality in the design phase and 

utilise certified open data. The design focused on refining the service ecosystem 

elements such that they support data quality evaluation and management. The 

main ecosystem elements; the capability model, the knowledge models, and sup-

port services, were extended to include activities, models and services required for 

open data certification. New elements such as the ecosystem’s core, and a data 

model for open data were also specified. The concepts of the ecosystem were 

validated incrementally in several research projects. The Digital Services Hub
1
 

was used as a core of ecosystem in the ICARE project in 2015. The project part-

ners registered their services, and used the framework for authorising and visual-

ising service connections. The semantic data model was developed in the Digital 

Health Revolution (DHR) project in 2015. The service data description enabled the 

link to commonly available schematics (e.g. schema.org or domain-specific ones), 

or optionally to a service-specific dictionary, and also enabled the data structure 

documentation to remain unchangeable. 

1.5 Author’s contributions  

This dissertation consists of five original publications, which were published in 

2007–2017. All the papers were published in peer reviewed scientific journals. The 

author of this dissertation is the first author in four publications, and the second 

author in one publication. The author’s contribution to each publication is summa-

rised below. 

Publication I “Capturing quality requirements of product family architecture” 

describes the QRF (Quality Requirements of a software Family) method that spec-

ifies how quality requirements must be defined, represented and transformed to 

architectural models. This research is based strongly on the deficiencies in soft-

ware quality evaluation methods identified based on an earlier literature survey of 

the author (Immonen and Niemelä, 2008). The specified method provides a solu-

                                                           
1
 https://www.digitalserviceshub.com/registry/ (Accessed: 4 November 2016) 
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tion on how to engineer quality requirements, how to fill the gap between require-

ments engineering and architectural modelling, and how to trace requirements to 

architectural decisions and vice versa. The empirical evidence of the research was 

conducted across several case studies, where the method was applied and used 

in requirements engineering and architectural modelling of different kinds of cases. 

The author is the second writer of the publication, contributing to the state of the 

art literature survey, co-innovation of the method, and co-writing of the publication. 

Publication II “A service requirements engineering method for a digital service 

ecosystem” describes the main requirements and elements for ecosystem based 

digital service engineering, and defines a service engineering model for digital 

service ecosystems, including the requirements engineering (RE) method. The 

publication also provides comparative definitions of the properties of the business 

ecosystem, service ecosystem and software ecosystem, and specifies the concept 

of a digital service ecosystem. The empirical evidence of the research was con-

ducted by validating the RE method in two industrial cases, where the ecosystem 

members used the RE method for specifying digital services and related support 

services. Validation provided conformance of the method; it actually worked in a 

real case and also served as a valuable tool for communication among several 

people. The feedback collected from the method’s users enabled the collection of 

user experiences, shortcomings, and development targets of the method. The 

author is the first writer of this publication, contributing significantly to the state of 

the art survey on business, service and software ecosystems, co-developing the 

service engineering model, specifying the ecosystem elements, and planning and 

executing the feedback collection from the users, and analysing the results.   

Publication III “Requirements of open data based business ecosystem” speci-

fies the first concept of an open data ecosystem from the business viewpoint. This 

ecosystem concept specifies the actor roles in the ecosystem, applicable business 

models, and the infrastructure, including the required support services and 

knowledge models for acting in open data based business. The outline and re-

quirements of the ecosystem were collected based on the state of the art 

knowledge explored from the literature, and the state of the practice of data based 

business in the industry. Industry representatives provided valuable insights into 

the requirements of open data based business ecosystem from different stake-

holder viewpoints. The author is the first writer of this publication, conducting the 

state of the art review on open data, open business models and open data eco-

systems, planning and executing the interviews with co-authors and analysing the 

results, and co-specifying the new concept of the ecosystem.  

Publication IV “Evaluating the Quality of Social Media Data in Big Data Archi-

tecture” specifies the elements and phases of quality evaluation of open data in 

big data architecture. The work is based on the identified challenges described in 

Publication III, where the unknown quality of the open data was detected as one of 

the main challenges for open data utilisation. The provided solution for quality 

evaluation enables the evaluation of the quality of open data for different contexts 

and situations with the help of data quality policies. The empirical part of this re-

search was conducted by applying the method to an industrial case example to-
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gether with industry representatives. The case provided the first proof of the usa-

bility of the suggested solution. The author is the first writer of this publication, con-

tributing to the planning and execution of the interviews with colleagues and analys-

ing the results, performing the state of the art review of relevant literature, specifying 

the data quality policies, and co-designing the solution for data evaluation.  

Publication V “Towards certified open data in digital service ecosystems” com-

bines, adapts and extends all the earlier work (Publications I–IV), and introduces 

the concept of evolvable open data based digital service ecosystem (EODE). The 

concept describes the main elements of the ecosystem, identifying the required 

actions, support services and knowledge models for digital service engineering 

and open data quality certification. The concept combines the viewpoints of open 

data providers and digital service providers; the ecosystem assists in verifying the 

quality of the data from different open data providers, and provides this data for 

service providers that utilise it in their services. The empirical part of this research 

was conducted in several cases, each case validating different parts of the con-

cept. The author is the first writer of the publication, contributing to the scientific 

research by actively cooperating in the research planning and concept creation, 

and to the empirical part by analysing the results. 

1.6 Structure of the dissertation  

This dissertation consists of six chapters and the original publications. The first 

chapter provides a comprehensive introduction to the research work. The second 

chapter presents the theoretical foundation for the work; the main concepts and 

related work considering ensuring quality in service engineering, evaluating of the 

quality of open data, and ecosystem based service engineering. Chapter 3 sum-

marises the research, describing how it was conducted, and introduces the re-

sults. Chapter 4 introduces the main research contributions based on the original 

publications. Chapter 5 provides a discussion about the accomplishment of the 

research objectives, evaluates the results from the theoretical and empirical view-

points, evaluates the scientific validity of the research, compares the results to the 

related work and presents the limitations and future work. Finally, Chapter 6 con-

cludes the dissertation. The original publications are provided as appendices at 

the end of the dissertation.    
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2. Theoretical foundation 

This chapter discusses the theoretical foundation of the research. The first sub-

chapter introduces the main concepts of this research, whereas the second de-

scribes work related to ensuring quality in software and service engineering, data 

quality evaluation, and ecosystem-based service engineering. Finally, the findings 

of the chapter are summarised.  

2.1 Main concepts 

In the following sub-chapters, the terms data, software and service are defined, 

and the concepts of open data, quality of open data, quality of software and ser-

vices, and digital service ecosystems are discussed. 

2.1.1 Data, software and service 

According to Data-Information-Knowledge-Wisdom (DIKW) hierarchy (Ackoff, 

1989), data is understood as symbols, and can be raw or processed. Raw data is 

produced by observing, monitoring, using questionnaires, etc., but is not yet pro-

cessed for any specific purpose. Processed data is edited, cleaned or modified 

from raw data. Refinement and processing of data analyses, aligns and aggre-

gates data from different physical and digital sources, increasing the understand-

ing of the data, and thereby producing information from the data. Thus, information 

is data that is processed to be useful, providing answers to the questions who, 

what, where and when. Knowledge is created from data or information, referring to 

the theoretical or practical understanding of a subject. Theoretical knowledge 

represents explicit knowledge on the meaning of data, whereas practical 

knowledge is implicit and less systematically collected, represented and shared. 

In general, software is a set of instructions or programs that instructs a comput-

er to do specific tasks. Software is commonly divided into system software and 

application software. System software, for example device drivers, operating sys-

tems and compilers, controls the basic functions of a computer that are usually 

invisible to the user. System software is a base for application software, which can 

be a single program or a collection of small programs. Application software, such 

as office suites, gaming applications and database systems, handles the common 
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and specialised tasks a user wants to perform. Software can also contain data, for 

example libraries, different data structures, and some other forms of non-

executable data. 

In the context of software, a service is a piece of software developed to satisfy a 

need or to fulfil a demand. According to OASIS (2012), service is a mechanism to 

enable access to one or more capabilities, where the access is provided using a 

prescribed interface and is exercised consistently with constraints and policies as 

specified by the service description. Services are procured and paid for on de-

mand, often requiring humans managing supplier-consumer relationships, allowing 

users to create, compose and assemble a service by bringing together a number 

of suppliers to meet needs at a specific point in time (Bennett et al., 2000). A digi-

tal service is delivered digitally via the internet or other information network. The 

supply is essentially automated, or involves only minimal human intervention, and 

the service is always controlled by the customer. Digital service is implemented 

with software and can utilise different kinds of data, such as social media data, 

analysis data, marketing data, or any kind of data available through the infor-

mation infrastructure. 

2.1.2 Open data  

Open data is data that it is freely available for everyone to use and republish as 

they wish, without restrictions of copyrights, patents or other mechanisms of con-

trol (Auer et al., 2007). The concept of open data most notably has its roots in the 

UK, which has advanced the Open Government Data ecosystem during the past 

15 years. The Open Definition of Open Knowledge in 2005 was recognised to be 

the first definition of open data. This definition has become and remains the key 

internationally-recognised standard: “Open data and content can be freely used, 

modified, and shared by anyone for any purpose”. A major breakthrough in the era 

of open data occurred in 2009, when both the UK and the USA launched their first 

data portals. Since then, the tendency in many countries has been that the data of 

the public sector collected along with tax revenues is obligated to be open. Many 

foundations and initiatives have been known to actively push organisations to 

open their data. Open Knowledge
2
, founded in 2004, is a worldwide non-profit 

network of people that tends to unlock information, thus enabling people to work 

with it to create and share knowledge. Open Knowledge hosts a network of local 

groups in many countries and cities, in many different fields and topics. The organ-

isation provides open source CKAN software, the world’s leading open-source 

data portal platform that publishes more than 1 million open datasets around the 

world. The Open Data Institute (ODI)
3
 is a private limited company established as 

a non-profit organisation, limited by guarantee, and dedicated to promoting open 

data. It has member organisations all over the world. The Global Open Data Initia-

                                                           
2
 https://okfn.org/ (Accessed: 29 September 2016) 

3
 http://theodi.org/ (Accessed: 29 September 2016) 

https://okfn.org/
http://theodi.org/
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tive
4
 aims to make Government data openly available to all, thus increasing 

awareness of open data, and supporting the development of the global open data 

community. The Initiative is led by civil society organisations to share principles 

and resources, and is meant to be used by governments and societies to learn 

how to best harness the opportunities created by opening government data. It is 

intended to provide a roadmap of policies and institutions that countries can use. 

The European Union (EU) has also begun to increase the utilisation of open data; 

the INSPIRE
5
 (Infrastructure for Spatial Information in Europe) directive, enforced 

in 2007, is based on environmental spatial data infrastructure across Europe, 

established and operated by the 28 Member States of the EU. The EU also has an 

Open Data Portal
6
 that provides a metadata catalogue, which enables the different 

parties of the EU to access to a great amount of data. The data in this portal ad-

heres the Open Definition of Open Knowledge, being free to use, reuse, link and 

redistribute for commercial or non-commercial purposes.  

Traditionally, open data has been provided by the public administration, as the 

opening of the administration data was considered to benefit business of the utilis-

ing companies, and thus the national economy, thus providing valuable infor-

mation to the citizens. Recently, private companies have been interested in open-

ing their own data, since open data has been identified as valuable, both in busi-

ness and for a company’s internal use (Immonen, Palviainen and Ovaska, 2013). 

The use of open data assists, for example, in information and knowledge-based 

management, and in decision making inside companies, in service development, 

and in data refinement. More recently, the amount of crowd-sourced information 

on the Internet has been continuously increasing, as people voluntarily produce 

new data that is available for everybody, or to certain social media groups. The 

different types of social media networks, such as Twitter, Facebook or Instagram, 

produce a significant portion of today’s freely available data and information 

(Bodnar et al., 2014). Companies are interested in this kind of data, since it has 

been known to provide several benefits for business, such as for predicting stock 

markets (Bollen, Mao and Zeng, 2011), or for analysing consumer reactions to 

specific brands (Jansen et al., 2009).  

At the same time, when the open data trend started to grow, data licences 

started to emerge. Several public licenses exist with which a licensor can provide 

access and copyright permissions to open the data, such as the Creative Com-

mons License
7
 and Conformant Licenses

8
. Licenses grant the baseline rights to 

distribute the copyrighted work, and most of the licenses still contain some ele-

ments restricting the utilisation of data, such as Attribution, Non-Commercial, No-

Derivatives and Share Alike
9
. The different restricting elements can be mixed and 

matched, and therefore a huge number of customised licenses exist for open data. 

                                                           
4
 http://globalopendatainitiative.org/ (Accessed: 3 October 2016) 

5
 http://inspire.jrc.ec.europa.eu/ (Accessed: 3 October 2016) 

6
 http://open-data.europa.eu/en (Accessed: 3 October 2016)     

7 http://wiki.creativecommons.org/Baseline_Rights (Accessed: 20 September 2016) 
8 http://opendefinition.org/licenses/ (Accessed: 20 September 2016) 
9 https://creativecommons.org/licenses/ (Accessed: 20 September 2016) 

http://globalopendatainitiative.org/
http://inspire.jrc.ec.europa.eu/
http://open-data.europa.eu/en
http://wiki.creativecommons.org/Baseline_Rights
http://opendefinition.org/licenses/
https://creativecommons.org/licenses/
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Therefore, even if the data is freely available, its usage can be restricted with 

licences. Thus, the original idea of open data as such is no longer valid. 

When utilising open data in business, the data becomes an artefact that is ac-

cessed by paying. In the data based business, open data does not adhere to the 

definition of open data, but can be thought of as open data services, that are pro-

vided to consumers. The consumers of the open data services are the digital ser-

vice providers, providing digital services in which the open data service is used. 

Service related pricing models, such as pay-per-use (Weinhardt et al., 2009) 

where the customer pays for the service usage, are therefore also applicable in 

the case of open data services. The final digital service consumer utilises open 

data through digital services.  

2.1.3 Quality definitions of open data  

Traditionally, companies have used their own data in business; i.e. the data col-

lected from their own processes (e.g. production and warranty systems), from 

customer feedback, market analysis, or the data is bought from trustworthy third-

parties. This data was assumed to be reliable. In the case of open data, the data 

comes from unknown sources, and the quality of the data was considered to be 

out of one’s control. Therefore, more attention was paid to the quality of data. 

Data quality has been traditionally characterised according to Wang and Strong 

(1996), as being data that is suitable for use by the data consumer. Data quality 

consists of quality attributes, which are a representation of a single aspect or a 

construct of a quality (Wang and Strong, 1996). Accordingly, the ISO/IEC data 

quality model (ISO, 2008a) specifies data quality as the “degree to which the 

characteristics of data satisfy stated and implied needs when used under specified 

conditions”. The ISO/IEC data quality model divides data quality into inherent 

quality, that refers to the intrinsic potential of the data to satisfy implied needs 

when used under specified conditions, and system dependent quality, that refers 

to reaching data quality within a computer system when data is used under speci-

fied conditions. The ISO/IEC data quality model specifies fifteen data quality at-

tributes, such as accuracy, completeness, consistency, confidentiality and availa-

bility. In the literature, there exist several other classifications of data quality attrib-

utes, but there is no common agreement on their nature. Often, the attributes are 

too abstract, and there is a lack of agreed specifications and/or metrics for their 

evaluation. Traditionally, four quality dimensions are important for data consumers 

(Wang and Strong, 1996): Intrinsic dimension denotes the quality of data as inde-

pendent of the user’s context, whereas contextual dimension considers quality 

within the context of the task at hand, and the subjective preferences of the user. 

Representational dimension captures aspects relating to information representa-

tion, and accessibility dimension captures aspects involved in accessing infor-

mation. 

New data quality attributes are continuously required, as the origin and the na-

ture of data change. Increasingly data comes from indeterminate sources, being 

commonly unstructured, or not more than semi-structured (Madnick et al., 2009). 
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As the amount of this freely available data is enormous, the term “big data” is used 

to describe such massive volumes of data. Big data is data that is too difficult to 

process using traditional databases and software techniques, and its characteris-

tics including volume, variety, velocity and veracity, cause new challenges for data 

quality and data quality evaluation (Ferrando-LIopis, Lopez-Berzosa and Mulligan, 

2013; Cai and Zhu, 2015; Hashem et al., 2015). Recent research on the quality of 

online data has been reviewed and summarised under three quality factors (Nurse 

et al., 2011); provenance factors, referring to the source of information, quality 

factors, that concentrate on factors reflecting how an information object fits its use, 

and trustworthiness factors, that influence how end-users make decisions regard-

ing the trust of information.  

Several other works on on-line data quality attributes exist, such as Naumann 

and Rolker (2000), Gil and Artz (2007), Dai et al. (2008) and Nurse et al. (2013). 

Specific definitions of attributes have been conducted in the special case of on-line 

data, such as for social media (Agichtein et al., 2008; Castillo, Mendoza and 

Poblete, 2011). In the work of Castillo, Mendoza and Poblete (2011), quality has 

been classified into credibility feature sets of social media data, including mes-

sage-based features that consider characteristics of messages, user-based fea-

tures that consider characteristics of the users who post messages, topic-based 

features that are aggregates computed from the previous two feature sets, and 

propagation-based features that consider characteristics related to the propaga-

tion tree that can be built from the retweets of a message. Furthermore, specific 

quality attributes exist, that are applicable to certain types of social media data. In 

particular, Twitter has recently interested researchers (Agichtein et al., 2008; 

Castillo, Mendoza and Poblete, 2011; Ludwig, Reuter and Pipek, 2015). Chae 

(2015) classified the Twitter metrics into descriptive, content and network metrics. 

Table 2 represents four different types of approaches to data quality and quality 

definition from the data consumers’ viewpoint. As can be seen from Table 2, there 

was quite a long time between the initial data quality definition (Wang and Strong, 

1996) from the user’s viewpoint, and the data quality standardisation (ISO, 2008a). 

The data quality research concentrated first on internal data, such as production, 

sales, financial, and employee data. Since 2009, when the UK and the USA 

launched their first data portals, a lot of research has been conducted on the quali-

ty of open data, firstly on public administration data, and then on heterogeneous 

online data. Furthermore, the quality of online data was specified on a more de-

tailed level, first for social media data, and then further for different types of social 

media data, such as Twitter (Castillo, Mendoza and Poblete, 2011). When concen-

trating on a certain type of data, the quality characteristics are also specialised at 

a detailed level, and may be applicable only to a certain data source type so that 

the data quality has a more specific meaning. Furthermore, in the case of online 

data, the number of quality properties is not limited but new specifications can be 

added as different kinds of data source types emerge.  

It can be concluded that the quality evaluation of online open data is rapidly 

evolving, and new attributes and evaluation methods are constantly required. The 
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standardisation is slow, and therefore diverse approaches exist, and evaluation 

often occurs in an ad-hoc manner. 

Table 2. Different definitions of data quality from the consumers’ viewpoint. 

 Traditional data 
quality  

(Wang and 
Strong, 1996) 

 

Data quality 
model 

(ISO, 2008a) 

On-line data 
quality  

(Nurse et al., 
2011) 

Twitter data 
quality 

(Castillo, 
Mendoza and 
Poblete, 2011) 

Year 1996 2008 2011 2011 

Target of 
the ap-
proach 

Data quality. Data quality. Data quality & 
trustworthiness. 

Data credibil-
ity. 

Data quali-
ty definition 

Data that fits for 
use by data 
consumers. 

The degree to 
which the char-
acteristics of 
data satisfy 
stated and 
implied needs 
under specified 
conditions. 

Fitness of infor-
mation for use, 
and the per-
ceived likelihood 
that a piece of 
information will 
preserve a 
user’s trust in it. 

Credibility in 
the sense of 
believability: 

“offering rea-
sonable 
grounds for 
being be-
lieved”. 

Quality 
represen-
tation  

Dimension. Attribute. Factor. Feature. 

Classifica-
tion of 
quality 
properties 

Intrinsic, contex-
tual, representa-
tional and ac-
cessibility. 

Inherent data 
and system 
dependent data. 

Data prove-
nance, quality, 
and trustworthi-
ness.  

Message-
based, user-
based, topic-
based and 
propagation-
based fea-
tures. 

The num-
ber of 
quality 
properties 

20. 15.  Not set. Not set. 

Target 
data 

Production and 
storage data. 

Software prod-
uct data. 

Online data 
(social media 
data). 

Twitter data. 

Rationale Important data 
dimensions for 
evaluation from 
data consumers’ 
viewpoint.  

Attributes for 
software product 
quality require-
ments and 
evaluation. 

Factors of on-
line data quality 
evaluation for 
data users. 

Feature sets 
for Twitter data 
assessment 
for data users. 

2.1.4 Quality of software and services 

Quality in the case of software and services means the non-functional properties 

of the software, embodied as quality attributes. Digital services are implemented 

with software, usually consisting of software and data. Therefore, referring to soft-
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ware functionality or a set of software functionalities, the standard quality attributes 

(ISO/IEC, 2003a, 2003b) can be used and applied in their evaluation. According to 

the ISO/IEC standard (ISO/IEC, 2005), a quality attribute is “an inherent property 

or characteristic of an entity that can be distinguished quantitatively or qualitatively 

by human or automated means“. A lot of work has been done in standardising 

quality attributes among software engineering (ISO/IEC, 2001, 2003a, 2003b). The 

ISO/IEC quality model (ISO/IEC, 2001) characterises quality attributes into func-

tionality, reliability, usability, efficiency, maintainability and portability, each having 

several sub-characteristics. Quality is measured using quality metrics, which are 

measures of certain properties of the quality attribute, evaluating the degree of 

presence of the quality attribute (ISO/IEC, 2001). According to the ISO/IEC quality 

model (ISO/IEC, 2001), the software lifecycle is divided into three main phases, 

and quality attributes and metrics are divided into the same categories as the 

lifecycle. Internal quality is measured and evaluated from the design artefacts, 

such as architecture, design, and source code, against internal quality require-

ments. External quality is the quality when the software is executed, typically 

measured and evaluated while testing in a simulated environment, with simulated 

data. Quality-in-use is the user’s view of the quality when the software is used in a 

specific environment, and in a specific context of use, measuring the extent to 

which users can achieve their goals in a particular environment.  

Quality analysis occurs both in the design phase and on run-time, and can be 

both static and dynamic (Immonen and Pakkala, 2014). In traditional software 

engineering, quality analysis has been an independent task performed after sys-

tem implementation. By analysing quality before the implementation phase, time 

and resources can be saved. This predictive analysis enables the problems in 

quality to be solved more easily, at the architectural level, when modifications are 

easier and cheaper to implement. However, analysis of the architecture is only 

possible if it is represented in a way that enables the analysis (Jazayeri, Ran and 

van der Linden, 2000). Therefore, quality must be engineered into software from 

the onset of its development. The analysis approach must enable the derivation of 

quality requirements to architectural decisions in order to evaluate how the speci-

fied requirements are addressed in the architectural models. In addition, the anal-

ysis approach must enable the tracking of quality analysis results from the archi-

tectural models to the requirements in order to validate whether or not the re-

quirements are met in the architecture (Immonen and Niemelä, 2008). 

Consequently, quality is evaluated with the help of quality analysis methods that 

can be roughly classified into quantitative and qualitative. Quantitative methods, 

such as described by Smidts and Li (2000), Reussner, Schmidt and Poernomo 

(2003) and Pham and Defago (2013), are usually measurement based, quantifying 

systems already in use (black-box techniques) or making predictions considering a 

system’s internal structure (white-box techniques). Qualitative analysis methods, 

such as in the works of Chung et al. (2000) and Kazman, Klein and Clement 

(2000) manipulate knowledge rather than numbers. This knowledge is usually 

specific for the system under study, and can be explicit, i.e. documented or tacit, 

undocumented. Quality analysis methods of software have been developed over 
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40 years. The first quality analysis methods applicable at the architectural level 

emerged in the early 2000s when enhanced modelling methods were applied to 

architecture design. During the past decade, a transition from software and soft-

ware architectures to service architectures has been observed. At the same time, 

quality analysis methods targeted specifically to services, such as (Grassi, 2004; 

Cortellessa and Grassi, 2007; Ma and Chen, 2008), started to emerge when the 

run-time quality management of services became important. The services were 

mostly functional and they were based on own (usually sensor) data, the quality of 

which was assumed to be good. However, the new kind of digital services dis-

cussed in this dissertation are based on open data from multitudinous sources. 

Therefore, the problem of service quality as discussed in this dissertation is new; 

the quality of data from uncertain sources becomes a part of the quality of the 

digital services.    

2.1.5 Digital service ecosystems 

There exist three different ecosystem definitions that are related to each other; 

business ecosystem, service ecosystem and software ecosystem.  

 Business ecosystem is a dynamic structure of organisations that work togeth-

er in a specific core business (Iansiti and Levien, 2004), sharing the common 

ecosystem regulation, being still able to act independently. The value is cre-

ated in a network of actors, but apart from business dependencies, there are 

no dependencies between ecosystem members.  

 Service ecosystem is a socio-technical system that enables service providers 

to reach shared goals, and gain added value by utilising the services of other 

members in the ecosystem (Liu and Nie, 2009; Riedl et al., 2009; 

Ruokolainen, 2013). In service ecosystems, the focus is on dynamic, behav-

iour, and conceptual interoperability (Pantsar-Syväniemi et al., 2012), and in-

teractions between services, and between humans and services. Members 

share service taxonomy and service descriptions that can be categorised, for 

example, by domain, purpose or technology. 

 In software ecosystems there is some common technology underpinning the 

ecosystem (Bosch, 2009; Jansen and Cusumano, 2012), when the focus is 

on technical, syntactic and semantic interoperability and interactions between 

systems and humans. Therefore, in software ecosystems there is an in-

creased dependency between ecosystem members, although the features 

such as self-regulation, networked character and shared value are still valid.  

Service ecosystems can be positioned between business and software ecosys-

tems, filling the gap between the two. Digital service ecosystems are a part of 

service ecosystems, covering only the digital part. The product of a digital service 

ecosystem is a digital service that is entirely automated, available online, delivered 

through an information infrastructure, and controlled by the customer of service. 

Thus, for example, when comparing with traditional healthcare service ecosys-

tems, the digital service ecosystem can provide devices and applications as ser-
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vices used by a medical team, but the whole treatment process (including doctors, 

nurses, etc.) is not provided as a service. 

Breaking the boundaries around a company is the first step when shifting to-

wards ecosystem-based digital service development. Digital service ecosystems 

are an open cooperation environment, where companies can create ideas and 

develop services by themselves, use external ideas, or co-innovate and develop 

services with other actors of the ecosystem. Shifting to a more open business 

model may be required in order to understand the new business opportunities 

which the ecosystem provides. Open business models enable companies to break 

the boundaries around the company in the innovation or service engineering 

phase (Chan, 2013), or when delivering services. Seven open business models 

have been identified within the context of open-source software (OSS) (Perr, 

Appleyard and Sullivan, 2010), that can be classified into four categories based on 

how they capture value (Chesbrough and Appleyard, 2007): The deployment 

category includes support, subscription and professional services/consulting busi-

ness models, which are similar to the proprietary side of the software industry. The 

hybridisation category includes proprietary extensions and dual-license business 

models, attempting to attract customers by licensing to familiarise the customers 

with the product/service. In the complements business category, open source 

software is provided by the vendor selling and supporting the hardware device or 

appliance, whereas in a self-service business model, users with similar needs pool 

their resources and create applications to satisfy the community's needs. 

The ecosystem infrastructure provides the required support for service co-

development, and actors’ co-operation in the ecosystem, enabling utilisation of the 

existing ecosystem’s assets. In service ecosystems, cooperation takes place in 

value networks. Service value networks provide business value through the agile 

and market-based composition of complex services from a pool of complementary 

service modules by the use of ubiquitously accessible information technology 

(Blau et al., 2009). The ecosystem infrastructure provides the knowledge man-

agement model to guarantee the effectiveness of the service ecosystem by max-

imising semantic interoperability and alignment among ecosystem members, ser-

vices and technologies. In addition, the knowledge base (Ovaska et al., 2010) is 

required as a repository for storing the gained knowledge, such as collaboration 

models, service descriptions, ontologies, styles and patterns, which are then ex-

ploited in each service engineering phase. 

2.2 Related work 

In the following sub-chapters, the existing methods and approaches for ensuring 

quality in software and service engineering, data quality evaluation and ecosys-

tem-based service engineering are discussed and summarised. 
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2.2.1 Ensuring quality in software and service engineering 

The survey of reliability and availability (R&A) prediction methods at the architec-

tural level (Immonen and Niemelä, 2008) revealed that the current analysis meth-

ods have several shortcomings. Most importantly, the methods do not commit 

themselves to quality requirements at any level, thus failing to define how the 

requirements could be transformed into different architectural decisions. In soft-

ware engineering, the requirements engineering, architecture modelling and quali-

ty analysis phases are closely related. The architecture design phase is the first 

stage in which it is possible to evaluate how well the quality requirements are 

being met. To enable this, the architecture must be presented in a way that ena-

bles analysis (Jazayeri, Ran and van der Linden, 2000). 

Several quality analysis methods have been available since the 1970s. The 

methods already applicable at the architectural level have been developed during 

recent decades. These methods are meant for different types of purposes, and 

have been developed by different communities. Accordingly, they have different 

definitions and measures for different quality attributes, as well as for architecture, 

inputs, outputs, notations, assumptions, users, etc. An analysis of eight quality 

evaluation methods was represented by Dobrica and Niemelä (2002), which ap-

peared to verify that the quality requirements have been addressed in the architec-

ture. According to the analysis results, the methods had different goals, such as 

guiding the architecture inspection, focusing on potential trouble spots, risk as-

sessment, evaluation of the architecture to reach the software quality require-

ments, prediction of a certain quality attribute of a software system based on its 

architecture, or location and analysis of trade-offs in architecture. The research 

concludes that a multi-attribute analysis is required for understanding of the 

strengths and weaknesses of complex systems. Some of the surveyed methods 

were applicable for multiple quality attributes, such as the architecture trade-off 

analysis method ATAM (Kazman, Klein and Clement, 2000), and scenario-based 

architecture reengineering (SBAR) (Bengtsson and Bosch, 1998). 

A comparison of design methods applicable for product line architecture was in-

troduced by Matinlassi (2004). Four of the five methods surveyed ensured quality 

attributes with non-architectural evaluation methods, such as model checking, 

inspections and testing. Only one method, Quality-driven Architecture Design and 

quality Analysis (QADA) (Matinlassi, Niemelä and Dobrica, 2002), was able to 

evaluate software architecture designs before implementation. The QADA is a 

quality-driven architecture design method that uses quality requirements as the 

driving force when selecting software structures. The work of Dobrica and Niemelä 

(2000) defined different architecture views, and described the mapping of quality 

attributes to these views. QADA utilises these views, and represents the architec-

ture design in conceptual and concrete abstraction levels, both of them consisting 

of structural, behavioural, deployment and development views. Quality attributes 

are mapped to the relevant views in QADA. The QADA method was first adopted 

to wireless service engineering (Niemelä, Matinlassi and Lago, 2003), where it 
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was detected to improve architectural descriptions and increase understanding of 

the meaning of service architecture. 

Requirements engineering (Kotonya and Sommerville, 1998) has a long history, 

since incomplete, incorrect, and ambiguous requirements are generally consid-

ered to be the major cause of software failure (Dorfman and Thayer, 1997). Most 

of the RE methods concentrate on functional requirements, having several short-

comings. For example, RE methods lack tool support, do not cover all the phases 

of RE, or only present a technique applicable in a certain RE phase (Husnain, 

Waseem and Ghayyur, 2009). Several requirements engineering methods exist 

that consider quality requirements; the i* framework (Chung, Gross and Yu, 1999) 

helps to detect where the quality requirements originate, and what kind of negotia-

tions should take place; the NFR (non-functional requirements) framework (Chung 

et al., 2000) derives the quality requirements as goals from stakeholder needs, 

and uses them as guidance while considering different design alternatives; and 

the CBSP (Component-Bus-System-Property) method (Grünbacher, Egyed and 

Medvidovic, 2003) aims to reconcile requirements and architectures using inter-

mediate models that are used as a bridge while refining and transforming the 

requirements to architectural elements. Architectural styles and patterns assist in 

mapping between quality requirements and architecture design, whereas for archi-

tectural modelling, an extension of a standard notation is required to avoid the 

development of an enormous amount of separate annotation and extension tech-

niques. A standard and widely accepted modelling language, the Unified Modelling 

Language (UML) (OMG, 2002) has been extended by specific profiles to support 

quality attributes (Rodrigues et al., 2003; Aagedal et al., 2004; Cortellessa and 

Pompei, 2004). The standard UML can also be annotated with quality related 

information, such as using defined quality properties stored as stereotypes in the 

UML profiles (Ovaska et al., 2010). Although some work had been done to engi-

neer quality requirements and to represent quality in the architectural models, 

knowledge on how requirements affect architecture design has been missing.  

Knowledge-based service engineering was first presented by Niemelä, Kalaoja 

and Lago (2005), when the QADA was adopted towards wireless service engi-

neering with the help of a Wireless Internet Service Architecture (WISA) 

knowledge base. The WISA knowledge base provides the service taxonomy, the 

reference service architecture, and the WISA basic services. Further knowledge 

based service engineering is represented in the work of Ovaska et al. (2010), in 

which a quality aware modelling approach is defined as having three main phases; 

modelling quality requirements, representation of quality in architectural models, 

and model-based quality evaluation. Quality knowledge is utilised in all the phases 

in the form of quality attribute ontologies, model artefacts (i.e. styles and patterns), 

and reusable usage profiles. The knowledge base is further used in an IEE meth-

od (Henttonen et al., 2007) that utilises the knowledge gained in architectural 

design. 

Figure 4 describes the observed development direction of ensuring quality in 

the software and service engineering. The years in the figure describe the time 

when the topic was detected to be relevant, and when the first research on the 
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topic was conducted. Traditionally, testing has been a common procedure to en-

sure that software fulfils its requirements. Since testing finds quality problems only 

after the implementation phase, the prediction of quality in an early phase, at the 

architectural level, was found to save time and resources. However, quality predic-

tion was not possible if the quality requirements were not represented in the archi-

tecture in an appropriate way. This was the driving force to quality-driven architec-

ture design. Requirements engineering was finally considered to be important, 

since the requirements had to be engineered in a way that enabled evaluation of 

whether they were being met. Therefore the significance of knowledge in service 

engineering has increased when proceeding from testing to requirements engi-

neering. 

Quality analysis 
by testing

Quality 
prediction from 

architecture

Quality-driven 
architecture 

design

Capturing 
quality 

requirements

1970 2000 20071990

 

Figure 4. Evolution of quality assessment in software engineering. 

2.2.2 Quality evaluation approaches of open data 

From the first definitions of open data (Open Knowledge in 2005), it took about 5 

years before the reusability of data from the user perspective was considered. The 

government of the UK proposed a five star scheme that helped assess the degree 

to which individual datasets were reusable (HM Government Cabinet Office, 

2012). Recently, data certification approaches have emerged. For example, the 

Open Data Institute (ODI) provides Open Data Certificates
10

 that enable data 

providers to assess the extent to which open data is published according to rec-

ognised best practises. The certificate tells data users what the data is about, and 

how to get hold of it, sharing legal (e.g. licensing, privacy), practical (e.g. discov-

ery), technical (e.g. structure, quality) and social (e.g. documentation) information. 

Data certificates help to develop a shared understanding of open data; the certifi-

cate allows data providers to assess their own work (Heimstädt, Saunderson and 

Heath, 2014). Currently, both of these approaches rely on the information obtained 

from the data provider. Especially, information about the quality of the data may 

not be trustworthy as such, as in addition to being subjective, the data quality 

attributes, such as relevancy, cannot be judged to be valid in all situations.  

                                                           
10

 https://certificates.theodi.org (Accessed: 1 November 2016) 
 

https://certificates.theodi.org/
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The quality evaluation of open data has been the subject of several studies 

(Naumann and Rolker, 2000; Agichtein et al., 2008; Dai et al., 2008; Castillo, 

Mendoza and Poblete, 2011; Nurse et al., 2013). Some data quality evaluation 

approaches have emerged to utilise and extend the ISO/IEC data quality model. In 

the work of Behkamal et al. (2014) a metric-driven approach for quality assess-

ment of linked open data was proposed, based on ISO 25012. The approach 

identifies five new inherent quality characteristics, and introduces a Goal-

Question-Metric (GQM) approach applied to evaluation of all the characteristics. In 

the work of Rafique et al. (2012), two more characteristics are added to the ISO 

25012 data quality model, and other characteristics from the ISO 25012 standard 

and from proposed previous research are grouped, and a framework is proposed 

to specify quality requirements for information of web applications.  

The importance of quality policies has been recognised in several works. In the 

works of Bizer (2007) and Bizer and Cyganiak (2009), a quality-based information 

filtering policy is suggested, that consists of a set of metrics for assessing quality 

dimensions that are relevant for the task at hand, and a decision function that 

aggregates the resulting assessment scores into an overall decision as to whether 

information satisfies the consumer’s quality requirements. In the work of Chenyun 

et al. (2009), a confidence policy denotes subjects to whom the policy applies, why 

certain data are accessed, and the minimum level of confidence that has to be 

assured by the data covered in the policy, when the subjects to whom the policy 

applies need to access the data for the purpose specified in the policy. In the 

framework of Bertino and Lim (2010), trust scores are associated with all data 

items to indicate their trustworthiness. Trust scores can be used for data compari-

son or ranking, or used together with other factors (e.g., information about con-

texts and situations) to decide about the use of the data items. The framework 

utilises the confidence policy of Chenyun et al. (2009) to specify the range of trust 

scores that a data item must have for use by the application or task. The approach 

described by Rahman, Creese and Goldsmith (2011) uses an information source 

filter to subscribe to a set of known information sources, and a scoring function to 

capture the provenance factors of interest, and to assign scores to messages for 

each factor. The decision making policy allows the decision maker to amplify or 

attenuate one or more provenance factors that may appear to be more or less 

important in a particular situation. The work of Mendes, Mühleisen and Bizer 

(2012) introduces a framework in which user-selected metadata is leveraged as 

quality indicators to produce quality assessment scores through user-configured 

scoring functions. 

The four different types of approaches that exist for the evaluation of data from 

the user perspective are summarised in Table 3, introducing both the apparent 

benefits and the potential pitfalls of the approaches.  
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Table 3. The benefits and potential pitfalls of the different types of data quality 
evaluation approaches. 

Approach type 

 

Benefits Potential pitfalls 

Checklists, schemes, 
certificates 

(HM Government 
Cabinet Office, 2012); 

(https://certificates.theod
i.org) 

 Rapidly accessible 
information about the 
data. 

 Trustworthy data pro-
vider; the provider must 
be registered. 

 Subjectivity of infor-
mation.  

 Variation in data quality 
description; data quality 
can be described at a 
high abstraction level. 

ISO/IEC data quality 
model 

(ISO, 2008a) 

 Standard and well-
known quality attrib-
utes. 

 No guidance for the 
evaluation of quality at-
tributes (only an example 
for measurement). 

 Slowly extendable for 
new types of data (e.g. 
social media data) 

Stand-alone data quality 
evaluation approaches 

(Naumann and Rolker, 
2000; Agichtein et al., 
2008; Dai et al., 2008) 

 Often solves the prob-
lem of quality evalua-
tion for the case at 
hand. 

 Not easily adaptable to 
different situations. 

 Isolated; not working 
together with other ap-
proaches. 

 Immature; not applied in 
the industry. 

Policy-based approach-
es 

(Bertino and Lim, 2010; 
Rahman, Creese and 
Goldsmith, 2011) 

 Can be configured to 
different situations. 

 Is rapidly adaptable to 
changes. 

 Easily extendable. 

 Immature; not applied in 
industry. 

 

 

As shown in Table 3, the different types of approaches provide some benefits, but 

have several shortcomings that complicate their usage. In order to be valid, data 

quality cannot be estimated by the data provider. Therefore, for example, the data 

certificate must be provided by a third party. The ISO/IEC data quality model (ISO, 

2008a) can only be thought of as a guideline that describes which attributes the 

data quality consists of. The problem with standards is that they evolve slowly, 

whereas new quality attributes are constantly required for evaluating the rapidly 

emerging data and data sources. The different stand-alone evaluation approaches 

are often limited to the solution of a specific problem, and their application to dif-

ferent contexts is difficult. Data quality policies describe the principles and guide-

lines used to manage and exploit data, and information resources. Configuring 

them makes it possible to reach the needs of the specific data consumer. Howev-

er, it can be concluded that data evaluation approaches are not mature; their prac-

tical application in the industry is missing. Most of all, none of them are applied in 

the context of ecosystems. 

https://certificates.theodi.org
https://certificates.theodi.org


 

41 

2.2.3 Ecosystem-based digital service engineering 

No methods or approaches considering digital service engineering in service eco-

systems were found in the literature. This may be due to the fact that the concept 

of digital service ecosystem is relatively new, and although the level of interest in 

service ecosystems is high, no common ecosystem regulations, capabilities or 

knowledge models have been specified. In general, the ecosystem requires an 

enabling cooperation environment for different actors to co-innovate and co-

develop digital services together. Additionally, ecosystem infrastructure should 

enable the utilisation of common assets, such as knowledge and other services.  

Several approaches exist that enable open service innovation. Several differ-

ences can be detected between them: 

 Many of the approaches, such as Riedl et al. (2009) and Chan (2013), use 

the central platform to support cooperation, extract ideas for service inno-

vation, and attract businesses and citizens to create e-services based on 

available data. 

 The approach of Chesbrough and Appleyard (2007) uses the underlying 

architecture to connect different pieces of innovation components, and 

considers the value proposition for different partners. 

 A process model of the innovation framework of Stathel et al. (2008) 

groups innovation activities into five main functions required to develop 

new services. The functions are idea mining, idea development, idea eval-

uation, service realisation and service evaluation.  

 The effect of the value chain in innovation, requirements engineering per-

formance and software success, is a major contribution of the work of 

Fricker (2010).  

 The effect on socio-technical aspects, such as context, environment, and 

team management in service innovation is emphasised by Schindlholzer, 

Uebernickel and Brenner (2011). 

The literature has only few suggestions on how to go further from service innova-

tion to service co-creation. The Inter-enterprise Service Engineering Framework 

(Kimita et al., 2009) supports three phases of e-service development in business 

ecosystems: requirements analysis, service design and service implementation, 

assigning them to strategic, conceptual, logical and technical abstraction layers. 

Service requirements are identified in the strategic perspective in the form of a 

business model. In the work of Wiesner et al. (2012), guided questionnaires were 

used to elicit the requirements coming from the current business situation, and a 

workshop was held to define the basic requirements for each Manufacturing Ser-

vice Ecosystem scenario. The work of Stathel et al. (2008) included a mapping of 

information collected in the Innovation Repository accessible to service engineer-

ing, but the approach did not describe how this information affects service realisa-

tion. 
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Interoperability models provide the enabling infrastructure where the loosely 

coupled services can collaborate. A few classifications can be found from the 

literature: 

 Six interoperability levels are defined for smart environments (Pantsar-

Syväniemi et al., 2012), including conceptual, behavioural, dynamic, se-

mantic, communication and connection levels.  

 Four inter-related metamodels are suggested for ecosystem interoperability 

(Ruokolainen and Kutvonen, 2009), including domain ontology, methodolo-

gy, domain reference, and knowledge management metamodels.  

 Pragmatic interoperability (Ruokolainen and Kutvonen, 2009) is achieved 

between ecosystem members when their intentions, business rules and or-

ganisational policies are compatible. 

Knowledge- and ontology-based requirements engineering has a long history 

(Dobson and Sawyer, 2006), and even currently, an increasing amount of re-

search has been conducted to utilise ontologies in RE (Castañeda et al., 2010). 

Different kinds of approaches have been suggested, such as an approach for 

generating a requirements model based on the concepts in the service require-

ments modelling ontology (Xiang et al., 2007), or establishing a mapping between 

a requirements specification and ontological elements (Kaiya and Saeki, 2005). In 

the work of Ovaska and Kuusijärvi (2014) the reusable artefacts, such as ontolo-

gies, models, patterns and rules, were provided in the knowledge base. An ap-

proach for developing intelligent applications/services for smart spaces was intro-

duced by Ovaska, Salmon Cinotti and Toninelli (2012) and Pantsar-Syväniemi et 

al. (2012), that exploited the ontology models, interoperability models and context 

models for describing self-adaptable services. The approach was multi-technology 

and multi-domain oriented, but still lacked the business (ecosystem) viewpoint. 

2.3 Summary of findings 

According to the literature review, there already exist several methods and ap-

proaches that enable some parts of ecosystem-based digital service engineering. 

A new infrastructure is required to support the activities of service providers. Fur-

thermore, the responsibility of the infrastructure is expanded when combining the 

activities of the open data actors, under the same ecosystem context. Several 

features could be identified for the digital service ecosystem that combines the 

open data provider’s and digital service provider’s viewpoints, and also considers 

quality in both of these viewpoints. These are described in Table 4.  
  



 

43 

Table 4. The features of an open data based digital service ecosystem. 

Feature Description 

 

1. Service co-
innovation 
model. 

Open innovation breaks the boundaries around a company in the 
innovation phase; either the components of external knowledge and 
innovation are used in service development, or a company allows 
external parties to use its knowledge and innovation components in 
service development (Chan, 2013). The ecosystem must provide a 
model that enables the co-innovation of services utilising the assets 
of the ecosystem. 

2. Service co-
development 
model. 

In an ecosystem, the digital service engineering must be transformed 
to a new model. Different actors, existing knowledge, existing digital 
services and open data all have an influence on digital service engi-
neering. A new kind of service engineering model must be able to 
take these issues into account.   

3. Knowledge 
based service 
engineering. 

Existing knowledge is a valuable asset for all ecosystem actors. The 
ecosystem must provide a model of how knowledge can be utilised in 
businesses of the ecosystem actors, in engineering digital services 
and in providing open data.  

4. Enabling 
infrastructure.  

The enabling infrastructure makes services interoperable, available, 
and easily consumable. The ecosystem must provide an infrastruc-
ture to manage all service ecosystem operations including the eco-
system’s regulation and management, and the support for the activi-
ties of digital service providers and open data providers. 

5. Open busi-
ness model. 

Traditional business models concentrate on gaining profits by over-
taking competitors and keeping strict boundaries around the compa-
ny. The ecosystem forces companies to re-think their business strat-
egies and models, as in an ecosystem, the business cannot be shut 
down within the boundaries that surround the company. Transfor-
mation to an open business model (Perr, Appleyard and Sullivan, 
2010) requires a lot of investment, and newly assessed business 
model elements. The ecosystem must assist each actor in finding its 
business model and providing support for the business model ele-
ments. 

6. Quality 
evaluation of 
open data. 

Data quality evaluation is challenging due the fact that the data quali-
ty cannot be judged without considering the context at hand (Wang 
and Strong, 1996; Nurse et al., 2011). The purpose, importance, and 
the type of data in the situation at hand determine how the data is to 
be evaluated. The ecosystem must provide means to evaluate and 
manage the quality of open data that can be then utilised by the 
ecosystem members. 

7. Support for 
cooperation of 
the actors of 
open data and 
digital services 

Governance and regulation actions are required for different actors to 
find their place and to cooperate in the ecosystem. The ecosystem 
must provide support for actions such as finding reliable partners, 
making contracts between ecosystem members, specifying SLAs and 
supporting bidirectional communication between digital service pro-
viders and open data service providers. 

  

The current shortcomings of the state-of-the-art review considering the require-

ments of Table 4 are summarised as a result of this chapter, according to the 

following: 
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1. Service co-innovation: Several service innovation approaches exist, but 

they are separated from the further phases of service engineering. Furthermore, 

they do not take quality of services into account. Some requirements engineering 

methods consider quality requirements, but do not specify how to transfer them 

into architecture. Thus, currently no service requirements engineering methods 

exist that are applicable to co-innovation in the ecosystem context. 

2. Service co-development: Quality has been taken into account systematical-

ly in many works dealing with software architecture design and analysis (Dobrica 

and Niemelä, 2002; Immonen and Niemelä, 2008; Gorton and Klein, 2015). The 

whole chain from requirements engineering to quality analysis must be specified in 

order to enable the capturing of quality requirements into the architecture, and to 

fill the gap between quality requirements and analysis results. Few approaches 

exist on how to transfer from co-innovation to co-development. Only a few meth-

ods enable quality-driven architecture design, but these do not consider the eco-

system viewpoint.  

3. Knowledge-based service engineering: Some approaches have been pre-

sented that provide support for knowledge-based service engineering, that are 

prerequisites for service engineering in an ecosystem. These enable the utilisation 

of knowledge in the form of ontologies, including quality ontologies, in service 

engineering. These do not, however, consider business (ecosystem) viewpoints. 

4. Enabling infrastructure: Currently, the open data is utilised in an ad-hoc 

manner. For open data, several communities, data portals and platforms exist that 

publish data and increase the awareness of data, but these do not assist in data 

utilisation in digital services. Some interoperability models exist that provide the 

enabling infrastructure in the form of interoperability models for service collabora-

tion, but these are not applied in the ecosystem context. The required ecosystem 

elements have been defined from the ecosystem engineering viewpoint, but not 

yet from the digital service engineering viewpoint. 

5. Open business models: Digital service ecosystems have recently emerged, 

and they have been detected to provide several advantages to service providers, 

such as collaborative innovation and value co-creation among ecosystem mem-

bers, enabling the service providers to strengthen their forces. However, it is obvi-

ous that an open data business requires a transformation from the proprietary side 

to a more open business model. Currently, the open data business lacks business 

models and new operation models (Immonen, Palviainen and Ovaska, 2013). 

6. Quality evaluation of open data: The quality of open data is often assessed 

by the data provider, when the information about the quality is subjective. Open 

data certificates of the ODI provide only general quality information about the open 

data. An evaluation of whether the data fits its intended use must be conducted by 

the data consumer. Several evaluation approaches exist for open data. These are 

not, however, easily adaptable to dynamic needs or applicable to the ecosystem 

context. Data quality certification must be provided by the ecosystem level that 

assists the data consumers to verify that the data source is trustworthy, the data 

adheres to current best-practices and its quality meets the ecosystem’s require-

ments. 
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7. Support for cooperation of actors of open data and digital services: 

Open data communities and ecosystems operate separately from service ecosys-

tems. No specified model or concept exists on how these actors must cooperate 

and share the same ecosystem assets. 

In summary, the identified methods and approaches for ecosystem-based service 

engineering are loose. They only concentrate on their own viewpoint, and not on 

working together. Clearly, there is a lack of methods on how to take digital service 

ecosystem elements into account in service engineering. There are multiple actors, 

viewpoints and capabilities in the ecosystem that affect service engineering in an 

ecosystem, but the current approaches do not take these into account. Most notably, 

the quality of services is not taken into account in any of these approaches.  

In the case of data, quality issues are not commonly brought into use, although 

a lot of work has been done to evaluate different quality attributes. The challenges 

in quality evaluation could be handled with data quality policies, that are used to 

generate quality objectives, also serving as a general framework for action (ISO, 

2008b). Although some promising policy-based approaches already exist for quali-

ty evaluation, their practical application is has not been demonstrated. In addition, 

they are not present in the ecosystem context. 

According to the state-of-the-art review, no ecosystem concept currently exists 

that combines the viewpoints of the open data provider and the digital service 

provider under the same ecosystem context. Furthermore, the quality of digital 

services or the open data has not been examined in the ecosystem context, which 

is the main focus of this dissertation. Currently, there exists no ecosystem concept 

that provides all the features of Table 4. This dissertation aims to create a new 

model of digital service ecosystem, which fulfils the identified features of Table 4, 

combining ecosystem-based service engineering and open data quality evaluation 

under the same ecosystem concept, and supporting the cooperation of different 

actors. In this dissertation, the ecosystem elements are specified from the view-

point of digital service engineering, describing the knowledge and services re-

quired for engineering digital services that achieve their quality goals and for eval-

uating the quality of open data to be used in digital services. 
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3. Summary of the research 

This chapter describes the research approach, method and process adhered to in 

this dissertation, and the achieved results and their evaluation. Finally, the re-

search activities are summarised. 

3.1 Research approach 

The research approaches can be roughly divided into inductive and deductive 

(Trochim, 2006). Deductive research is a top-down approach, testing existing 

theories, and moving from the general to the more specific, whereas inductive 

research is a bottom-up approach, aiming to generate new theories, and thus 

moving from the specific to more general (Creswell and Plano Clark, 2007). This 

research follows the inductive approach. Inductive research generally consists of 

the following steps (Figure 5): data gathering, pattern development and theory 

development (Blackstone, 2012). In this research, the relevant data is first collect-

ed in different application domains. Patterns and regularities are detected from 

data that is collected and analysed, and a tentative hypothesis is formulated and 

explored. Finally, conclusions and new theories or practises are conducted from 

the results, found when evaluating and testing the hypothesis.  

In this dissertation, the research question stated in chapter 1.2 is approached 

first in smaller fragments. This dissertation consists of five separate research 

targets, described here as problem cases. The steps of inductive research are 

repeated for four of the problem cases. The created conclusions consist of the 

results of these problem cases, and are used as an input for the fifth problem 

case, which combines the results of the earlier cases, and extends them to create 

a conclusion and theory to a larger problem. The conclusions of the fifth problem 

case provide solutions to the research question of this dissertation.    

Observation and 
data gathering

Pattern 
detection

Tentative 
hyphotesis
formulation

Theory 
creation

Figure 5. Inductive research steps, modified from (Blackstone, 2012). 
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3.2 Research method 

The constructive research paradigm (Järvinen, 2004) followed in this dissertation 

solves several related knowledge problems, concerning feasibility, improvement 

and novelty (Crnkovic, 2010). The constructive research method implies building 

of an artefact (practical, theoretical or both) that solves a domain-specific problem, 

to create knowledge about how the problem can be solved (or understood, ex-

plained or modelled) in principle (Crnkovic, 2010). A construct can be a new 

method, model, process, software, framework or a concept. Constructive research 

produces results which can have both practical and theoretical relevance. Theoret-

ical relevance provides new theoretical knowledge that needs scientific ac-

ceptance. The practical relevance refers to empirical knowledge creation that 

offers final benefits. The common evaluation criteria for constructs consist of com-

pleteness, simplicity, elegance, understandability and ease of use (March and 

Smith, 1995).  

The constructive research method resembles closely the design science para-

digm (Hevner et al., 2004). In both approaches, the research must produce an 

artefact in the form of a construct, a model, a method, or an instantiation, and the 

produced artefact must be strictly evaluated in its intended context. However, the 

design science paradigm is mostly applied in the context of information systems, 

aiming to develop technology-based solutions (Hevner et al., 2004; Peffers et al., 

2007; Purao, Rossi and Sein, 2010). In this dissertation, the research is performed 

in the context of software engineering, and most of the constructed artefacts are 

not technology-based. It is still worthwhile to note that in this research the infor-

mation intensive systems are related to open data and data quality management. 

According to Purao, Rossi and Sein (2010), new integrated research approaches 

can be outlined that exploit the strengths of two separate research approaches. 

Thus, the research described in this dissertation can be positioned in between 

constructive research and design science.  

Constructive research commonly consists of the following steps (Oyegoke, 

2011): 1) Selecting a practically relevant problem; 2) obtaining a comprehensive 

understanding of the study area; 3) designing one or more applicable solutions to 

the problem; 4) demonstrating the solution’s feasibility; 5) linking the results back 

to the theory and demonstrating their practical contribution; and 6) examining the 

generalisability of the results.  

Figure 6 describes the features of the constructive research (Oyegoke, 2011) 

that is applied in the research method of this dissertation together with these 

common steps.  
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Theory

Practise

Construct

Theoretical and 
empirical 
validation

Theoretical 
contribution

Understanding and 
analysing the topic Testing and validating 

the construct

 
Figure 6. The features of the constructive research approach modified from 

(Oyegoke, 2011). 

 

The constructive research approach begins with identifying relevant problems that 

have research potential. Constructive research problems are commonly ap-

proached based on anecdotal evidence, practical experience or theoretical work 

(Oyegoke, 2011). The purpose is to define the knowledge gap in state-of-the-art 

literature review, or in practice, through which the research problem can be speci-

fied. The research problem should provide opportunities to produce constructs that 

extend both practical and theoretical knowledge (Lehtiranta et al., 2015). In this 

research, there were several problem cases that involved digital service and open 

data quality. Relevant problem cases were selected due to their different view-

points on open data and digital service engineering. The problems could be identi-

fied both from the literature, and from practice, with the help of domain actors in all 

of the problem cases. Additionally, the selected problem cases all enabled inspec-

tion of the quality of data or service in different contexts, and application domains. 

After the problem identification, a theoretical understanding of the topic is car-

ried out with the help of a literature review, which is then extended to practical 

experience, to have a more comprehensive understanding of the problem area. In 

this research, understanding of the study area was achieved separately in each 

problem case, by interviewing the relevant stakeholders in the problem domain, 

and by exploring the current literature. The literature review was extensive, con-

sidering several relevant topics around the quality of services, quality of data, 

business, data and service ecosystems, service engineering and quality evalua-

tion methods, and approaches for services and data. The interviews made it pos-

sible to achieve empirical data that provided different viewpoints to the same prob-

lems. The interviews were also beneficial in the cases when the subject was new 

and adequate information could not be found from the literature. 

After the data collection, the construct is designed based on the interpretation 

and analysis of the literature review, and the empirical experiences from practice. 

In this research, solutions were designed for each problem case separately, based 

on the theoretical and/or empirical analysis. The constructs varied from methods 

to concepts, having their own approach in research problems. The methods were 
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described as processes, including the description of phases, activities and steps, 

whereas the concepts were described as a specification of concept elements.  

After the design of the construct, the next step is to proof the workability of the 

new construct. This is achieved by testing or validation of the construct, following 

the principle of triangulation (Oyegoke, 2011), for example, with the help of theo-

retical or empirical validation, or quantitative or qualitative validation, or both. 

However, the validity of constructive research depends on the validity of the test-

ing procedure of the construction, because valid results are only produced by valid 

procedures (Pekuri, 2013). Therefore, every method of testing the functionality of 

the construction must be evaluated within that context in which it is used. In this 

research, the demonstration of the practical contribution of each solution was 

implemented by the actual usage of the solution by the domain actors, testing the 

solution in selected case examples, using the solution in real industry case or by 

commenting and refining the solution by the domain experts of the industry. Thus, 

the validation was empirical and qualitative. The validation made it possible to find 

development targets, and to refine the constructs based on achieved experiments. 

Constructive research demands that the construct should add to the body of 

knowledge. Thus, theoretical contributions should be posited; their novelty and 

scope of application should be clearly stated (Oyegoke, 2011). According to 

Lehtiranta et al. (2015), a failed construct produced with constructive research 

does not necessarily mean that the research is invalid. In any case, the results 

should be linked back to theory. In this research, the feasibility of the solutions 

was demonstrated by specifying the phases, steps or guidelines on how to use or 

implement the solutions. Whole new theories were created, and they were docu-

mented and compared with existing ones.  

In the last step, the generalisability of the construction to the wider problem type 

should be assessed. In other words, the researcher should be able to assess the 

generalisability of the research findings. The developed construction should pro-

vide a solution to a whole problem type, not just to an individual case (Olkkonen, 

1994). According to Lee and Baskerville (2003), generalising can occur in four 

ways: from empirical statements to other empirical statements, from empirical 

statements to theoretical statements, from theoretical statements to empirical 

statements, and from theoretical statements to other theoretical statements. In this 

research, the generalisability was performed both from theoretical to other theoret-

ical statements in the case of developed methods (e.g. the QRF and RE methods, 

and a solution for quality evaluation of open data), and then from theoretical to 

empirical statement when applying the methods in experiments in different appli-

cation domains and projects with guidelines and descriptions of processes and 

activities. Furthermore, the generalisability was performed both from the empirical 

(i.e. industry interviews) and theoretical statements (e.g. open data based busi-

ness ecosystem) to the theoretical statements in the case of the specified con-

cepts. The generalisability of the results was assessed in each problem case; the 

solutions were not targeted to any application domain, but were generic, and could 

be applied to any domain. 
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The detailed description of the research process adhered to in this dissertation 

is provided in Chapter 3.4, after the introduction of the problem cases.  

3.3 Description of the selected problem cases A–E 

This research includes five international problem cases. Each problem case is a 

representation of certain identified problem areas or targets, identified based on 

the literature and/or the actors in the domain to which this research is meant to 

find a solution. The problem cases are named from A to E, and are described in 

the following sub-chapters.  

3.3.1 A: Quality specification and evaluation in software product lines  

As software systems are increasingly entering consumers’ everyday life, they must 

demonstrate high reliability and availability in order to satisfy the consumer needs. 

This means that they must function correctly, and without interruption. This is 

particularly important in the context of product lines, where faults and bad design 

decisions affect all the members of the product line. Therefore, an effort should be 

made already at the design phase to verify that the quality requirements are identi-

fied, transformed into architectural design and evaluated. Several quality evalua-

tion methods already exist, but they embody several shortcomings. Furthermore, 

no methods exist that make it possible to identify and specify the quality require-

ments from the relevant stakeholders, and rationalise how to bring them architec-

tural decisions. The application domains where the research was conducted were 

the product lines of distributed embedded systems, and information systems. The 

actors in the domain, such as business managers, product line owners, product 

line architects, domain experts and managers of reusable assets, needed a solu-

tion to the problem of how to capture quality requirements to product line architec-

ture and products. 

3.3.2 B: Requirements engineering in digital service ecosystems 

When acting in a large digital service ecosystem, the interoperation among eco-

system members must be fluent in order to enable the service co-innovation and 

co-creation. The interoperability rules and common regulations, and the service 

development models and methods must be convergent to enable communication 

in the ecosystem, and the interoperability of the services in the ecosystem. The 

application domains to which this research was focused were an ecosystem of 

cloud services that produces content for multimedia services, and an open service 

platform of multi-modal mobility services. The actors in the domains included digi-

tal service ecosystem actors, such as service providers, data providers and data 

brokers, cloud IaaS and PaaS providers, platform providers, application develop-

ers, and service brokers. The ecosystem members were co-creating services, but 

no service RE method could be found that was applicable to the ecosystem con-
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text. The main identified research problem was how to engineer service require-

ments and how to co-innovate and co-develop services in a digital service ecosys-

tem. This included the additional problem of what kind of support the ecosystem 

must provide for service requirements engineering. 

3.3.3 C: Requirements of open data based business ecosystems 

Open data is considered interesting, both in business decision making and when 

utilised in digital services. However, the ecosystem context where the actors of 

open data business can cooperate is not yet specified. Therefore, the specification 

of this kind of ecosystem must consider the characteristics of open data value 

networks and business ecosystems. The application domains of the research in 

open data based business included environment monitoring, weather observation, 

healthcare, media, transport, UI design, mobile services, business-critical IT, and 

general data based services. The actors in these domains included data providers, 

application developers, tool providers, application users, and technology provid-

ers, who were interested in acting in open data based business and in an open 

data ecosystem. The obstacles for open data based business included the lack of 

applicable business models for open data, and the lack of supporting elements 

(services, models) that support open data based business. The main objective for 

this research was to identify the requirements of an ecosystem where open data 

could be provided and utilised.  

3.3.4 D: Quality of social media data in service architectures 

As more and more freely accessible open data becomes available, the data-users 

need to ensure the quality and trustworthiness of data in order to be able to trust it 

in their businesses. The usage of unreliable data may lead to poor or incorrect 

business decisions, and cause a lot of unnecessary effort and expenses for com-

panies. The trustworthiness of data is achieved by ensuring the reliability of the 

data and the data source, and confirming that the quality and relevancy of data are 

appropriate for the specific situation of the consumer. The importance of data 

quality evaluation has commonly been recognised, but no relevant progress has 

occurred to rationalise and standardise data quality evaluation. The application 

domain of the research on data quality evaluation was decision support systems in 

business operation, in big data consulting, among big data architectures. The 

actors in the domain were the company’s decision makers that were interested in 

making business decisions based on open data. A lot of data from social media 

was available for the decision makers, but its trustworthiness and value was un-

known. Several relevant problems could occur in open data utilisation in business, 

most importantly; how to find trustworthy open data, how to evaluate the quality of 

the open data, and how to find out the value of the open data in decision making.  
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3.3.5 E: Quality management in open data based digital service 
ecosystems 

When engineering digital services that utilise open data, the quality of the data 

must be ensured. In the context of digital service ecosystems, poor and unknown 

quality of data causes larger scale problems, affecting all the ecosystem services, 

and thus the whole trustworthiness of the ecosystem. Therefore, the ecosystem 

must provide the means to certify the quality of open data. The elements of open 

data based business ecosystem, the solution of open data quality evaluation and 

the ecosystem based service engineering approach must all be combined under 

the same ecosystem context. The different actors of open data and digital services 

must find their own role and place in the ecosystem. The domain of this research 

was the open data based service ecosystem applied to digital healthcare, multi-

media, transportation, and business decision making (in service creation and 

operation). The actors in the domain, i.e. the digital service ecosystem actors and 

open data based ecosystem actors, faced two main problems; how to engineer 

services in an open data based ecosystem, and how to ensure the quality of open 

data utilised in services. 

3.4 Research process and results 

In this dissertation, the research is conducted in three main process steps (Figure 

7) that cover the common steps of the constructive research method (Oyegoke, 

2011). The steps are used separately for each of the problem cases: 

1. Collection and analyses of data by conducting a state of the art review of 

the current literature and the state-of-the-practise review among field rep-

resentatives in the selected problem area. 

2. Developing method/process/concept constructs, i.e. producing the con-

structs as an output of the analysis. 

3. Evaluating method/process/concept constructs in the selected problem ar-

eas and reflecting the findings back to the theory and practice of the prob-

lem areas.    
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Figure 7. Description of the research process. 

3.4.1 Analysis: theoretical & empirical 

Problem case A: The starting point for the research of software quality evaluation 

was the lack of methods for identifying quality requirements, transforming them to 

architectural models, evaluating whether the requirements were met, and tracing 

the requirements to design decisions, and vice versa. Therefore, the theoretical 

research was implemented with the help of a literature survey of existing R&A 

prediction methods, applicable at the architectural level, utilising the results of the 

methods in the previously conducted survey (Immonen and Niemelä, 2008). The 

survey represented a comparison framework that defined the required characteris-

tics of the analysis methods from the context, user, method content and evaluation 

perspectives. Some frameworks and methods exist that capture quality require-

ments, and methods for modelling family architecture. However, a gap was identi-

fied between the quality requirements and the quality modelling in the architecture. 

Therefore, this research concentrated on filling this gap with the help of literature 

from both requirements engineering and architectural modelling. 

There are multiple stakeholders involved in software system or service engi-

neering, with different goals, especially in the case of product lines. At first, the 

requirement sources must be identified. These were defined to include a) the 

markets (customers, end-users, etc.), b) business (marketing managers, product 

line owners, etc.), c) product line (product line architects, manager of reusable 

assets, domain experts, etc.), d) product (product architects, developers, main-

tainers and other development staff), and e) other (developers of ser-

vices/products/applications that use the product/a part of the product, etc.). Next, 

the theoretical research concentrated on requirements engineering methods that 

consider quality requirements. Some of them provided ideas that could be applied, 
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such as in representing variability between the members of the product line, and in 

trade-off analysis. Finally, different solutions to extend or annotate the architectur-

al notations, to represent the quality requirements in the architecture were exam-

ined. The separation was made between the required and provided quality; the 

required quality guides the design of concrete architecture, and helps to make 

design decisions, whereas the provided quality represents the implemented quality 

that can be used, for example, in quality analysis.  

Problem case B: When starting to explore the literature about digital service 

ecosystems, initially no work on digital service engineering in the ecosystem con-

text could be found. Furthermore, the formal definition of digital service ecosys-

tems could not be found from the literature. Therefore, a theoretical research was 

conducted with the help of a literature review, consisting of related topics; service 

co-innovation, service value co-creation, enabling infrastructure and utilisation of 

the ecosystem’s assets. Although some of these topics were quite mature, they 

were not introduced in the service ecosystem context. However, they all embody a 

part of the idea of ecosystem based service engineering, and should therefore be 

represented in the ecosystem. Open innovation enables the co-creation of ideas 

for a service with other actors of other ecosystems, whereas the value networks 

formed by the ecosystem members enable the co-creation of value inside the 

ecosystem, achieving the common goals together. Ecosystem infrastructure ena-

bles the collaboration and co-operation of ecosystem members, and the existing 

ecosystem assets provide the assets for service engineering, and acting in an 

ecosystem. In addition, since the concept of digital service ecosystems itself was 

not properly defined, the literature research also concentrated on the properties of 

the business ecosystem, digital service ecosystem and software ecosystem, and 

made comparative definitions. The term digital service ecosystem was specified 

with the help of a definition of the digital ecosystem (Chang and West, 2006) and 

the definition of service ecosystems (Liu and Nie, 2009; Riedl et al., 2009; Ruoko-

lainen, 2013).  

Furthermore, the content of the elements of the ecosystem; members, capabil-

ity, infrastructure and existing assets, had to be specified from the digital service 

engineering viewpoint.   

Problem case C: At the time when the first research on open data was con-

ducted, there was no clear and unambiguous definition for open data based busi-

ness ecosystem. Therefore, the theoretical part of the research was implemented 

with the literature review, considering data value chains (Chen et al., 2011; Kuk 

and Davies, 2011; Poikola, Kola and Hintikka, 2011; Tammisto and Lindman, 

2011), business models of data (Osterwalder, Parent and Pigneur, 2004; Baden-

Fuller and Morgan, 2010; Perr, Appleyard and Sullivan, 2010; Teece, 2010; 

Tammisto and Lindman, 2011) and open communities11. All these topics reflected 

open data based business ecosystems from the different viewpoints. The empiri-

cal part of this research was implemented among business stakeholders of open 

data, with the intention to collect requirements for the open data based business 

                                                           
11

 http://open-data.europa.eu/en 

http://open-data.europa.eu/en
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ecosystem. The representatives of 11 Finnish companies were interviewed, in-

cluding ecosystem actors such as data providers, application developers, infra-

structure providers and application users. Companies were selected from different 

application domains to the interviews. The interviewees, for example product de-

veloper managers, customer and development managers, and finance and admin-

istration managers, were selected based on their knowledge of the business view-

point of their company. The interviewed companies differed according to the com-

pany size, application domain and service types. Occasionally companies had 

more than one role in the ecosystem.  

The interview consisted of two parts. The first part consisted of a semi-

structured interview (Järvinen, 2004) that enabled variability in conversations, due 

to the different background and application domains of the interviewees. The in-

terview consisted of general questions about the usage of data and open data in a 

company, the benefits and challenges of open data, and the business potential 

that the open data provides. The second part of the interview was implemented as 

an open-ended theme interview (Hirsjärvi and Hurme, 2001; Livesey, 2007), 

where the interviewees were asked to freely discuss the four main themes; open 

data, applications, co-creation and open data ecosystem based business, and 

several sub-themes related to these main themes. Each interviewee selected a 

role, which represented his/her company’s role in the ecosystem. The roles were 

defined based on the literature survey analysis. The interviewee inspected the 

themes from the viewpoint of this role. After the interviews, a comprehensive anal-

ysis of the results was conducted. The analysis made it possible to identify the 

challenges and opportunities of the open data, applications and services of open 

data, and to evaluate the feasibility of the open data ecosystem, and most im-

portantly, to identify the requirements of the open data based business ecosystem 

from the viewpoints of different actors.  

Problem case D: The identified challenges in open data and big data quality 

formed the starting point for the research on open data quality evaluation. Inter-

views were performed with two companies that utilised or were willing to utilise 

open data in their business. These companies had realised that free-formed dis-

cussions, for example, in social media, can provide insight into consumers’ opin-

ions, preferences and requirements with regard to the company or its prod-

ucts/services. Therefore, the companies were willing to invest in research on the 

utilisation and management of open data in business. However, the companies did 

not want all the data that was available, since in the case of big data there would 

be huge amounts of data to be processed. The companies wanted to filter the data 

and take only that which they see as reliable and valuable for them. The purpose 

of the interviews was to identify the challenges with regard to open data in actual 

business usage, and to outline a solution to describe the new data related busi-

ness case of the company. The interviews with the company’s decision makers 

were performed as a semi-structured interview, with the general questions. The 

interviewees were first asked to describe their business case, where the data 

would be utilised, after which the current status of the data usage in the company 

was surveyed. The questions of the interview were divided into business, func-
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tionality, data, constraints and non-functional requirements. The business related 

questions were specified according to the business elements of the Business 

Model Canvas (Osterwalder, Parent and Pigneur, 2004), which assisted in outlin-

ing the business elements, after which the requirements considering the function-

ality, data, constraints and quality of the solution were outlined. The interviews 

with the company decision makers revealed that the gathered data of the compa-

nies come from the different levels of sources; there is no evidence about the 

quality of the data. Furthermore, there is a lack of applicable methodology for data 

users to verify the quality of open data in their business processes.  

Literature research started after the analysis of the interviews, with the analysis 

of data quality attributes and metrics, and metadata standards. The existing eval-

uation methods were surveyed, and their deficiencies were identified. The litera-

ture research continued to big data architecture, on how to manage data through 

the organisation’s processes, and how to manage data with the help of data quali-

ty policies. The aim was to find a solution of how to evaluate the quality of data, 

and manage the quality of data through the company’s business processes.  

Problem case E: The starting point for the research on open data based digital 

service ecosystems were the results of problem cases A, B, C and D. The problem 

cases A and B enabled the description of the service requirements engineering 

method, and the problem case B provided the environment; the digital service 

ecosystem with its required elements. The problem case C provided the elements 

of the open data based business ecosystem that are necessary for the digital 

service ecosystem. The problem case D presented the solution for open data 

evaluation.  

In problem case E, the existing ecosystem elements from the problem cases A 

to D; the knowledge management models and support services, were defined in 

more detail to enable the usage of open data of which quality had been certified. 

This was achieved by identifying the required action of the capability model to 

enable the quality certification, which was then supported by the knowledge man-

agement models and support services. The term open data service was specified 

to mean that the open data is brought into the ecosystem as a service that encap-

sulates the data for the usage of digital service developers. Furthermore, the need 

for a new ecosystem element was detected; the core was specified, that acts as 

an integration framework for combining the knowledge models, and support ser-

vices for developing open data services and digital services based on them. Alt-

hough several application domains were presented, such as healthcare, multime-

dia, and transportation, the research was conducted at a more generic level in 

order to be applicable to any domain.  

3.4.2 Construction  

Problem case A: The literature survey of the existing methods and approaches 

for reliability prediction and evaluation at the architectural level (Immonen and 

Niemelä, 2008) enabled detection of the common features of the methods, but 

also specified the required features for a method for identifying reliability require-
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ments, transferring them to architecture, and evaluating whether the requirements 

are met. With the help of the literature analysis, the method for capturing quality 

requirements (QRF method) was developed. The first step of the methods sup-

ports the identification and definition of the quality goals, and a means of mapping 

the quality goals to the stakeholders. In the second step, the most important quali-

ty requirements and their interest groups are represented, scoping the quality 

requirement to architecture, components and applications, and defining how the 

quality requirements relate to business and other capabilities of the product line. In 

the third step, the quality variability and points of time when variation takes place 

are identified. In the fourth step, standard service taxonomy, explicit mapping of 

quality requirements to services, and domain based clustering are presented. 

Finally, the qualities are represented in architectural models using the quality 

profiles that consist of quality dimensions and values. The steps of the QRF meth-

od were clearly described with the purpose, the main activities, and contributions 

of each step. The use of the method was exemplified with the laboratory case; the 

Distribution Service Platform (DiSeP). Furthermore, the guidelines for applying 

QRF were described in order to assist the product line stakeholders to use the 

method.  

Problem case B: The design of the ecosystem elements and service engineer-

ing model was implemented based on the requirements arising from the literature 

survey. The concept of digital service ecosystem was specified with the help of the 

definition of the ecosystem elements, i.e. actors, capability model, infrastructure 

the digital services, refining the existing definitions of these elements with ecosys-

tem based service engineering related properties, responsibilities and require-

ments. Ecosystem actors and actor roles were defined to distinguish the roles and 

responsibilities of each actor in the ecosystem. The capability model was defined 

to describe the properties of the ecosystem, and how these are implemented 

using the ecosystem services that the ecosystem infrastructure provides. The 

infrastructure was specified to provide models and assets that assist in the RE, 

including domain model, service engineering model, knowledge management 

models and ecosystem support services. The digital services are the main result 

of the ecosystem, and the RE process can either result in new digital services, or 

they are mapped to existing digital services. The requirements can also be identi-

fied as new ecosystem support services, or they can cause changes in existing 

ones. 

The ecosystem based service engineering model was specified to consist of the 

five phases, using which the service requirements are engineered, modelled and 

validated. A more detailed specification was created for the first three phases in 

the form of a scenario-based service RE method. The RE method was developed 

using the features of the QRF method as a starting point. A scenario-based tech-

nique was selected to engineer requirements, as it could describe both the view-

points of RE: business and usage. The process description of the method usage 

was specified to describe the activities for RE in the ecosystem. Two templates 

were developed to support the activities of the RE process: The Use Case De-

scription template for service innovation, and the Use Case Analysis template for 
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assisting in identifying, analysing and specifying requirements. These templates, 

as well as the templates for business requirements estimation and the QA specifi-

cation template, were meant to be provided by the ecosystem’s knowledge base. 

Furthermore, the service engineering method, the RE method, and the RE pro-

cess description were included in the ecosystem’s knowledge models.  

Problem case C: The initial outline for the open data based business ecosys-

tem was specified according to the knowledge analysis from the literature. This 

included the classification of ecosystem actors, their role in the ecosystem, and 

the possible business potential of each actor. The initial outline was refined based 

on the interviews among industry. For the interviews, a method for systematic data 

and information collection, analysis and presentation was specified to be applica-

ble to the different ecosystem actors. Company representatives responded to the 

questions in the role they had selected from the outline, describing their motives, 

risks and requirements in acting in an open data ecosystem. Based on the analy-

sis of the interviews, the viewpoints of the different actors in different domains 

(e.g. environment monitoring, healthcare, media and transport) were combined at 

a generic level. The analysis resulted in the concept of an open data based busi-

ness ecosystem. Several new actors and their roles were identified with the help 

of the interviews, and new support services were identified to support the busi-

nesses of the different actors. The created ecosystem concept specified the eco-

system actors, and the capability of the ecosystem to support business model 

elements of its actors, including the necessary supporting services, and support 

for business model elements.   

Problem case D: The analysis of the literature research made it possible to 

outline the data quality evaluation phases and targets for the solution. By integrat-

ing these to the requirements arising from the actors in the domain, a solution was 

developed to evaluate the quality and trustworthiness of open data. The solution 

was first outlined as use case diagram that described the interaction between the 

user and the solution, after which the more detailed data models were described. 

The solution was designed and implemented as a big data service architecture, 

and was co-developed together with one of the companies that participated in the 

interviews. The company focused on big data use case R&D. The REST applica-

tion programming interface facilitated independent work on activities of the organi-

sations, and the agreement of a common integration interface.  

The solution helped conduct the data quality evaluation in several data pro-

cessing phases of the big data service architecture, going through the pipeline of 

the big data system, and finally providing the valuable, analysed data to the com-

pany’s business decision makers. The solution specified the main elements and 

phases of the evaluation (i.e. architectural elements and quality policies with met-

rics and algorithms used) and the evaluation process, with supporting tooling. The 

solution also defined the data quality attributes and metrics, and their applicability 

to different cases, thus being applicable in different contexts and situations. Data 

quality evaluation and the management of data quality are controlled by data 

quality policies, which each organisation (i.e. ecosystem member) can specify to fit 

their own purposes and situations. 
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Problem case E: The earlier definitions; the concepts of open data based busi-

ness ecosystem, the ecosystem based service engineering model, and the data 

quality evaluation approach, were brought together and refined, and the Evolvable 

Open Data based digital service Ecosystem (EODE) concept was specified. The 

EODE concept (Figure 8) includes the following: 

1. The ecosystem’s capability model, which describes quality related activities 

for governance and regulation actions of the ecosystem, for open data certifi-

cation, and for service engineering related actions. 

2. The knowledge management models, which describe the common knowledge 

of the ecosystem, comprising generic and domain-specific parts. 

Generic models: 

 Ontologies that conceptualise elements related to data, quality, metrics 

and services. For example, a reliability ontology or service ontology. 

 Design time artefacts: i.e. architectural styles and patterns. Ecosystem 

members also share the integration architecture represented as a com-

mon knowledge model. Other common knowledge models may include 

service description ontologies, service component models, quality of ser-

vice models, service composition models, and service community mod-

els. 

 Quality policies used in quality evaluation and management. These in-

clude a) the ecosystem policy that defines a set of governance services 

common to all ecosystem members, and rules on how to configure and 

monitor these services, b) filtering policy that defines what open data 

sources are acceptable in the ecosystem, c) quality evaluation policy that 

defines the quality attributes, metrics and rules for their applicability to 

quality evaluation, and d) decision making policy, that defines how the 

decisions are made based on the strategic or tactical operations of the 

ecosystem. 

 Service engineering models, that are equipped with the methodology and 

tools for developing open data services and digital services. 

 EODE service model, which is a generic service model for all kinds of 

digital services. 

Domain-specific models: 

 Domain models that define the domain specific quality attributes, varia-

tions between the domain and the common knowledge management 

models, and the adaptation rules for mapping variable elements in the 

context of the EODE. 

3. Support services that implement the activities of the capability model, includ-

ing the taxonomy of support services for data quality specification, evaluation 

and management. 

4. EODE core, that is the integration framework that registers and manages the 

open data services, digital services and support services, and also provides 

knowledge, engineering and domain models as services, containing the 

mechanisms to control the ecosystem. 
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Figure 8. Overview of the EODE concept (presented in Publication V). 

The data quality certification process was also specified for the ecosystem that 

certifies the data, utilising these knowledge management models and support 

services. The process makes it possible to bring open data to the ecosystem, 

transform it to a usable form for the ecosystem, validate it against its intended 

usage, monitor the data sources and the usage of the data, and continuously 

evaluate the quantified value of the open data service, thus certificating the quality 

of the data for the ecosystem and its members. 

3.4.3 Evaluation 

Problem case A: The evaluation of the developed QRF method consisted of the 

trial usage of the method in different kinds of application domains and product 

families. The method was applied to four case studies, where it was validated in 

connection with the Integrability and Extensibility Evaluation (IEE) method 

(Henttonen et al., 2007) and the Reliability and Availability Prediction (RAP) meth-

od (Immonen, 2006). The IEE method (Henttonen et al., 2007) enables extensibil-

ity and integrability evaluation from software architectural models. The IEE method 

was applied to a case study of an open source tooling environment for software 

architects and designers called Stylebase for Eclipse. The QRF method covered 

the first phase of the IEE method, including the activities of the impact analysis, 

quality analysis, variability analysis and hierarchical domain analysis, and resulted 

in a list of prioritised quality criteria, against which the architecture was evaluated.  

As a part of the RAP method (Immonen, 2006), the QRF method was used in 

three cases; to validate the DiSep platform (Niemelä et al., 2005; Immonen, 2006), 

in the Personal Information Repository (PIR) (Immonen and Evesti, 2008), and in 

the development of a SMEPP middleware in connection with the quality aware 

architecting approach (Ovaska et al., 2010). DiSep (Matinlassi, Niemelä and 
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Dobrica, 2002) was a distribution platform for a system family of software systems 

that is formed by executing units in a networked environment. PIR (Lähteenmäki, 

Leppänen and Kaijanranta, 2008) was a reliable business-to-consumer (B2C) 

document delivery system between customers and service providers. SMEPP was 

a secure middleware for embedded peer-to-peer systems. The QRF method sup-

ported the first phase of the RAP method, enabling the separation of family and 

system-specific requirements, and describing variability between family members. 

It also assisted in mapping family-specific requirements to the family architecture, 

and the system-specific requirements to the system architecture. The case studies 

showed that the QRF method is able to work without any special architectural 

models. Some minor modifications to the method were also implemented, and 

further development targets were identified. After the refinement, the guidelines for 

applying the QRF method were provided and delivered in international audiences 

as a tutorial, and also stored in a methods repository. 

Problem case B: The RE method was validated in two international projects 

that acted as digital service ecosystems, and used the developed RE method. The 

RE method was first applied in the ITEA2-ICARE project, in which the digital ser-

vice ecosystem included 25 service ecosystem members from five countries in 

Europe, providing and using digital cloud-based services related to the operation 

of end-to-end interactive multi-screen TV services. The goal for applying the RE 

method was to collect and analyse requirements from the ecosystem members 

towards a shared service-oriented platform, enabling the provisioning, integration 

and use of services amongst the members of the ecosystem. The RE method was 

also applied in the CDC project, which aims to develop an open service platform, 

offering open real-time data from several data providers (offering data normalisa-

tion, integration and analysis, service hosting, open data APIs, service registries 

and platform modules and services to third-party application developers). The 

project included seven partners from four European countries. The goal of the RE 

method application was to extract high-level user and business requirements for 

the open real-time data platform to be developed. All in all, valid results were 

achieved with the help of the RE method; altogether nearly 275 requirements were 

identified in the ICARE project, and 23 in the CDC project, including functional, 

non-functional and business requirements, and constraints.  

After the usage of the RE method, feedback collection was performed among 

the partners that were involved in the requirement engineering. The purpose was 

to receive user experiences and opinions about the method, and to find out its 

advantages, shortcomings and development targets. The feedback collection was 

implemented using a web-based questionnaire (Davis, 1999) that was accessible 

through a web page to the project partners that filled the Use Case Description 

and the Use Case Analysis templates. According to the feedback analysis, the 

service RE method was seen as valuable and useful in the beginning of the ser-

vice engineering process, when starting the long-term development of new service 

architecture for digital ecosystem-based services, and in describing, documenting 

and communicating the capabilities of the digital services and the service architec-

ture they require. The method was also seen as useful in the analysis phase, 
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where the different stakeholders work together. However, the definition of quality 

requirements was identified as the development target. The knowledge manage-

ment model of the ecosystem is responsible for providing the ontologies and the 

methods to be used in each RE phase to achieve the non-functional requirements. 

Overall, the templates were good for documentation and communication purpos-

es, especially in a large European project. Furthermore, the enquiry template and 

feedback collection process with tooling resulted in fast feedback inside the eco-

systems.  

Problem case C: The proposed ecosystem concept was evaluated by the 

same industry representatives that participated in the interviews. First, the textual 

concept description was sent to the interviewees via e-mail, and the interviewees 

were asked to comment and suggest improvements to the concept. The feedback 

could be provided in a textual format via an electronic version of the concept de-

scription. Only minor modifications were identified, based on which the concept 

was refined. The final concept was communicated to the industrial representatives 

in workshops, in which a summary of the interviews was represented. The work-

shops were also used as a means to collect final feedback. Representatives from 

the interviewed companies were formally invited to the seminars in Oulu and Es-

poo. The representation in the seminar included first the results of the general 

interviews, and then the results of the theme interviews, based on which the eco-

system concept was created. The representatives were asked to comment on 

each topic. The representation generated discussions about the most vital issues 

for the ecosystem, and made it possible to weight the most important topics of the 

findings.  

Problem case D: The solution for data quality evaluation and management in a 

company’s business process was validated in a case example with a case com-

pany. As a starting point, the company provided metadata information of extracted 

Twitter data sets, which is utilised as a basis for sentiment analysis. The company 

used the proposed solution to find interesting data from Twitter. The main purpose 

of the company was eventually to combine social media data with its own internal 

data to achieve customer insights that could be utilised in business decision mak-

ing. The quality policies had a great importance in quality evaluation; the definition 

of these policies is an organisational issue, and is a required prerequisite for using 

the solution. By pre-defining the organisational policy, the case company could 

select relevant data sources. The attributes and metrics were selected automati-

cally based on selected data sources. The evaluation itself was also automated. 

By pre-defining the decision-making policy, the case company could select the 

relevant data for decision making, weight the relevant quality attributes, and define 

adequate values for the quality attributes case-specifically. In the decision-making 

process, the relevant data was visualised to the end-user according to the deci-

sion making policy. By configuring the policy, the data sets with lower quality val-

ues could be visualised, or the weighting of the data sets could be changed. The 

development of the solution enabled more detailed definition of roles and respon-

sibilities of business decision makers, and provided the experience of co-

development of the solution with an industrial partner. 
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Problem case E: The development of the EODE concept was carried out in-

crementally in several international and national research projects. Therefore, the 

evaluation of the building blocks of the EODE was implemented in a cross-domain 

evaluation. The QRF method was validated in distributed embedded systems, and 

information systems domains, and when the context changed from the product 

lines to digital service ecosystems, the resultant RE method was validated in a 

multimedia domain, and a multi-modal mobility services domain. The generic 

concept of an open data based business ecosystem was validated in the domains 

of environmental monitoring, weather observation, healthcare, media, transport, UI 

design, mobile services, business-critical IT, and data based services. The solu-

tion for open data quality evaluation was tested and evaluated in a data consulting 

domain. The evaluation of these building blocks was described in the problem 

cases A, B, C and D, and their transformation to the EODE context was described 

in this problem case. The infrastructure of the EODE was also described in the 

problem cases B and C, and further refined in this problem case. As the integra-

tion framework, the Digital Services Hub was used to register and monitor any 

kind of digital entities that had a digital API. The Digital Services Hub was devel-

oped in the scope of the ITEA2-ICARE project in 2014–2015. The semantic data 

model, which enabled the more intelligent service discovery and intelligent service 

matching, supporting also interoperability between services, was developed in the 

Digital Health Revolution (DHR) project in 2015. The Digital Services Hub was 

evaluated in the ITEA2-ICARE project, where 25 ecosystem members from five 

European counties registered their services, and used the Digital Services Hub for 

authorising and visualising service connections. The Digital Services Hub fulfilled 

its purposes well in the multimedia domain of eight international service providers. 

However, the context was closed, and therefore more validation is required. 

The validation of the whole EODE concept was performed at the conceptual 

level with the help of a five-phased data quality certification process (Figure 9). 

The process consisted of the following steps that validated the quality of the open 

data in the ecosystem context: 

1. The relevant open data sources were searched, and the evaluated and ac-

cepted data was extracted from these sources. 

2. The syntax and semantics of open data was checked and transformed to a 

standard format  

3. The quality evaluation of open data services was implemented by the data 

consumers (i.e. the digital service providers). 

4. The quality policies were changed, based on changes in open data sources 

and/or (quality of) open data 

5. The open data services for the ecosystem were valued. 

The developed process description specified the support services, and the 

knowledge assets (i.e. the quality policies) required to implement each process 

activity. Furthermore, it described how each activity was performed, how the con-

tent of each quality policy was used in different activities, and how the quality 

policies were described and configured. The application of the concept to the 
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different application domains and business fields is naturally the next step in the 

concept validation. 
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Figure 9. The phases of the open data quality certification process (represented in 
Publication V). 

3.5 Summary of research activities 

Table 5 summarises the research activities of each problem case. The table maps 

the related features of open data based digital service ecosystems (Table 4) to the 

problem cases. In addition, the table introduces the produced new constructs that 

support the related features of open data based digital service ecosystems, and 

describes how these features have been evaluated. The cross-domain evaluation 

is described more thoroughly in Figure 10.  
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Table 5. Summary of the research activities. 

Problem 
cases 

Related 
features 

Collected data 
items 

Produced con-
structs 

Evaluation 

A: Quality 
specification 
and evalua-
tion in soft-
ware product 
lines 

2. Service co-
development 

3. Knowledge 
-based ser-
vice engineer-
ing 

Methods for 
requirements 
engineering and 
architectural 
modelling  

R&A prediction 
methods applica-
ble at the archi-
tectural level 

A method for 
capturing quality 
requirements 
(QRF method) 

Guidelines for 
applying QRF 

Applying the 
QRF method in 
four case 
studies, and 
modifying the 
method ac-
cording to the 
observations 

B: Require-
ments engi-
neering in 
digital service 
ecosystems 

1. Service co-
innovation  

2. Service co-
development 

3. Knowledge 
-based ser-
vice engineer-
ing 

4. Enabling 
infrastructure 

Methods for 
service require-
ments engineer-
ing, innovation, 
and co-
development 

Methods for 
knowledge based 
requirements 
engineering 

Concept of a 
digital service 
ecosystem 

Service RE 
method, includ-
ing RE process 
description and 
templates to 
support the 
activities of the 
RE process 

Applying the 
RE method in 
two ecosys-
tems. 

Feedback 
collection 
among part-
ners that were 
involved in RE 
in ecosystems 

C: Require-
ments of 
open data 
ecosystems 

4. Enabling 
infrastructure 

5. Open 
business 
model 

 

Actors of busi-
ness ecosystems, 
data value chains 
and business 
models of data  

Requirements for 
the ecosystem 
from industry 

A concept of an 
open data based 
business eco-
system 

Evaluation of 
the concept by 
the same 
industrial 
representa-
tives that 
participated in 
the interviews 

D: Quality of 
social media 
data in ser-
vice architec-
tures 

6. Quality 
evaluation of 
open data 

Challenges with 
regard to open 
data in actual 
usage in industry 

Data quality 
attributes, met-
rics, metadata 
standards. Data 
quality evaluation 
methods and big 
data architectures 

A solution for 
quality evalua-
tion of open data 
in service archi-
tectures 

Developing 
and validating 
the solution 
with a case 
company that 
applied it in the 
case example 

E: Quality 
management 
in open data 
based digital 
service 
ecosystems 

6. Quality 
evaluation of 
open data 

7. Support for 
cooperation 
of the actors 
of open data 
and digital 
services 

Integrating the 
updated scientific 
knowledge and 
collected practical 
observations from 
the cases A to D 

Concept of an 
open data based 
digital service 
ecosystem 

Separate 
solutions 
validated in 
cases A to D  

A plan for 
evaluating the 
EODE concept 
as a whole  
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Figure 10 summarises the development of the EODE concept through the problem 

cases. The developed constructs of the problem cases A to D assist in specifica-

tion of the EODE capability model and the infrastructure with support service and 

knowledge management models. Furthermore, the developed solution for quality 

evaluation of open data in the problem case D is used as a starting point for the 

specification of the process for data quality certification. The new elements of 

EODE specified in problem case E, the core
12

 and the semantic data model
13

, 

were validated in other projects. Each problem case assists in achieving under-

standing of the features of the ecosystem over the specific case, thus helping to 

achieve the features of Table 4. The evaluation of the constructs in each problem 

case is a starting point of the cross-domain evaluation of the EODE. More evalua-

tion of the EODE concept is still required. The evaluation plan is described in sub-

section 5.6. 
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Figure 10. Development of the EODE concept. 

                                                           
12

 https://www.digitalserviceshub.com/registry/ (Accessed: 4 November 2016) 
13

 http://www.digitalhealthrevolution.fi/ (Accessed: 4 November 2016) 

https://www.digitalserviceshub.com/registry/
http://www.digitalhealthrevolution.fi/
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4. Original publications 

This dissertation consists of five original publications, which were published in 

scientific journals between 2007 and 2015.  

Publication I represents the QRF (Quality Requirements of a software Family) 

method, that describes how quality requirements have to be defined, represented 

and transformed to architectural models. The QRF method is based on the re-

search of Immonen and Niemelä (2008), where a novel survey of the existing R&A 

prediction and analyses methods was provided from the viewpoint of software 

architecture. The survey of Immonen and Niemelä (2008) resulted in a comparison 

framework, which described the required characteristic of analysis methods. In 

addition, the survey revealed that there were no systematic approaches available 

for defining and transforming quality requirements, including variable require-

ments, to the models of a product family architecture. Publication I used these 

identified characteristics as a starting point for the method development.  

The QRF method consists of five steps, which enable the quality-driven soft-

ware engineering, and the quality evaluation at an early phase of software engi-

neering, in the context of product families. The first step, impact analysis, identifies 

external quality goals by examining how business stakeholders’ needs and mar-

kets affect the scope of the family. The second step, quality analysis, separates 

the business, constraints and functionality related quality concerns, and expresses 

the quality requirements in a way that they can later be traced and measured. The 

third step, variability analysis, identifies the variation in qualities, and defines the 

variation dependency of quality requirements on business domains, and on differ-

ent stakeholders. The fourth step, hierarchical domain analysis, combines the 

information from steps 1–3, and provides the required information for modelling 

and evaluating the architecture. Finally, the last step, quality representations, 

describes the quality requirements in architecture by using a set of views. The 

method has been proven to work in cases with tens of quality requirements. The 

QRF method is suitable for any software system where quality has a major role. 

Especially in the context of product families, the existence or non-existence of 

specific quality attributes has a broader impact on all family members. 

Publication II concentrates on service engineering in digital service ecosys-

tems. Since the concept of digital service ecosystems was relatively new at the 

time when this research was conducted, comparative definitions of the properties 

of the business ecosystem, digital service ecosystem and software ecosystem 
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were first specified. This publication describes the main elements of a digital ser-

vice ecosystem, and their responsibilities in service engineering, and specifies an 

ecosystem-based digital service engineering model. The results from Publication I 

can be applied to the ecosystem’s context, as commonalities could be identified 

between product families and ecosystems, for example, in both cases common 

knowledge is utilised. Each of the ecosystem’s main elements; members, capabili-

ties, infrastructure and the existing ecosystem assets, have their specific roles in 

the service engineering.  

The service engineering model consists of the five phases. The service innova-

tion phase identifies the ideas for new services, scopes and analyses them, and 

finally transforms them into service requirements. In the business analysis phase, 

the requirements that have the most business potential are identified. Business 

analysis also identifies how to implement the requirements. The phase for re-

quirements analysis, negotiation and specification provides a complete require-

ment specification of the needed services. In the modelling phase, the require-

ments specification is taken as an input for mapping requirements for new or exist-

ing ecosystem services. Finally, in the validation phase, the services are evaluated 

and tested against the requirements. The research describes the first three phas-

es in more detail, and specifies an ecosystem-based service RE method. The RE 

method was validated in two industrial cases, where the ecosystem members 

used the RE method for specifying digital services and related support services. 

The method was found to be useful for describing, documenting and communi-

cating the capabilities of the digital services. This method was especially useful in 

the requirements analysis phase, where ecosystem members co-innovated and 

analysed the service requirements together. The service RE method introduced 

three main phases as a continuous and iterative engineering process that starts 

from business and end-user goals, and provides service taxonomy and a set of 

master use cases as an outcome. 

Publication III describes the initial research on open data, in which the first 

draft of open data ecosystem from a business viewpoint is specified. The outline 

and the requirements of the ecosystem are collected based on novel knowledge 

explored from the literature, and novel practices on data based business in the 

industry. With the help of interviews of industrial representatives, the motives and 

challenges of acting in the open data ecosystems were also identified. The re-

search identified new actors and roles for the ecosystem. For example, the data 

promoter actor was extended to include roles of data promoters, distributors and 

matchmakers. The interviews also revealed ecosystem services that were re-

quired, that must be defined and implemented while establishing the ecosystem. 

These included, among others, services for finding data, services and partners, 

services for data validation, and services for definition and standardisation of data 

and data interfaces. The results showed that open data based businesses can 

bring both direct and indirect benefits. However, there are still obstacles that com-

plicate the utilisation of open data. One of the most significant challenges was the 

unknown quality of data. The interviews revealed several motives and advantages 

for joining the ecosystem, but also obstacles that should be carefully considered 
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and solved. However, according to the interviews, the level of interest in open data 

and open data ecosystems is high. Thus, the ecosystem could provide great bene-

fits for the actors and their businesses through open data, and the services and 

applications around them. 

Publication IV concentrates on the quality evaluation of open (social media) 

data, and represents a three-phased solution for data quality evaluation. The work 

specifies the elements and phases required for data quality evaluation and man-

agement in big data architecture. In the data extraction phase, the quality evalua-

tion focuses on data provenance and data quality from the viewpoint of the situa-

tion at hand. In the data processing and analysis phases, the evaluation focuses 

on different quality aspects of the data. Finally, in the decision-making phase, the 

evaluation focuses on the trustworthiness of the data.  

The data sets and metadata are managed with the help of quality policies. Or-

ganisational policy consists of the set of rules that describe what and how to eval-

uate to achieve data that can be trusted in a specific situation. Therefore, the 

organisational policy specifies the acceptable data sources, and describes the 

relevant quality attributes applicable to the context of the task at hand, the ap-

plicability time of the attributes, which evaluation metric should be used to evalu-

ate each attribute, value range, acceptable value and applicable rules. The deci-

sion-making policy describes the relevant data sets for a certain situation, how to 

weight quality attributes depending on the relevance of the different quality attrib-

utes for the task at hand, and how to perform the decision functions.  

The research classifies data to a) any freely available data (i.e. open data), b) 

deliberately collected external data (e.g. for market analysis and competitor analy-

sis), c) customer feedback data, and d) company’s internal data. The data is clas-

sified according to the data source type, such as social media data, feedback 

data, product data, competitor data, history data, or production data. This classifi-

cation assists in the selection of applicable quality attributes; thus, in addition to 

open data, the approach can be obeyed for other types of data as well. The solu-

tion is validated with the help of an industrial case example, where it provides 

verified data from Twitter to help the company’s business decision-making pro-

cesses. The proposed solution improves business decision-making by providing 

real-time, validated data to the consumer. The solution may be adapted to differ-

ent contexts, as it enables the data consumer to configure quality policies and 

apply them in a suitable way to a certain situation. The solution is also extendable 

– it allows inserting new data sources and data sets for data extraction, as well as 

new metrics and algorithms for data evaluation.   

Publication V combines, adapts and extends all the earlier work (Publications 

I–IV), and introduces the concept of evolvable open data based digital service 

ecosystem, the EODE. The work extends the support services and knowledge 

models of the digital service ecosystem, and specifies new services and models 

required for open data quality certification. The support services for data quality 

evaluation include eight main categories; utility services, data matchmaking ser-

vices, monitoring and evaluation services, recognition services, adaptation ser-

vices, open data analysis services, visualisation services and tool services. The 
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knowledge management models include four types of quality-related knowledge; 

ontologies, design-time artefacts (including the service engineering model), do-

main models, and policies used in quality evaluation and management.  

The quality policies; data filtering, data quality evaluation and decision making 

policies, have different purposes in each evaluation phase in the ecosystem. The 

filtering policy evaluates whether or not to accept the data set to the ecosystem 

with the help of quality metrics and rules for evaluation. The data evaluation policy 

is used to evaluate different kinds of data in the data extraction phase, and in data 

monitoring and decision making. Furthermore, each service provider specifies his 

own evaluation policies when searching data for a certain purpose. Finally, the 

decision-making policy defines the criteria for actions based on the results of the 

data quality evaluation.  

This work also introduces a five-phased open data certification process, using 

which the open data is brought to the ecosystem, and certified for usage of digital 

service ecosystem members. In the acceptance phase, the data source, the data 

content, and the data quality are evaluated, and thus the open data is certified for 

ecosystem usage. In the adaptation phase, the open data is transformed or 

adapted to an open data service that can be used as a building block in digital 

services of the ecosystem. The third phase, validation, is performed by a digital 

service provider that validates the open data against its intended use in a digital 

service. In the exploitation phase, the open data sources and the usage of the 

open data are monitored. In the valuing phase, the quantified value of the open 

data service is continuously evaluated, and compared with other open data ser-

vices, and decisions are made concerning keeping the service or substituting it 

with another service. 

The EODE was developed based on the existing knowledge on capturing quali-

ty requirements in ecosystem based digital service engineering, and evaluating 

quality of open data achieved in the publications I to IV. Thus, the EODE concept 

was developed and validated incrementally in several international and national 

research projects.   
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5. Discussion 

In this chapter, the results of the research are first discussed and their response to 

the research question is analysed. After that, the theoretical contributions and 

empirical implications of the research are evaluated. The scientific validity of the 

research is evaluated, and a comparison of the research to related work is per-

formed. Finally, the limitations of the research are discussed, and future develop-

ment targets are identified.  

5.1 Research question and objectives revisited 

This research consisted of five problem cases. The results of the first four problem 

cases were combined and extended in the fifth problem case to provide a solution 

to the research question stated in the introduction: “How to design the quality of 

digital services in open data and ecosystem based service engineering?” 

To reach the solution to the research question, three objectives were identified 

in the beginning of the research. The first objective was to examine the transfor-

mation in service development when moving from the closed environment to more 

open ecosystems, and to specify the main elements and phases for digital service 

engineering in the ecosystem. The service engineering model should make it 

possible to achieve the quality requirements of a service. The first two problem 

cases in this research, A and B, concentrated on achieving quality in service engi-

neering. In the problem case A, the QRF method developed made it possible to 

capture the software and service requirements (including quality) into the architec-

ture, thus concentrating on the RE and design phases in the service engineering. 

The method enabled the achievement of the common and variable requirements 

of several products, but the context was closed, concentrating on a product line 

inside a single company. The RE method developed in the problem case B trans-

formed the RE from the product line context to the context of the digital service 

ecosystem. The new RE method for ecosystem based service engineering speci-

fied the RE phases, and described how the ecosystem assets are utilised in each 

RE phase. Furthermore, the required ecosystem elements for engineering ser-

vices were identified, e.g. the actors with their responsibilities, knowledge man-

agement models, supporting services and existing digital services were identified. 

Thus, the common assets of the ecosystem substantially influence service engi-
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neering. Therefore different kinds of business models and service engineering 

models are required when acting in an ecosystem. 

The second objective of this research was to examine how to transform the 

quality evaluation from software and services to data quality evaluation, and to 

understand the key phases for quality evaluation of open data. The problem cases 

C and D concentrated on open data and the quality of open data. In the problem 

case C, the open data was inspected first from the business viewpoint to under-

stand the nature, characteristics and the value of the open data that it provides for 

different actors. The concept of open data based business ecosystem was speci-

fied, which describes how to make business with data, including actors and their 

roles in the ecosystem, required support for business model elements from the 

ecosystem, and required support services for acting in data based business. In the 

problem case D, it was understood that the quality evaluation of data differs signif-

icantly from the quality evaluation of software. Although some of the same quality 

attributes were used in both cases, they all have different definitions, and means 

to achieve them. Furthermore, it is the responsibility of the data user to evaluate 

this. In the problem case D, a solution was provided on how to evaluate and utilise 

the quality of open data in a company’s processes (e.g. the design or prod-

uct/service development process), including the different evaluation phases and 

viewpoints on data quality. 

The third and main objective of this research was to provide a model that com-

bines ecosystem-based service engineering and open data quality evaluation 

under the same ecosystem concept. In problem case E, a new concept, the 

EODE, was created, that combines the differences and commonalities of digital 

service ecosystems, and open data ecosystems, under the same concept, ena-

bling the actors of both ecosystems to act under the same ecosystem regulations. 

Thus, the EODE brings together and adapts the results of the problem cases A, B, 

C and D, and extends the knowledge management models and support services 

further to support data quality certification (see Figure 11).  

The EODE fulfils the identified features for open data based digital service eco-

system described in Table 4. The developed service engineering model enables 

service co-innovation and co-development together with other ecosystem mem-

bers utilising common ecosystem assets. The knowledge of the ecosystem (in the 

form of the domain models, quality policies, ontologies and design time artefacts) 

is utilised in digital service engineering. For all the ecosystem actors, the EODE 

provides an enabling environment with knowledge management models and sup-

port services for acting in the ecosystem, and providing digital services and quality 

certified open data in the ecosystem. The EODE supports each actor in defining 

their own business model, providing support for open business model elements, 

such as for finding partners, data, services and customers, and for contract mak-

ing, and for marketing services and data. The EODE supports the quality evalua-

tion of open data, both for the ecosystem, and for independent data consumers, 

such as digital service providers. Finally, the governance and regulation actions of 

the ecosystem support the bi-directional communication between digital service 

providers and open data providers.  
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Figure 11. The combined results of this research. 

The different application domains of the problem cases, such as digital healthcare, 

multimedia, and transportation, enabled examination of the service and data quali-

ty in specific usage contexts. Thus, the qualification of the research was per-

formed with the help of these specific cases. The generalisation of the results from 

a cross domain perspective to general level was performed in each case, and 

finally generalisation from a cross domain perspective to the general level created 

the EODE concept. EODE is thus generic and applicable to any domain. The 

EODE can be applied to specific domains with the help of integration framework 

(i.e. the core) that provides domain models and domain knowledge models as 

services to the ecosystem. In comparison to Figure 1, the problem cases A and B 

enabled the solution to ensure quality in service engineering. Problem case C 

made it possible to reach the open data ecosystem from the business viewpoint, 

and problem case D concentrated on data quality evaluation. Thus, the EODE 

combines the viewpoints of business, big data, and data quality with service engi-

neering in the ecosystem context.  

5.2 Theoretical contribution  

This dissertation provides new knowledge about quality-driven service engineering 

(Publication I), digital service engineering (Publication II), digital service ecosys-

tems (Publication II), open data based business ecosystems (Publication III) and 

open data quality evaluation (Publication IV), and introduces new concepts (Publi-

cation V) that combines and extends all these subjects.  
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Capturing quality in ecosystem based digital service engineering 

 

As there are multiple stakeholders involved in software or service engineering with 

different goals, traditional quality measures are often inadequate both for engi-

neering service quality requirements, and for making architectural decisions. Dif-

ferent stakeholders may have different requirements for values of the quality indi-

cators, and also different definitions and comprehension of the quality attributes 

and metrics. Therefore, quality attributes must be approached from a more global 

perspective, starting from the stakeholders’ requirements elicitation, analysis and 

specification, and aiming at the architectural representation through compromising 

the conflict requirements and trade-off analysis. The comprehensive literature 

survey conducted revealed that the recently developed quality analysis methods 

have several shortcomings that do not make it possible to capture quality require-

ments and transfer them into the software or service architecture. The QFR meth-

od represented in this work filled the gap between requirements engineering and 

architectural modelling, and enabled tracing of design decisions to requirements, 

and vice versa. Furthermore, the QRF method was applicable to product lines, 

enabling separation of commonalities and variabilities among product line mem-

bers. The application of the method to different case studies showed that the 

method worked according to its purpose.  

In the case of digital service ecosystems, the ecosystem elements, i.e. the ac-

tors, the capabilities of the ecosystem, the knowledge management model and the 

existing services (both digital services and support services) influence the service 

engineering, especially the service requirements engineering. The digital services 

are innovated and developed together with ecosystem members, when the value 

is formed in a value network. When compared to traditional service engineering, 

new models and methods are required in the ecosystem, that enable this coopera-

tion and the utilisation of the ecosystem assets, at the same time regulating and 

managing the service engineering in a way that the new digital service is ensured 

to be acceptable to the ecosystem. According to the literature review, there were 

no requirements engineering methods or service engineering models applicable to 

the digital service ecosystem. Furthermore, the concept of digital service ecosys-

tem and its elements that assist in service engineering were not properly defined 

in the literature. Some methods and approaches could fill some part of the ecosys-

tem-based service engineering, but they often concentrated only on their own 

viewpoints, and did not work together. The concept of digital service ecosystem 

was specified with the help of the existing definitions of digital ecosystem and 

service ecosystem, and the identified requirements of the ecosystem-based ser-

vice RE method. The RE method represented in this work was the first RE method 

suitable for digital service ecosystems, which enables and guides the service co-

innovation and co-development in an ecosystem environment. This work also 

specified the roles and responsibilities of the required ecosystem elements for 

service engineering. The method validation in large European projects revealed its 

benefits and potential applicability both as an RE method and as a means for 

communication among members of the ecosystem.  
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The RE method transferred the first parts of the QRF method from the product 

line context to the new, digital service ecosystem context. The last phase of the 

QRF method; quality representation, is performed in the same way in the ecosys-

tem context with the help of knowledge management models. Thus, together 

these two methods provide a means to ensure that digital services capture their 

quality requirements in the ecosystem. The ecosystem capability model, and the 

knowledge management models and support services that enable the implemen-

tation of activities of the capability model, were specified to support the ecosystem 

based digital service engineering. 

 

Evaluating and managing the quality of open data 

 

The term ‘open data based business ecosystem’ was relatively new at the time 

when the research was conducted. Business ecosystems already had general, 

commonly accepted definitions and a relatively long history. Open data was not 

considered to be the target or the main resource of an ecosystem, but it was intro-

duced in the form of data portals (e.g. http://ckan.org/), or innovation platforms 

(e.g. Riedl et al., 2009). Therefore, it was natural to approach open data from the 

business viewpoint. Data value chains with known actors and data based business 

models had already been suggested in the literature, and open source communi-

ties existed. However, in this research, the concept of an open data based busi-

ness ecosystem was represented that combined the actors of open data to the 

business environment. The first support services to enable data based businesses 

were specified (e.g. tool support for providing data and for developing ser-

vices/applications and the services for finding, validating and adapting the data), 

and the required, new actors and actor roles were identified (e.g. the new actor; 

the Data Broker, and the new roles for support service providers, data providers 

and infrastructure and tool providers). The concept was generic, and thus applica-

ble to any application domain. The concept creation with the help of industry rep-

resentatives enabled it to capture the actual needs of the actors in the different 

domains. The validation of the concept with the same industry representatives 

enabled validation of the analysis results of the industry interviews, as well as 

estimation of the validity and the feasibility of the created concept.  

The quality of data was identified as one of the obstacles for open data utilisa-

tion in the interviews with the industrial representatives. Many approaches for data 

quality evaluation exist that tend to evaluate common quality attributes, such as 

relevancy, believability, accuracy and popularity. Although a lot of work has been 

done for data quality attributes and metrics, there is no agreement on how to apply 

them to different contexts and situations. The solution for open data quality eval-

uation contributed in this research controls the data quality evaluation and man-

agement with the help of data quality policies. Although some promising policy-

based approaches already exist for quality evaluation (Bizer and Cyganiak, 2009; 

Bertino and Lim, 2010; Rahman, Creese and Goldsmith, 2011), their practical 

application has not been demonstrated. Furthermore, they were not adaptable to 

the company’s business processes, i.e. they did not address the different phases, 

http://ckan.org/
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and questions relating to when and what evaluated data is required. The intro-

duced solution in this research was suitable to the business processes of a com-

pany, and adaptable to the different needs and decision making points of the 

company. This was achieved with data quality policies that can be applied to dif-

ferent situations and contexts. The policies handle variability in the quality of data 

in the following ways: a) The target of quality attributes – certain quality attributes 

are applicable only to certain types of data sources; b) the applicability of attrib-

utes – the quality attributes are applicable in certain evaluation phases or data 

processing phases (i.e. data extraction processing, analysis and decision making); 

c) the target of quality metric – the different metrics are used to evaluate quality 

attributes, depending on the type of data source, and d) the applicability of the 

quality metric – different metrics are used to evaluate the attribute in different 

evaluation phases. 

 

Quality of digital services and open data in an ecosystem 

 

The developed concept of an open data based business ecosystem provided an 

environment to operate in the open data based business, whereas the solution for 

open data quality evaluation provided the settings and required elements for the 

open data quality evaluation. Combining these to the digital service ecosystem 

context, the elements that support capturing the quality requirements in digital 

service engineering (as the results of the QRF and service RE methods) are also 

extended to support open data based businesses, and data quality evaluation. 

The actors of the digital service ecosystem and open data based business ecosys-

tem were merged, and the new resource, open data, was added to the ecosystem 

elements as an open data service that can be utilised in digital services. The eco-

system capability model with the related actions was extended to support the 

quality evaluation of the open data, and the business of the new actors. Further-

more, knowledge management models were extended to include quality policies to 

evaluate and to manage the quality of data. These policies were specified from the 

ecosystem viewpoint, and also from the viewpoints of the two main actors; the 

digital service provider and the open data providers. Furthermore, the initial taxon-

omy of the support service to implement the actions of the capability model were 

specified. This new digital service ecosystem concept, the EODE, is the first kind 

of ecosystem that makes it possible to engineer digital services that capture their 

quality requirements and utilise quality certified open data.  

 

Summary of contributions 

 

The contributions of this dissertation are summarised in Table 6 according to the 

intersection of the main entities of this research described in Figure 2 of sub-

chapter 1.3.2. 



 

77 

Table 6. Summary of contributions 

Research target Contribution Description 

Digital service 

ecosystem 

QRF method A method for specifying quality requirements, 

transforming them into design decisions and 

representing them in architectural models 

RE method of digital 

services 

A method for co-innovation and co-

development of digital services in ecosystem 

utilising common assets and knowledge 

Concept of digital 

service ecosystem 

Specification of the elements (i.e. members, 

capabilities, infrastructure with support ser-

vices and knowledge management models, 

and digital services) of the ecosystem that 

enable the cooperation of ecosystem mem-

bers, and co-innovation and co-development 

of digital services.   

Data-based digital 

services 

A solution for quality 

evaluation of open 

data 

Specification and implementation of a solution 

for evaluating and managing the quality of 

open data with the help of data quality policies 

Open data based 

business ecosys-

tem  

Concept of open 

data based business 

ecosystem 

Specification of the elements (i.e. members, 

support services and required support for 

business model elements) of the ecosystem 

that enable the actors of open data to cooper-

ate 

Quality certification 

process of open 

data 

Specification of a process for certifying the 

quality of open data for an ecosystem 

Data-based digital 

service engineer-

ing in ecosystems 

Concept of an open 

data based digital 

service ecosystem 

Specification of the members’ roles, capability 

model, support services, knowledge manage-

ment models, and core elements of the eco-

system that enable the actors of open data to 

cooperate in digital service ecosystems 

 

5.3 Implications for new practices 

Open data providers can be divided into three groups, according to their motives:  

 Organisations that provide data for free, without any conditions or with 

some licenses that restrict the use of data. These usually include public 

administrations or other public entities that have a lot of data, but no abili-

ties or resources to use the data in the form of data refinement or service 

development with the data. The data itself is usually strict and highly reg-

ulated. 
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 Individuals who provide data freely available to the Internet. These peo-

ple are not interested in utilising the data, but the data provides business 

benefits for private companies. This data is commonly very heterogene-

ous, variable and unstructured. 

 Organisations that do business from selling access to the data. These 

usually include private companies that provide access to data for paying 

customers. This data can be their own data, or refined or processed data 

of the other data providers 

Open data as such is not valuable. Especially data from the social media is usually 

tangled and unreliable, having no meaning for further usage. Data refinement 

processes and analyses the data, thereby increasing the understanding and value 

of the data. Data certification adds the conformance on the data, meaning that the 

data is assessed, and it is seen as valuable for some purposes. Thus, data re-

finement and certification changes the data to an immaterial artefact, which enable 

people to do business with data. The original idea of open data, “data should be 

freely available for everyone to use and republish as they wish”, is not necessarily 

valid in the case of open data based business; in some cases the data usage may 

be managed with usage fees or with data licences. However, data-based busi-

nesses have been identified as having sufficient potential to enable different kinds 

of ecosystems to emerge, including open data based digital service ecosystems.  

 

Transforming to the ecosystem based business 

 

The EODE concept described in this research enables the different actors of data 

and digital services to act in an open co-development environment, utilising com-

mon ecosystem assets, adhering to common ecosystem regulation assets, but still 

making their own business decisions. In addition to describing the EODE concept, 

this dissertation also revealed the benefits and significance of such an ecosystem 

for the different actors. The movement from the proprietary software or service 

business to openness is the key issue when considering joining in a digital service 

ecosystem such as EODE. The business model elements are affected by the 

ecosystem, and the transformation to a new business model should therefore be 

carefully evaluated. The benefits, potential and risks of starting an ecosystem-

based business should be carefully estimated, and each actor should find its own 

role in the ecosystem. This research revealed the benefits and motives for differ-

ent actors to join in the ecosystem, but also indicates the risks that should be 

considered. 

Generally, there are also two options for the content of the digital service eco-

system: 1) The ecosystem emerges around a certain domain, being domain-

dependent, or 2) there is a universal ecosystem applicable to all interested parties 

from different domains, being therefore generic, i.e. domain-independent. Fur-

thermore, open data is often domain-specific, i.e. traffic data or environmental 

data, but applied in digital services of different domains. Thus, the same, domain-

specific data can be included as a part of ecosystems of different application do-



 

79 

mains. However, the domain models of the ecosystem may regulate the data and 

the usage of data in different ways in different domains. It is obvious that there is a 

great amount of work needed to establish and maintain the EODE ecosystem. The 

foundation of such an ecosystem requires a lot of investment first, but the more 

actors join, the more beneficial and relevant the ecosystem will be. The ecosystem 

requires a stakeholder that is responsible for the management, support, marketing 

and maintenance of the ecosystem, i.e. the ecosystem provider. The ecosystem 

provider can be, for example, a separate actor, or one of the ecosystem actors 

can take this role. The strictly defined responsibilities and rights of the different 

ecosystem actors guarantee that conflicts between the ecosystem members can 

be avoided, and that cooperation proceeds smoothly. The EODE has governance 

and regulation actions for directing, monitoring and managing the ecosystem that 

involves all the ecosystem members. These include, for example, the rules for 

establishment of trusted collaboration, the interaction rules, and the rules for join-

ing and leaving the ecosystem. The ecosystem should validate each member 

when joining the ecosystem; thus, the trustworthiness of the members is already 

confirmed when cooperations are established, and contracts are made with differ-

ent members of the ecosystem. 

 

Acting in an ecosystem 

 

The EODE enables different actors to perform different actions, supporting the 

businesses of the actors. For digital service providers, the ecosystem provides the 

models, methods, templates and guidelines that assist in service engineering. 

After the service provider has joined the ecosystem and made the transformation 

to the new kind of open service engineering model, all the utilities of the ecosys-

tem are available. The service provider can utilise the existing assets and also the 

open data in his/her digital service, the quality of which is certified by the ecosys-

tem. The ecosystem assists in matching required data quality with provided data 

quality of open data. The ecosystem also assists in finding appropriate data, part-

ners, and in marketing the digital services. 

For open data providers, the EODE provides the guidelines, supporting services 

and knowledge management models to assist in providing data. Data providers 

achieve several benefits when providing data to an ecosystem, such as more 

users for the data, and the more efficient marketing and promoting of the data. 

The ecosystem also encourages the data providers to ensure and improve the 

quality of the data; the ecosystem’s data filtering policy makes it possible to bring 

to the ecosystem only data of which the quality reaches the required minimum 

values of the quality attributes of the data filtering policy. The filtering policy also 

monitors the quality of data during usage.  

The support services of the EODE include eight main categories; utility ser-

vices, data matchmaking services, monitoring and evaluation services, recognition 

services, adaptation services, open data analysis, visualisation services, and tool 

services. These categories of services provide several possibilities and business 

potential in EODE for other support service providers as well. The support service 
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providers are independent service providers that provide services for the usage of 

the ecosystem and the digital service providers. The service related pricing mod-

els are applicable to open data services, digital services and support services in 

the ecosystem. For example, in the pay-per-use pricing model (Weinhardt et al., 

2009), the customer pays only for the service usage. In the subscription model 

(Weinhardt et al., 2009), the client pays a fixed price for a certain time frame when 

the service can be used. Internet related pricing models, such as Flickr multiple 

revenue stream model (Teece, 2010), freemium model (Teece, 2010) and free trial 

model (Gaudeul, 2010), are also applicable to digital services.  

 

Ensuring quality in an ecosystem 

 

The key concept of the EODE is to assist in achieving the quality of services and 

open data in the ecosystem based service engineering. For digital service provid-

ers, the quality of service is ensured with the knowledge management models, 

including RE method, service engineering method and templates to capture the 

quality requirements, and supporting services. These assets assist and guide the 

service engineering for service providers to reach the quality. To utilise data in 

digital services, the service provider must first define its strategy for data utilisa-

tion, for example, specifying what data is to be utilised, and where, when and how 

the data is to be utilised. The strategy assists in defining the data quality policies, 

which describe how the data is utilised.  

Quality evaluation and management is controlled by the quality policies in the 

ecosystem (Figure 12). Quality policies must be defined first, after which suitable 

data can be searched. The service providers can express their requirements for 

the data to the ecosystem. The ecosystem searches for the relevant data, and 

ensures the trustworthiness of the data with the help of data filtering policies, be-

fore it is accepted to the usage of the ecosystem (Figure 12). Evaluation policies 

are used to evaluate quality attributes, and the achieved value is compared with 

the required values in the filtering policy. The service provider can then ensure the 

applicability of the data by evaluating the quality of the data specific to the situa-

tion at hand. The ecosystem provides evaluation policies for the usage of the 

service provider, for example, in the form of policy templates, which the service 

provider can configure according to his or her own purposes. The quality policies 

of the ecosystem are based on the ecosystem’s quality knowledge; the service 

provider does not have to know the quality evaluation metrics or techniques for 

data quality evaluation, but, depending on the type of data source, the applicable 

metrics and techniques for each data quality attribute are selected automatically. 

The evaluation can also be automated, for example the service matchmaking 

algorithm may perform the quality evaluation with the help of the quality policy 

defined by the service provider. After data evaluation, the service provider reaches 

the certified data applicable for the situation. This data is brought to the decision 

making according to the decision-making policies of the service provider. This 

policy assists in selecting the most relevant data, and weighting quality attributes 

at certain decision-making points. Thus, the quality policies of the EODE provide 



 

81 

the assets to the service provider to ensure the quality and the value of the open 

data utilised in digital services. 

<<uses>>

 Collect and 
provide data for 

service prioviders 

Provide data

Provide 
data

Provide data

Select the data 
to be utilised in a 
particular digital 

service

Evaluate data

<<uses>>

<<uses>>

<<uses>>

<<uses>>

Service provider’s decision maker

Define acceptable 
data (sources and 
quality) for data 

collection

Ecosystem’s quality manager

Define quality 
attributes and 

metrics

Ecosystem’s data analyser

Sorting and 
weighting the 

data

Service provider’s quality 
expert

<<uses>>

Data source

Data source

Data source

 

Figure 12. Management of open data quality in the ecosystem with the quality 
policies. 

5.4 Scientific validity  

This dissertation consists of five original publications that were published in peer 

reviewed scientific journals. Thus, the results presented in these publications have 

been reviewed and evaluated in high-quality scientific forums. Furthermore, the 

validity of the results is separately discussed in the original publications. Together 

these five publications form a consistent body of knowledge by specifying a new 

kind of collaboration environment for different actors of open data and digital ser-

vices. The research results presented in the original publications are based on 

data achieved with the systematic mapping and empirical data. Systematic map-

ping tends to structure a research area by searching the literature in order to know 

what topics have been covered in the literature, and where the literature has been 

published (Petersen et al., 2008). The empirical data is more human-related and 

achieved in several ways, such as with interviews, workshops and analytic methods. 

According to Brewer (2000), validity of the conclusions drawn from the results 

must be evaluated in the light of the purposes for which the research was con-

ducted. According to (Pekuri, 2013), testing the functionality of the developed 

construction is the means of providing the information needed in making the final 

conclusions. The purpose of the testing is to determine whether the construction 

works, therefore justifying either the formation of a technical norm or some other 

conclusions. Accordingly, testing also determines the validity of constructive re-
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search (Pekuri, 2013). Easterbrook et al (2008) summarised four types of validity 

of empirical study: internal, external, construct and reliability. Internal validity 

measures whether the research was carried out correctly, whereas external validi-

ty is the degree to which it is warranted to generalise the results to other contexts. 

Construct validity evaluates whether the inferences made in the research are 

made correctly, i.e. whether the theoretical constructs are interpreted and meas-

ured correctly. Reliability focuses on whether the study yields the same results if 

other researchers replicate it. 

Publication I presented research that resulted in a method for capturing quality 

requirements and Publication II in a method for requirements engineering of digital 

services. In both cases, the research started with theoretical analysis which was 

then continued with empirical analysis. The theoretical analysis resulted in the 

developed constructs, which were then validated and refined with the help of em-

pirical analysis. The empirical data was collected with the help of interviews with 

relevant stakeholders from multiple sources, meetings and a questionnaire study. 

The trial usage of the methods helped to confirm that the methods worked as 

expected. The number of stakeholders trial-using the developed methods was 

high, which helped to support the internal validity of the research. In addition, the 

results were analysed and validated by several people; the author and the co-

authors of the original publications. The trial-usage of both methods occurred 

among several cases in different domains, which supported the generalisability of 

the results and thus the external validity.  

Publication III presented the research for the specification of the context of an 

open data based business ecosystem. The empirical data was gathered through 

industrial settings with the help of industry interviews and the data with the analy-

sis results were reviewed and validated by the author and the co-authors of the 

original publication. The ecosystem concept was developed as a conclusion from 

the results of the literature analysis and the analysis of empirical data. The con-

cept was then analysed and validated by several people: the author, co-authors of 

the original publications and the same company representatives that participated 

in the interviews, which supported the internal validity. The external validity was 

supported by the fact that the interviewees represented several domains, such as 

weather observation, media, healthcare and transport, which support the justifica-

tion of the claim for the generalisability of the results.  

Publication IV presented the solution for the quality evaluation of open data. In 

this case too, the empirical data was gathered with the help of industry interviews 

in two different domains and further the data and analysis results were reviewed 

and validated by several stakeholders. The literature analysis and the analysis of 

empirical data resulted in the specification of the solution. The implementation of 

the solution was conducted in collaboration with an industrial partner. An existing 

system of the partner was modified to enable its integration to the solution of data 

quality evaluation. Responsibilities in the development work were clearly divided to 

enable both organisations to focus on the development of their own software as-

sets. The resulting solution and the results of its trial usage by the involved indus-

trial partner were reviewed by several stakeholders from both organisations. The 
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co-development and co-validation of the solution supported the internal validity. 

The configurable quality policies of the solution supported its applicability to other 

cases and contexts, thus promoting external validity.  

In all cases, construct validity was evaluated with the help of trial usage, theo-

retical testing in industrial settings or in multiple case studies. The trial usage 

resulted in identifying the functionality and applicability of the construct, and also 

the improvement requirements of the developed construct. The multiple sources of 

evidence in the form of several cases and several stakeholders supported the 

validity of the constructs.  

Reliability of the research is supported by the proper documentation of the re-

search, literature surveys, analysis results, interviews, questionnaires, developed 

constructs and included materials, process descriptions and guidelines. Further-

more, the constructs and the empirical cases were reviewed and analysed by 

several researchers in addition to the author, which provided reliability. However, 

the selection of companies and interviewees affects the results of the research, 

which means that the represented results cannot be generalised to all kinds of 

companies. In addition, in one case the selection of software professionals rather 

than business professionals could have resulted in more technical outcomes of the 

interviews. 

Publication V presented the EODE concept that combines all the earlier re-

search. All the developed constructs were validated in their own cases, which 

means that the internal validity was supported by having several stakeholders in 

analysis and validation, such as the author, co-authors, co-workers and several 

industrial representatives. The external validity is partly supported by the fact that 

the different parts of EODE were developed in different domains and their general-

isability was evaluated separately in each case. Furthermore, generalisability in 

EODE is taken into account by separating the generic and domain-specific 

knowledge management models. The next step in external validation is the appli-

cation of EODE to the different application domains. 

5.5 Comparison to related work 

The QRF method was developed for defining, representing and transforming quali-

ty requirements to architectural models, since no existing methods for R&A analy-

sis committed themselves to quality requirements or specified how to transfer the 

quality requirements to architecture (Immonen and Niemelä, 2008). Some parts of 

the QRF method applied or extended existing approaches. The i* framework 

(Chung, Gross and Yu, 1999) was used to identify quality requirements from the 

viewpoints of different stakeholders. By refining the i* framework, it could be 

graphically represented which qualities were regarded as the most important and 

who the ‘owners’ of these qualities were. Furthermore, the Strategic Dependency 

model of the i* framework could be used to describe the variability of requirements 

between product family members (Immonen, 2006). The representation of R&A 

qualities in architectural models was implemented using the R&A profiles, which 
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were defined utilising the UML extension mechanisms (Aagedal et al., 2004) that 

can be used for modelling certain quality aspects in architectural models. The 

abstraction levels of QADA (Matinlassi, Niemelä and Dobrica, 2002) were applied 

in separation of required and provided profiles. The required profile corresponded 

to R&A requirements, whereas the provided profile corresponded to the imple-

mented R&A and could be later used in R&A analysis. For quality representation, 

the method utilises a stylebase (Merilinna, 2005) from which the architect can 

obtain information about the quality properties of each style and pattern and select 

the most suitable ones. The QRF method responds to the features of service co-

development knowledge based service engineering from Table 4, being the first 

method describing how to capture quality into architectural models. 

According to the literature review, no methods for ecosystem-based digital ser-

vice engineering existed. Furthermore, the term digital service ecosystem was not 

yet specified when the research was started. The definition for the digital service 

ecosystem in this dissertation was developed with the help of the definition of 

digital ecosystem (Chang and West, 2006) and the definition of service ecosys-

tems (Liu and Nie, 2009; Riedl et al., 2009; Ruokolainen, 2013). In the work of 

Ruokolainen (2013), the service ecosystem engineering, especially the viability 

and sustainability of ecosystems, has been investigated. The work defines the 

service ecosystem engineering as a systems engineering life cycle which com-

prises the phases of analysis, design, instrumentation and operation of the eco-

system. The main elements of the EODE ecosystem in this dissertation conform to 

the ecosystem element classification of Ruokolainen; capabilities, members, ser-

vices and infrastructure. However, in this dissertation, these elements are inspect-

ed from the digital service engineering viewpoint, not from the ecosystem engi-

neering viewpoint. Therefore, the more detailed content of the main elements is 

specified to concentrate on actions, support services and knowledge management 

models required to support the ecosystem based requirements engineering of 

digital services. Thus, the RE method and ecosystem concept description support 

the features of service co-innovation, service co-development, knowledge based 

service engineering and enabling infrastructure from Table 4. 

The term open data based business ecosystem was relatively new and not 

properly defined when the first research activities among open data were carried 

out. The existing value chains of data (Chen et al., 2011; Kuk and Davies, 2011; 

Poikola, Kola and Hintikka, 2011; Tammisto and Lindman, 2011) were used as a 

starting point for identifying the actors of the ecosystem. Kuk and Davies (2011) 

introduced the assembly of complementarities involved in the chain from raw data 

to data-based services, including the parties that structure the raw data, make the 

data linkable, analyse or visualise the data, share the data within the source code 

of software and ultimately allow the developers to innovate services on top of the 

source code. Poikola, Kola and Hintikka (2011) defined the roles in the open data 

value chain from the data publishing perspective and the end-user's perspective, 

describing several roles in both classes. Tammisto and Lindman (2011) defined 

the roles of linked-data developers and application developers in a Finnish con-

text. In addition, Chen et al. (2011) identified roles related to data analytics; Data-
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as-a-Service (DaaS) providers collect, generate, and aggregate the content (i.e., 

data), and Analytics-as-a-Service (AaaS) providers deliver analytics services to 

analytics consumers. However, the industry interviews revealed that the existing 

actors and value chains are not adequate, but new actors and actor roles could be 

required. In the ecosystem, the value is created in networks rather than in chains. 

Furthermore, the interviews helped to identify services that are required to support 

the businesses of the actors. Therefore, the developed concept of an open data 

based business ecosystem is a new kind of collaboration environment that speci-

fies the actors, supporting services and the business model elements of support-

ing open data based business.  

The quality policies used in the quality evaluation of open data are based on the 

idea of the works of Bizer and Cyganiak (2009) and Rahman, Creese and 

Goldsmith (2011), where the information or the information sources concerning 

social media data are filtered according to some filtering policy and accepted ac-

cording to decision making policy or a decision making function. However, the 

developed solution for quality evaluation of open data specifies the principles for 

data quality management for different types of data, such as social media data, 

feedback data, production data and market analysis data. These principles specify 

when, what and for whom the data is evaluated, and the configurable quality poli-

cies for data filtering, evaluation and decision making, taking into account the 

different types of data sources, different evaluation phases, and the data quality 

variability. These policies are configured and used when going through the differ-

ent phases of the big data pipeline. In addition, the solution describes the data 

quality metadata that must be connected with the actual data, and also the data 

and quality metadata management in big data architecture. 

The developed EODE concept is the first kind of concept that provides a new 

cooperating environment for the actors of digital service ecosystems and open 

data based business ecosystems. The more detailed content of the main ele-

ments; capabilities, members, services and infrastructure, are specified from the 

quality viewpoints of open data, starting from the required actions of the capability 

model and resulting in the required services and knowledge management models 

of the infrastructure to implement these actions. 

5.6 Limitations of the research and future work 

The research introduced in this dissertation combines four separately developed 

results together, creating the EODE concept, that assists in achieving the quality 

of services and open data in ecosystem based service engineering. Thus, the 

development and validation of the EODE concept has been carried out incremen-

tally in several international and national research projects. Although several vali-

dation experiments of the different elements of EODE have been carried out, the 

whole EODE concept still requires more experimental tests, and empirical evalua-

tions. The application of EODE to the different application domains and business 

fields is naturally the next step in the concept validation. By applying the concept 
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to certain domains (e.g. traffic, energy and healthcare), the content of the ecosys-

tem elements will be specified in more detail in that specific domain. The domain 

model specifies the domain/application specific knowledge, and when using the 

domain model together with the generic knowledge management models, the 

service engineering can be adapted to the case at hand. The generic EODE con-

cept with the KMM and service engineering models assist in defining the domain 

specific models.  

The aim is to continue the research work in a large international research pro-

ject in the future. The large number of project partners enables the project partici-

pants to act as ecosystem members, which also enables the cooperation and co-

development of the ecosystem elements. Several actor roles can be identified, 

and their requirements can be examined, and the partner contributions can possi-

bly implement some parts of the EODE concepts. International co-operation in an 

ecosystem also reveals the different kinds of national or legal aspects and regula-

tions in different countries. In an ideal situation, some of the support services can 

be implemented, and by developing a user interface for configuring quality poli-

cies, the quality evaluation of open data services registered in the service registry 

can be implemented with the quality policies. The Digital Services Hub, which was 

used as the core of the EODE concept, is free to use for research and innovation 

purposes, and therefore can be used in future research projects as well.  

The most important steps for the EODE validation currently include: 

 Quality policy implementation at the ecosystem level. The current imple-

mentation supports quality evaluation inside a single company; the quality 

policies must be implemented and applied by the ecosystem, and also be 

applicable and configurable to certain situations of the service providers. 

 Implementation of the support services that enable quality monitoring and 

automated quality evaluation in an ecosystem according to quality policies. 

 An adaptable user interface for policy configuration and policy templates for 

defining the required quality. 

 Implementation of a matching service, that automatically makes available 

the open data services, of which quality matches with the required quality. 

Several future development targets were also identified after this research. Com-

monly, open data certification consists of legal, practical, technical and social 

aspects
14

. Currently, the EODE supports only open data quality certification, which 

can be considered as one of the technical and also practical aspects of the open 

data certification. However, the Open Data Certificates of the ODI currently does 

not consider quality in the way that is described in this dissertation, but relies on 

the data providers’ voluntary documentation about the quality of data. The next 

step will be to extend the EODE with legal and practical aspects of the data certifi-

cation. This is future work according to the following description:   

                                                           
14

 https://certificates.theodi.org (Accessed: 1 November 2016)  
 

https://certificates.theodi.org/
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 Legal – Privacy: Data privacy aspects are domain-specific, and are often 

regulated differently in each country. The domain knowledge model must in-

clude the knowledge of how to take data privacy issues into account sepa-

rately in each domain (e.g. healthcare, traffic, financial). Thus, when applying 

the EODE in different domains, privacy issues must be solved case by case. 

Currently, in EODE the trust between services and the data privacy is imple-

mented by the Digital Service Hub in the context of personal data. The data 

owner has the data sovereignty, specifying the terms and conditions to use the 

data (Boris et al., 2016). Data privacy must be extended to the case of open da-

ta, when the sovereignty of the data must be handled by the ecosystem. 

 Legal – Licenses: Originally, licenses grant baseline rights to distribute copy-

righted work. Ecosystem’s filtering policy must be extended to ensure that da-

ta licenses applicable to the data are also applicable to the ecosystem. The 

data filtering policy may contain restrictions for license conditions that may 

prevent the data selection for the ecosystem, even if the quality of the data 

was ensured to be good enough. Currently, the dataset descriptions are 

linked with the concepts (in Concept Schema) that provide information about 

the data provider, and the nature of the data, and links to a more specific con-

cept in the data ontology. In the next step, the concept schema will be ex-

tended and linked with the license ontologies likewise. 

 Practical – Interoperability: In the Digital Services Hub, the basic service dis-

covery is enabled by the human readable service description, and additional 

information associated to the service description. For more intelligent service 

discovery and, in particular, intelligent service matching, a semantic service 

data description is required. Semantically enriched descriptions support multi-

lingual searches, matching different data elements describing the same thing, 

and using the relations of data elements in searching. Semantics also support 

interoperability between different services. Currently, the Digital Services Hub 

supports the transformation of the non-semantic data model to the semantic 

data model. In the next phase, the semantic service discovery and matching 

must be implemented in the EODE. 

 Practical – Service availability and quality. The service availability is imple-

mented in the Digital Services Hub in two ways; either the registered service 

notifies the Digital Services Hub regularly when active, or the Digital Services 

Hub continuously queries its services for availability. In addition to the infor-

mation about the service availability, the EODE core must keep track and 

monitor the service quality, so that the potential service consumer may detect 

the available services, and also the current quality of the available services. 
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6. Conclusions 

Digital service ecosystems provide several benefits to service providers, enabling 

service co-innovation and co-creation among ecosystem members utilising and 

sharing common assets and knowledge. Digital service engineering in an ecosys-

tem requires new innovation practices, service engineering models and a new kind 

of collaboration environment that brings the benefits of the ecosystem available to 

service providers. Furthermore, the utilisation of open data in digital services re-

quires new practices and evaluation models in order to ensure the quality and 

value of data. The dynamic characteristics of digital services and the utilisation of 

freely available open data in services cause new challenges for engineering relia-

ble and trustworthy services.  

This research concentrated on the quality of digital services in the context of the 

ecosystem. The main purpose of this research was to answer to the question of 

how to design the quality of digital services in open data and the ecosystem based 

service engineering. According to the state-of-the-art analysis, no such ecosystem 

currently exists that provides the required assets that make it possible to achieve 

the quality of services in service engineering, and to ensure the quality of open 

data utilised in digital services. Several features for that kind of ecosystem were 

identified in this dissertation, including the service co-innovation and cooperation 

model, knowledge to be utilised in service engineering, enabling infrastructure, 

support for transformation to open business models, evaluation methods for the 

quality of open data, and support for cooperation of actors of open data and digital 

services. As a result, the EODE concept specified in this work introduced a new 

cooperating environment, where the different actors of data based business and 

digital service providers can work together. The EODE implements the required 

features of the ecosystem according to the following;  

 Service co-innovation and co-development: The EODE provides an eco-

system based service engineering model with the supporting method and 

templates that enable innovation of digital services together with different 

ecosystem members (e.g. business stakeholders, collaborator and cus-

tomers) and co-development of services in a value network utilising com-

mon ecosystem assets.  

 Knowledge based service engineering: The ecosystem gathers and man-

ages knowledge (e.g. in the form of the domain models, quality policies, 
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ontologies and design time artefacts) and enables their utilisation in digital 

service engineering, and in quality evaluation of open data.  

 Enabling infrastructure: The EODE provides the environment that enables 

the required actions of the ecosystem members. The environment includes 

knowledge management models, and support services for providing digital 

services and for evaluating the quality of open data, and the actions re-

quired for acting and cooperating in the ecosystem.  

 Open business model: The EODE provides support for open business 

model elements, such as for finding partners, making contracts and mar-

keting services, enabling the actors to transform towards open business 

models, which is helpful when acting in an ecosystem.  

 Quality evaluation of open data: The EODE provides the data quality poli-

cies and quality evaluation methods for certifying the quality of open data 

for the ecosystem, and supports the quality evaluation of open data case-

specifically for the digital service providers.  

 Support for cooperation of the actors of open data and digital services: The 

governance and regulation actions of the EODE support bi-directional 

communication between the actors of the ecosystems, including, among 

others, trust-making inside the ecosystem, and the clear definition of re-

sponsibilities of the different actors.  

The development and validation of the EODE concept was performed incremental-

ly in several international and national research projects. The EODE concept is 

generic and applicable to any domain; the main idea of the EODE is that generic 

and domain specific knowledge can be kept separated. The generic capability and 

knowledge management models can be smoothly exploited together with the 

domain-specific models in different application domains when engineering and 

running digital services.  

This research also described the required validation of the concept, and identi-

fied future research work and the development targets. More validation is required, 

especially to test the whole EODE concept in different applications and business 

fields. For example, by implementing the selected support services, developing a 

user interface for configuring quality policies and for evaluating the quality of open 

data services registered in the ecosystem’s service registry, the applicability of the 

EODE to certain situations can be validated. Furthermore, the purpose is to ex-

tend the EODE with other aspects of data certification, such as legal and practical 

aspects. 
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Abstract

Software quality is one of the major issues with software intensive systems. Moreover, quality is a critical success factor in software
product families exploiting shared architecture and common components in a set of products. Our contribution is the QRF (Quality
Requirements of a software Family) method, which explicitly focuses on how quality requirements have to be deWned, represented and
transformed to architectural models. The method has been applied to two experiments; one in a laboratory environment and the other in
industry. The use of the QRF method is exempliWed by the Distribution Service Platform (DiSeP), the laboratory experiment. The lessons
learned are also based on our experiences of applying the method in industrial settings.
© 2006 Elsevier B.V. All rights reserved.

Keywords: Quality requirement; Software architecture; Traceability; Software product family
1. Introduction

Decreased development cost and increased productivity
are among the main beneWts of product family engineering
(PFE), which is currently often applied to software inten-
sive systems. The goal in software PFE is to use as much as
possible the same software assets, i.e. requirements, archi-
tecture, and components, in all family members. The goal is
achieved with a systematic approach of maximizing soft-
ware reuse and managing variability, which also assists in
achieving software of high quality and maintaining a
desired quality level of products.

Specifying requirements for a product family (PF) is a
challenging task, and specifying quality requirements for a
product family is even more challenging due to the varying
quality properties required in diVerent family members.
Because of the long period of time that the family architec-
ture is used as a basis of the family members, and since
quality is the key issue in the family with its varying family
members, it is a necessity
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• to deWne quality requirements properly,
• to manage variability of quality properties, and
• to transform quality requirements to architectural

models.

Several attempts have been made for deWning and trans-
forming quality requirements to architectures. Chung et al.
[1,2] have introduced ‘softgoals’ as a means of capturing
stakeholders’ requirements and making tradeoVs between
conXicting quality requirements. Softgoals are part of the
NFR (Non-Functional Requirements) framework, which
categorizes NFRs and provides a qualitative approach for
dealing with them. The CBSP (Component Bus System
Property) method applies intermediate models in order to
reconcile functional requirements and architecture [3]. Nei-
ther of the approaches, however, provides a systematic
approach to tracing quality requirements, including vary-
ing quality requirements, to the models of a product family
architecture.

In model driven architecture development, the assump-
tions are that (1) if the family architecture is properly
deWned, the architecture of each family member can be
derived from it using desired qualities, and (2), based on
model transformation techniques, the source code of a
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family member can be generated from the speciWed archi-
tecture [4]. The QRF method introduced in this paper is a
systematic method for eliciting and deWning quality
requirements, tracing and mapping these requirements to
architectural models and for enabling quality evaluation at
the early phases of PF development. Furthermore, the
method supports deWning variable quality properties for
architecture modeling.

The QRF method was developed incrementally. First, it
was applied in a laboratory experiment of deWning evolu-
tion and execution qualities for the DiSeP family. Second,
the method was applied to an industrial product family.
Last, the method was reWned and reapplied to the DiSeP
family, which is also used as an example in this paper.

The structure of this paper is as follows. Section 2 sur-
veys issues related to quality requirements traceability and
family architecture development methods. Section 3 intro-
duces an overview of the QRF method. Section 4 presents
how the method was applied in a case example. Section 5
summarizes our lessons learned and a conclusion closes the
paper.

2. Background

2.1. Related research

2.1.1. Quality attributes
Software quality is a degree of excellence regarding the

ability of software to provide a desired combination of
quality characteristics [5]. The software quality model [6]
deWnes six categories of quality characteristics: functional-
ity, reliability, usability, eYciency, maintainability, and por-
tability. Quality characteristics are externally or internally
observable properties of software systems, also called qual-
ity attributes [7].

Quality attributes can be further classiWed into two cate-
gories; functional qualities, which are observable at execu-
tion time (i.e. execution qualities), and non-functional
qualities, which are observable during the product life cycle
(i.e. evolution qualities) [8]. Functional qualities express
themselves in the behavior of the system, while non-func-
tional qualities are embodied in the static structures of soft-
ware systems.

The interest of the quality attributes for software archi-
tecture is in how quality attributes interact with, and con-
strain, each other, and how they aVect the achievement of
other quality attributes (i.e. tradeoVs).

2.1.2. Capturing quality to architecture
The i¤ framework [1] helps to detect where the quality

requirements originate and what kind of negotiations
should take place. The NFR (non-functional requirements)
framework [2] reWnes and extends the i¤ framework. The
NFR framework is a process-oriented approach, in which
quality requirements are treated as goals (called softgoals)
to be achieved. The goals are derived from the stakeholders’
needs and used as guidance while considering diVerent
design alternatives, analyzing tradeoVs and rationalizing
various design decisions. A softgoal interdependency graph
is used to support the goal oriented process of architecture
design.

CBSP [3] is another process oriented approach; it deWnes
Wve steps starting from taking a requirement under consid-
eration and Wnishing with making trade-oV choices regard-
ing architectural elements and styles. Each requirement is
assessed for its relevance to the system architecture compo-
nents and connectors (buses), to the topology of the system
or a particular sub-system, and to their properties. The
intermediate CBSP model is used as a bridge while reWning
and transforming requirements to architectural elements
such as components and connectors.

QASAR (Quality Attribute oriented Software ARchitec-
ture design method) [9] is a method consisting of two itera-
tive processes: the inner iteration includes the activities of
software architecture design, assessment and transforma-
tion to quality requirements, whereas the outer iteration
refers to a requirements selection process to be performed
within the inner iteration. The approach is process oriented
starting from functionality and adapting it to quality
requirements. Thus, in this method quality requirements
are not considered a driving force in architecture develop-
ment.

2.1.3. Modeling product family architectures
There are several development methods that support

family architecture development in diVerent ways [10]. The
COPA (Component-Oriented Platform Architecting)
method starts from customer needs, stakeholder expecta-
tions, facts, existing architectures and from an intuition of a
new architecture [11]. The views of the method, namely
CAFCR (Customer, Application, Functional, Conceptual,
Realization), assist in transforming requirements to archi-
tecture. However, the method does not consider quality
requirements as architectural drivers of a product family.

The common properties of the PFA methods, e.g. FAST
(Family Oriented Abstraction, SpeciWcation and Transla-
tion) [12], FORM (Feature-Oriented Reuse Method) [13]
and KobrA (Komponentenbasierte Anwendungsentwick-
lung) [14], are that (1) they start scoping a product family
from known facts (i.e. existing systems), (2) they lack the
knowledge of how to transform requirements to architec-
ture, and (3) they concentrate on functionality instead of
quality.

2.2. Quality driven architecture development

Our earlier work forms the core of the Quality-driven
Architecture Design and quality Analysis methodology
(QADA®1). QADA is a quality-driven architecture devel-
opment approach with a stakeholder-based deWnition of

1 Registered trademark of VTT Technical Research Centre of Finland,
http://virtual.vtt.W/qada/.
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architectural viewpoints and a set of predeWned views,
which use a set of diagrams for representing a view of archi-
tecture [15–17]. QADA contributes to software family engi-
neering by providing a method for selecting an appropriate
family architecture approach, a method for quality-driven
architecture design, a method for evaluating the maturity
and quality of the family architecture, and a technique for
representing variation points in the family architecture. The
QRF method extends QADA by providing a systematic
method for deWning quality requirements and transforming
them to architectural models.

The main purpose of architecture is to [15,17,18]:

• provide an overview of software structure and its com-
ponents,

• classify components into generic and speciWc categories,
• describe the responsibilities and contexts of components,

and
• consider the appropriateness of architecture, i.e. the bal-

ance of business and technical issues.

Essentially, architecture provides a means of communi-
cation for reasoning and prioritizing quality attributes, and
evaluating how quality requirements are met. Architecture
is also essential in the management of development team
members. It further provides for allocating and establishing
work division, mapping responsibilities to services/compo-
nents and vice versa, mapping functional and quality
requirements to components/services, and clustering the
components to be developed.

An architectural view is a representation of a whole sys-
tem from the perspective of a related set of concerns [18]. In
the literature, there are several approaches to the design of
software architecture, concentrating on diVerent views of
architecture. However, among these approaches no general
agreement can be found on a common set of views or ways
to describe architecture. This disagreement arises from the
fact that the need for diVerent architectural views is depen-
dent on, at least, three issues: system size, domain and
stakeholders. System size and domain have an impact on
the amount of stakeholders to be considered.

Service architecture is a set of concepts and principles
for the speciWcation, design, implementation and manage-
ment of software services [19]. Software architecture of dis-
tributed systems is typically divided into thee layers; system
infrastructure services, middleware, and applications. Ser-
vice architecture embodies applications and middleware
and is based on the widely accepted assumption and con-
sensus that the wireless and mobile access systems will be
converged with Internet systems. Maturing service technol-
ogies are also extending the global software market for
generic middleware services.

Our focus is on the service architectures and the view-
points needed in modeling service architectures. Thus, in
QADA, for the two levels of abstraction – conceptual and
concrete – four viewpoints are provided: structural, behav-
ior, deployment and development. These viewpoints
embody the quality of service architecture and that of the
service using it. Qualities are visible at the architectural
level only through the architecture documentation, i.e., in
the views, models and diagrams and the notation used in
these, as well as in the reasons behind the design decisions.

3. The QRF method

The QRF method consists of Wve steps:

1. Impact analysis,
2. Quality analysis,
3. Variability analysis,
4. Hierarchical domain analysis, and
5. Quality representations.

Fig. 1 presents an overview of the QRF method deWned
by a UML2 activity diagram. The swim-lanes are named
according to the main categories of the stakeholders
involved in applying the method. Business stakeholders are
responsible for the market scoping activity of the impact
analysis, which is the Wrst step of the QRF method. The
main output of this activity includes a list of stakeholders
and the quality goals of the product family development.
Concurrently with the market scoping, the domain stake-
holders are deWning the scope of the product family by
using their knowledge of the domains related to the existing
and emerging products. The output of this activity is a spec-
iWed set of family assets used as input for the next two steps,
quality analysis and variability analysis, carried out concur-
rently in an iterative and incremental way. The focus of the
quality analysis is on separation of concerns; each quality
requirement is speciWed by taking into account its relations
to the quality goals, stakeholders, and product types. The
goal of the variability analysis is to separate commonalities
and variabilities by using the family assets as a starting
point and making reWnements based on the intermediate
results of the quality analysis. In many cases, quality and
variability are intertwined in product families; the quality
of a product family depends on how well variability is man-
aged, and the quality of product family members varies due
to varying market requirements. In the next step, the qual-
ity requirements are mapped to functional capabilities of
the product family by using a hierarchical domain analysis.
This phase results in a taxonomy of services, recommenda-
tions and options for variability management, and in a deW-
nition of the architectural drivers. Finally, the quality
requirements are represented in architectural models by
addressing the deWned architectural drivers and the views
that are best suited for representing the most important
qualities.

3.1. Impact analysis

The purpose of the Wrst step of the QRF method is to
deWne the scope of a product family, especially concerning
its quality goals. The activities of this step are to categorize
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the stakeholders of the system family from the business
and development points of view and to deWne what to
examine in quality evaluation and its rationale from the
business and technology points of view. Therefore, the
Wrst activity of the impact analysis examines how business
stakeholders’ needs and markets aVect the scope of a
product family by identifying the external quality require-
ments for a product family. Thereafter, an internal prod-
uct family scoping is carried out, focusing on the
identiWcation, evaluation and optimization of the entities,
i.e. products, domains and assets, that should be included
in the product family and represented in the respective
software family architecture. Both business stakeholders
(referring to customers, system users and company busi-
ness managers) and domain stakeholders (i.e. domain
experts) are involved in these activities.

Traditionally, product family scoping is started by
selecting one key product around which the product family
is established [20–22]. However, in service architectures
business issues and quality requirements play an important
role and therefore, the family scoping is started by identify-
ing and deWning the quality goals, not functionality.

In market scoping, customer needs and market forecasts
are examined and clustered to groups of product family
requirements. Data is also collected by interviewing busi-
ness stakeholders. The collected data and market forecasts
are examined for predicting product family requirements.
Market segments deWne the business domains that are to be
covered by the product family. The purpose is to set the
market scope of the product family, to identify new poten-
tial in the markets and to deWne special requirements for
the extensibility and changeability of product families for
diVerent business domains.
Consequently, the goal of product family scoping is to
make decisions on which parts of the existing products are
to be included in the family architecture. However, in
order to make the decisions, the family architect has to
have a clear understanding of why the capabilities identi-
Wed in products, domains and assets are important for the
family of products. Therefore, the knowledge of domain
experts is essential in deWning the boundaries of the prod-
uct family.

Concerning quality requirements, the Wrst step of the
QRF method provides a list of stakeholders and their con-
cerns that have to be supported by the product family
architecture, a list of quality goals that have to be fulWlled
by the product family architecture, and a list of potential
family assets appropriate for the product family.

3.2. Quality analysis

The purpose of the second step is to separate the quality
concerns related to business, constraints and functionality
and to express the quality requirements in a way that they
can later be traced and measured. Nowadays, quality analy-
sis is made in an ad hoc manner; in practice quality require-
ments are not traceable or measurable. One reason is that
the quality requirements of a product family have to be col-
lected from various sources, which is laborious. Domain
experts representing the developer organization, the cus-
tomer organization or both, are interviewed for gaining
tacit knowledge about the special requirements of the
domain or domains related to the quality requirements and
execution environments. Service Level Agreements may
also be used to identify the quality requirements of a spe-
ciWc service domain.
Fig. 1. The main steps of the QRF method.
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Domain standards and regulations set requirements and
constraints that have to be considered in a speciWc domain.
Standards can be international, i.e. applied all over the
world or in some continent, or national regulations, which
may cause variation not only in functionality but also in
quality. Furthermore, production stakeholders, such as
product managers, are also interviewed in order to collect
knowledge about the issues related to the product develop-
ment organization, e.g. third party component/software
providers and production facilities.

This step includes several activities. First, the quality
requirements of the product family are visualized from cus-
tomers’ and developers’ points of view. Second, the depen-
dencies of quality on business are identiWed and the
stakeholders and speciality of domains are deWned. Third,
the quality requirements are categorized based on the
graphical representation of the dependencies between
stakeholders, domains and required qualities, and Wnally,
the quality categories are prioritized. For traceability, each
quality requirement (QR) has an identiWcation number, a
description, stakeholder(s) interested in it, related business
domains/customers, and related functional properties.

3.3. Variability analysis

The purpose of this step is to deWne the requirements
that vary between the business domains and stakehold-
ers, and to separate the commonalities and variabilities
in the given domains. The main activities of this step
include identifying the variation in quality and deWning
the variation dependency of quality requirements on the
business domains and diVerent stakeholders. Product
family assets, a list of stakeholders and visualized QRs
are used as input of this step. Variability analysis starts
from business stakeholders’ needs, and the dependencies
of these needs on domains and other stakeholders. In
addition, the commonalities and specialities of variations
are identiWed, speciWed and linked to the stakeholders.
Each domain and stakeholder requires functional and
quality properties that may vary. Finally, the needs of
production stakeholders, i.e. family architects, product
architects, software component developers, and the like,
are considered because they may also cause variation in
functional and quality properties. However, only those
properties that are visible to the users of the systems or
products are considered by answering why these proper-
ties are required.

Evolution qualities, e.g. integrability and maintainabil-
ity, are, typically, among the interests of the development
organization(s), and therefore there is less variation in evo-
lution qualities between product members. The execution
qualities, e.g. reliability and performance, are usually diVer-
ent for each product member. In both cases, it is important
to prioritize the requirements regarding their importance
and impact on family members. Thus, the third step of the
QRF method results in a categorized list of quality require-
ments including
• the importance of each QR,
• the variation of each QR, and
• the relation of each variable QR to the product mem-

bers.

3.4. Hierarchical domain analysis

The purpose of this step is to bring together the informa-
tion from steps 1 to 3 and to provide the information
required for modeling and evaluating the architecture.
Hierarchical domain analysis uses the clustering technique
for grouping functional requirements to service categories,
domains, sub-domains and functional and quality proper-
ties deWned as responsibilities of services (cf. wireless service
architecture in [17]). Thus, the hierarchical domain analysis
results in a hierarchy of service domains and services, called
a service taxonomy, and provides quality properties and
their variation for the service domains, and Wnally, qualities
for each service.

This step includes three main activities. First, the techni-
cal standards and existing knowledge of product developers
are analyzed and utilized in categorizing the service
domains and identifying the properties of the services. The
identiWed properties of services determine the collection of
categorized capabilities to be covered by the family archi-
tecture.

Second, the service categories, their capabilities and the
quality requirements are combined. This is based on the
service categories (resulting from the Wrst step of hierarchi-
cal domain analysis) and the list of the prioritized quality
requirements (resulting from the quality and variability
analysis). This step also combines the variation between
family members and services and deWnes the means of man-
aging variations.

Third, the business drivers, Wrst identiWed as key issues in
the visions and strategic plans by interviewing business
managers, are transformed to the drivers of the family
architecture. Technical key issues, identiWed in an exhaus-
tive hierarchical domain analysis, are also highlighted as
technical, common or product speciWc drivers of the family
architecture. These drivers form the architectural drivers of
the Wrst version of a conceptual product family architec-
ture.

The actual family architecture is deWned iteratively,
while the involvement of product family stakeholders and
product derivation staV is needed in the evaluation and val-
idation of the concepts of family architecture.

3.5. Quality representation

In this step, quality requirements are represented in the
architecture by means of a set of views. The step includes
two activities; selecting the styles and patterns and describ-
ing speciWc, qualitative constraints.

Since styles and patterns support diVerent qualities
[17,23], their selection is based on the importance of the QR
for the family architecture and on the support that each
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style and pattern provides for this speciWc QR. Our
approach provides a stylebase [23] from which the architect
can get information about the quality properties of each
style and pattern for making selections. For evolution QRs,
the use of appropriate styles and patterns is the only way of
achieving the desired quality.

Execution QRs, e.g. reliability and availability, have to
be represented in the architectural models by adding
quality requirements to the elements of the architectural
views. This is made by using the quality proWles espe-
cially developed for deWning reliability and availability
QRs, including the identiWcation numbers and numerical
values for diVerent dimensions, such as failure rate, fault
treatment, and data correctness. The identiWcation num-
bers and numerical values provide traceability and mea-
surability for QRs, which are required in architecture
evaluation.

For the rest of the process, the modeling of product fam-
ily architecture follows the QADA methodology, as deWned
in [15–17,24].

4. Applying the QRF method

This section presents how the QRF method was applied
to the DiSeP case example. The example is mainly based on
applying the QRF method to evaluating integrability and
extensibility (i.e. evolution qualities) from architectural
models. Integrability is the ability to make separately devel-
oped components of a system to work correctly together.
Extensibility is the ability to extend a software system with
new features/services/components without loss of function-
ality or qualities speciWed as requirements. Reliability and
availability (RA) (i.e. execution qualities) are used as exam-
ples of desired qualities in Sections 4.4 and 4.6 to illustrate
that qualities may require diVerent techniques in some steps
of the QRF method. In overall, however, the steps of the
method are the same for both evolution and execution
qualities.

4.1. Case description

DiSeP is a distribution platform (Fig. 2) for software
systems families formed in a networked environment. The
services of the platform are mobile, enabling spontaneous
networking. The hardware of the system consists of distrib-
uted computing units. Each computing unit, i.e. deployment
node, is a platform for various services. The computing
units join the network spontaneously by listening to the
network and registering themselves to the network by using
system services. After registration, all the registered services
of the network are available.

The family architecture is service oriented, i.e. each prod-
uct is composed of a set of services provided by DiSeP. The
scope of the family is limited to the platform services so
that the applications are considered only in the application
interfaces provided on the top of platform services. Thus,
the DiSeP platform embodies a layered service architecture.
The combination of services in deployment nodes may
vary. Platform services can be mandatory, alternative or
optional. The platform consists of services representing
four diVerent domains: system service user interface, system
services, basic services and communication services. The
applications have access to the platform services through
system service user interfaces. System services provide ser-
vices that are not autonomous but activated by the autono-
mous parts of the platform. System services are mandatory
for each node, but they are active only in one node at a
time. The services of the other nodes in the network use the
system services of the active system services node. Basic ser-
vices consist of controlling services, data management ser-
vices and location services. Communication services
provide messaging services for handling the communica-
tion between diVerent units.

The DiSeP platform is intended to be utilized as a
generic distribution platform for a variety of products.
According to the service categories introduced in [17], we
deWned three end-user services, in which the platform was
to be used. The end-user services domain consists of Wve
service categories: mobile entertainment, mobile informa-
tion, mobile communications, mobile commerce and criti-
cal services. We selected entertainment services from the
mobile entertainment category, healthcare applications
from the mobile information category and emergency ser-
vices form the critical services category. These categories
were selected because the products of each service category
had their own separate quality requirements.

4.2. Impact analysis

The stakeholders of the DiSeP family that are interested
in integrability and extensibility are:

• Application developers producing end-user services to
be run on top of the DiSeP platform;

• Service and component providers oVering their products
for the use of the platform providers;

• Integrators using the platform as part of products as
such. The assumption is that the platform can be sold to
the integrators of the same company or other companies.

The developer stakeholders, i.e. software family archi-
tects, product architects, component designers and product
maintainers, and the like, set slightly diVerent requirements
for integrability and extensibility, but due to reasons of
simplicity, these are integrated into the integrator’s view-
point here.

The quality goals were deWned for each relevant qual-
ity attribute, as illustrated in the fragment of the list of
goals for integrability and extensibility (Table 1). The
goals were justiWed by design rationale in order to explic-
itly show why each quality was required. Clustering
requirements according to the stakeholders helped in
tracing the owner of each integrability and extensibility
(IE) requirement.
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The main contributions of the Wrst step of the QRF
method are its support for identifying and deWning the
quality goals and the means of mapping the deWned
quality goals to the stakeholders. Explicitly deWned
quality goals help in understanding stakeholders’ targets
of interest. The rationale provided for each goal assists
in understanding the business driver(s) behind the tech-
nology development. The existing methods omit busi-
ness stakeholders and their interests in architecture
development.
4.3. Quality analysis

After setting the quality goals, the quality requirements
were further reWned based on the knowledge gained from
domain experts, standards, regulations, and customer
expectations.

First, the i¤ framework was used to deWne the require-
ments from the viewpoints of end-users, application
developers, component developers, product architects and
family architects. Due to the limitation of the graphical
Fig. 2. Conceptual structural view of the DiSeP.
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representation, the i¤ framework was adapted by remov-
ing everything but the most important qualities and
responsible persons for them. By the revised i¤ frame-
work, we could graphically represent which IE qualities
were regarded as the most important and who the ‘own-
ers’ of these qualities were. Thereafter, the IE require-
ments were more thoroughly deWned by grouping them
into qualities related to architecture, components/services,
and applications, as depicted in a fragment of the require-
ment list in Table 2. Categorized QRs helped to trace the
responsible persons of qualities; architects, designers, and
application developers. IE qualities are mostly related to
business and development. Some of them may be expen-
sive to realize and trade-oVs have to be made. Therefore,
the relations to other qualities, constraints and function-
alities have to be speciWed.
The main contributions of the second step of the QRF
method are the graphical representation of the quality
requirements of the most importance and their interest
groups, scoping of the quality requirement to architecture,
components and applications, and deWning how the quality
requirements relate to business and other capabilities of the
product family. The quality requirements of most impor-
tance form the key drivers of architecture development and
their fulWllment provides the biggest beneWt. Thus, they are
the main interest of a product family architect. Traceability
of quality requirements to their ‘owners’ assists in making
tradeoVs between cross-cutting quality requirements while
seeking a balanced and optimal architecture. There is a gap
between existing requirements engineering methods and
architecture design methods; the QRF method tries to close
this gap.
Table 1
Quality goals

Stakeholder Integrability Extensibility

Application developer Goal: End-user services have to be integrated into platform 
user interfaces as third party components, i.e. a suitable API 
has to be provided

Goal: New applications can easily be added on top of the 
platform

Rationale: If applications are widely supported, the platform 
is useful for diVerent kinds of products

Rationale: The main purpose of the platform

Service/component provider Goal: Some services, e.g. data storage and protocols, can be 
acquired from third parties

Goal: Functionality of a component can be provided by a 
set of available COTS components

Rationale: The company wishes to focus only on the core 
functionality of DiSeP

Rationale: Customers can select technology they are 
familiar with/they trust

Integrator Goal: Third party components have to conform with the styles 
of the product family architecture

Goal: A new feature providing a new usage scenario can be 
added by minimal eVort

Rationale: The aim is to keep the product family architecture 
stable and evolving

Rationale: A new business/usage scenario is required for 
each new application

Goal: DiVerent technology platforms are used in networked 
systems, in which these platforms shall be integrated 
regardless of the implementation languages and component 
models

Goal: An existing service can easily be substituted by a 
third party service that provides additional functionality 
for new product types

Rationale: The use of legacy systems and renewing of a 
networked system shall be possible

Rationale: While markets are changing, the service may 
become a commodity and be out of the scope of the 
company business
Table 2
ReWned quality requirements

Category ID QR description Interest groups Business domains/
customers

Related to

Architecture I1 Style conformance Family architects, product 
architects

All domains All services

E1 Extensibility of service interfaces Architects, component 
developers

Emergency services System services

Component/Service I4 Interoperability of networked 
services

Architects, component/
service providers

All domains Basic services

E4 A new feature can be added to the 
system and basic services

Product architect Emergency and 
healthcare services

The whole middleware: application 
platforms, system services and basic 
services

Application I7 Easy integration of applications Content/application 
providers

All domains System service user interface

E5 New applications are easily added Product architect, 
application service 
providers

Entertainment 
services

System service user interface
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4.4. Variability analysis

There may be three kinds of variation in quality between
the members of a family. First, there can be variability
among diVerent quality attributes. Second, there may be
diVerent levels in quality attributes. The levels deWne how
critical the requirements for certain quality attributes are
for the speciWc product. Third, functional variability may
indirectly cause variation in qualities, and vice versa.

Only one variable IE requirement was identiWed: Vari-
able service user interfaces were required in the diVerent
nodes of the networked systems. Consequently, the service
user interfaces had to allow conWguring during installation
and at run time.

Concerning execution qualities, several variable RA
requirements were identiWed due to the diVerent levels of
reliability and availability. For example, for emergency ser-
vices, a high degree of service availability and recovery were
required, whereas for entertainment services, the service
availability only needed to be of medium rate. Further-
more, a controlling and monitoring unit of some kind was
required in the context of emergency services to ensure a
failure-free service execution, whereas for entertainment
services it was not required. Since reliability and availability
are execution qualities, the variable requirements involve
both structural and behavioral aspects of architecture.
Fig. 3 represents a Strategic Dependency model of the i¤
framework that describes the variability of RA require-
ments between three product family members [25]. The cir-
cles in the i¤ framework correspond to stakeholders,
rectangles to the required functionality and ellipses to the
RA requirements. The arrows describe the dependencies.
The family speciWcity is highlighted in grey.

The third step of the QRF method contributes in identi-
fying quality variability and points of time when variation
takes place. The existing variability management tech-
niques address functional variability, not quality variabil-
ity. To the aim of managing quality variability, it is
essential to identify why, what and when quality variability
is required. The deWned three quality variation types help in
identifying quality variation. When quality variation is
identiWed, it is possible to create a tactic (or to select one of
the existing tactics) for managing quality variability. Identi-
fying when the variation takes place allows the architect to
deWne binding time and select appropriate mechanisms for
it.

4.5. Hierarchical domain analysis

When the IE quality categories had been deWned and
their prioritization done, the hierarchical domain analysis
was used to cluster the functional requirements. The func-
tional requirements were thought of as responsibilities of
the family members. The responsibilities were mapped to
Fig. 3. Variability in RA requirements between product family members.
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the categorized services and the properties of services were
deWned as capabilities organized as domains, sub-domains,
components or services of a component. A hierarchical list
was used as a tool in grouping functional capabilities into
domains and services because a textual list was more conve-
nient than a graphical representation while making changes
and restructuring the capabilities of the product family.
When a desired grouping had been achieved and the
responsibilities of services deWned, the quality requirements
were mapped to each service category and each service.

Table 3 presents the DiSeP service categories, the
required IE qualities and their scope. Furthermore,
the architectural quality drivers were deWned based on the
importance of the IE requirements (high/medium/low) and
the scope of their impact by specifying the seriousness of
conXict if the quality requirements were not met. In the
case, if the QRs with high importance and broad impact are
not met, the quality goal of the family architecture is bro-
ken. In DiSeP, style conformance (I1), diversity of lan-
guages and component models (I2), substitutability of
middleware services (I3) and component extensibility (E3:
new components added at run-time, E4: new features added
to existing services) were ranked on top of the QR priority
list. Thus, these QRs were considered the quality drivers of
the product family architecture.

The main contribution of the fourth step of the QRF
method is a ‘standard’ service taxonomy, explicit mapping
of quality requirements to services, and domain based clus-
tering. The service taxonomy provides a reusable vehicle for
deWning and categorizing the functional capabilities to ser-
vices. The explicit mapping of quality requirements assures
that quality requirements are considered in architecture
design. Domain based clustering helps in assigning work to
the most appropriate persons, i.e. architects, quality experts,
implementation experts, etc. To our knowledge, none of the
existing software or service engineering methods provides
this kind of support for mapping functional and quality
capabilities to architecture.

4.6. Quality representation

IE qualities were represented in architectural models by
using design patterns, e.g. adapter, wrapper, and façade,
which assisted in integrating components/services diVering
Table 3
IE qualities mapped to hierarchical service categories

Domain Sub-domain Service Purpose/responsibility IE requirement

Service user 
interface

Application service user Access to application services through the 
directory

E5, I7, I8

Application service provider Enables the user to create, register and un-register 
a service

Lease user Lease (re)negotiation
Lease grantor Leases granting
Transaction manager Request a transaction
Transaction participant Participation in a transaction

System services Lease service Management of leases I1-I3: all services I4, I5: system and 
basic services E1: system and basic 
services E2, E3: system services E4: 
all services

Directory service (DS) DS interface to distributed data storage
Transaction service Performs and tracks transactions

Basic services Controlling 
services

Activator service Controls services

Allocator service Activates services according to received requests
Data management 

services
Data storage Permanent data base

Location services Data distribution Assists in DB storage, tracks needed redundancy, 
negotiation about copies, transfers, and deletions

Location service Manages location information, service 
registration, tracks location maps, announces of 
available system services

Observing service Routes messages from communication services to 
appropriate services

Advertising service Locates the system service provider, announces 
available services

Communication 
services

Messaging service Interpreter Encodes/decodes XML messages I3: protocol components I5: all 
communication services

Asynchronous messaging Creates and manages mailboxes; Receives, hosts 
and notiWes messages

Synchronous messaging Sends synchronous messages through deWned 
protocols, and transforms received services to the 
interpreter
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semantically or syntactically from the style of the family
architecture. The adapter pattern was used to harmonize
the COTS, OS and in-house databases behind the same
interface and to allow diVerent protocols to be used in com-
munication (Fig. 4). A wrapper was used for adapting open
source components to the syntax of the interfaces speciWed
by the family architecture. The façade pattern provided an
extension point for variable application interfaces. The dec-
orator pattern was applied to harmonize the diversity of
component models by decorating other component models
with the required interfaces of the chosen component
model.

RA requirements typically lead to certain structures or
functionalities. Therefore, variations in RA requirements
between family members may result in diVerent design deci-
sions concerning the architectural style, components and
component collaborations. For example, the required high
degree of availability and recovery of the emergency service
could be achieved by using an architectural solution that
enabled back-up service execution. The medium rate service
recovery capacity of the entertainment application could be
ensured by modifying components to implement, for exam-
ple, a recovery mechanism. Thus, the variable RA require-
ments aVect the whole architecture design of the diVerent
family members. The cost and eVort of design is typically
higher in the case of high RA level products.

RA qualities were represented in architectural models
using the deWned RA proWles. These proWles are UML
extension mechanisms [26], which can be used for modeling
certain quality aspects in architectural models. The abstrac-
tion levels of QADA enabled a separation of required and
provided proWles. The required proWle corresponded to RA
requirements, i.e. what the system was required to support,
whereas the provided proWle corresponded to the imple-
mented RA. The proWles consisted of RA dimensions and
values. The dimensions, e.g. probability of failure, error
detection and redundancy, were needed for representing the
metrics and means for the RA aspects in architecture.

The RA properties were Wrst mapped to RA dimensions
attached to architectural elements, such as components and
connectors. For improved visibility, the RA properties can
be represented in architecture using notes. In Fig. 5, the RA

Fig. 4. Various DBs adapted to the product family architecture.

cd DiSeP - data storage

«sub-domain»
BasicSystemServices::

DataManagementServices

«mandatory»

DSAdapter

«alternative»

DataStorage:
OS

«alternative»

DataStorage:
COTS

«alternative»

DataStorage:
Inhouse
requirements with gray notes are the common RA require-
ments of the product family. Other RA requirements are
system speciWc, indicated by identiWcation numbers, e.g.
R1-S3 means reliability requirement #1 for system #3
(emergency applications).

Quality representation in architectural models is essen-
tial in order to evaluate quality issues at the architecture
level. The Q-Stylebase [23] is a repository of architectural
styles and patterns used as an architectural knowledge base
while designing and evaluating architecture. Styles and pat-
terns support especially evolution qualities, such as integra-
bility and extensibility. However, for execution qualities
like reliability there are only a few styles (e.g. Simplex
ABAS, Implicit invocation, Blackboard) to select from.
DiVerent approaches for representing quality aspects in
architectural models are required for execution and evolu-
tion qualities because the evaluation techniques used for
evaluating execution and evolution qualities diVer; execu-
tion qualities are evaluated by quantitative and qualitative
methods [25], and evolution qualities are measured by using
qualitative scenario-based methods [27]. Therefore, the type
of quality representation in the architectural models
depends on what kind of information is required for evalu-
ation.

5. Lessons learned

In this section, the observations made while applying the
QRF method to the laboratory experiment and an indus-
trial case of product family initiation are presented.

5.1. Eliciting quality requirements

While eliciting quality requirements for the laboratory
experiment, the literature of the similar kinds of experi-
ments and the expertise of senior researchers were used as a
starting point. Although there were many good examples
available in the research Weld, none of them really explained
how to deWne quality properties. This was the case espe-
cially with the execution qualities of reliability and avail-
ability. The most important source for deWning reliability
requirements was provided by the interviews of scientists
who had worked many years in the area of safety critical
systems. The deWnition of evolution qualities was easier
because of our own experience of software reuse and prod-
uct family engineering.

In the industrial experiment, although there were no lack
of knowledge, it was scattered very broadly within the orga-
nization and among its customers. Therefore, a great num-
ber of interviews had to be conducted, including business
managers of the organization, representatives of six cus-
tomer groups of the product family and some external par-
ties. There was also a lot of documentation available but it
mostly concerned the solution domain, not the problem
domain or its requirements. Based on the reviewed docu-
mentation, it was not clear how to deWne quality properties,
and therefore, QRs were typically improperly deWned or
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omitted in requirements speciWcations. One reason was the
lack of time; collecting quality requirements involves using
a number of sources, thus requiring a lot of time for con-
ducting interviews, reading documents, and eliciting knowl-
edge of domain experts and software developers. In the
industrial experiment, seven weeks were used for gathering
and deWning approximately 80 requirements, while further
reWnements were still required afterwards. Moreover, in the
speciWcations of existing systems, while many quality
requirements were not mentioned, they were still consid-
ered the default properties of the systems in that domain
(by domain experts). Furthermore, when a QR was deWned,
its proper meaning was often diYcult to understand with-
out domain expertise. Workshops provided a successful
means of clarifying the meaning of QRs and achieving a
common understanding among the development staV of the
product family. As a concrete result, a documentation tem-
plate for the requirements speciWcation was deWned.

In summary, quality deWnitions are more often led by
standards than by the needs of customer groups. One rea-
son for this is that product family engineering is tradition-
ally based on existing technologies and products, and not
on business requirements, which is the most recent trend in
service architecture development.
5.2. Managing variable quality requirements

In the laboratory experiment, deWning variation in evo-
lution qualities was easy in itself but establishing the varia-
tion of execution qualities required clear understanding of
the speciWcs of all family members and their impact on the
functionality of the whole family. The i¤ framework helped
in identifying and clarifying the variations and associations
between the quality requirements of a product family.
However, the representation was reduced so that only the
most important QRs were illustrated in the same graph.
The use of tables provided a tool for mapping stakeholders,
QRs, domains and priorities to each other. The laboratory
experiment included 27 QRs, of which nine were product
family QRs and the rest product speciWc QRs. Thus, it can
be justiWed that the use of the i¤ framework and tables pro-
vides appropriate tooling for managing variable quality
requirements if the number of QRs is smaller than 30.

In the industrial experiment, the use of the i¤ framework
turned out not to be an appropriate method because of the
great number of functional and quality requirements,
which were handled in a similar way. Therefore, the cluster-
ing technique was used. First, the customer groups and
quality attributes were used as basis of the categorization.
Fig. 5. Concrete structural view of the DiSeP with RA properties.
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Finally, these categories were reWned into one category,
which was common to all family members, and three other
categories, which included speciWc QRs of these particular
domains. Tables and a QR template were used as tools for
managing variable QRs. However, variability management
would be easier and less time consuming with suitable tool
support. Therefore, it can be concluded that the manage-
ment of variable QRs can be handled without speciWc tools
while initiating a product family, but tooling is essential for
illustrating QRs and their relationships and also for the
evolution of the product family.

5.3. Transforming quality requirements to architecture

The use of hierarchical domain analysis worked well in
both cases and the mapping of QRs was a straightforward
activity when deWning responsibilities (functional and qual-
ity) in an iterative way. Textual representation was pre-
ferred because graphs would have been too laborious due
to the iterative nature of the work. Identifying the architec-
tural drivers (i.e. quality drivers) of the product family
helped in designing and evaluating the family architecture
by keeping the focus on the issues of most importance. The
architectural drivers also deWned the most important quali-
ties of the common parts of the software family. Focusing
on the quality drivers was found to provide a remarkable
return on investment because the common parts were used
in each family member. Thus, addressing the quality of
commonalities is likely to improve the quality of the prod-
uct family.

5.4. Representing qualities in models

Documented styles and patterns provide support for
achieving a high standard in evolution qualities. However,
this kind of support is totally missing for execution quali-
ties. Only one architectural pattern was especially targeted
at reliability, and a couple of design patterns were recom-
mended to be used in improving reliability. No support was
oVered by the modeling languages or tooling for represent-
ing execution qualities or their variation in architectural
models. Therefore, we developed a stylebase as an extension
of a commercial tool [23] and applied it to Wnd appropriate
design patterns for modeling integrability elements for
architectural designs. For modeling RA requirements,
UML was extended with speciWc RA proWles. However,
these tools are still prototypes and thus not available to the
software engineering community. Therefore, we are work-
ing on providing these tools for an extended range of use by
oVering them to the open source community as add-ons to
Eclipse.

5.5. Incremental development and evolution of the QRF 
method

The QRF method was developed incrementally in three
phases. The incremental development enabled the method
to evolve and to be adapted as needed when using it in case
examples.

First, the QRF method was applied to a laboratory
experiment. The main result of this phase was the deWnition
of the evolution and execution qualities for the DiSeP fam-
ily. One of the main observations in the method develop-
ment at this point was the need to deWne the IE and RA
qualities in diVerent ways. The prioritization of quality
requirements and variability deWnition was another main
goal of this phase.

Second, the method was applied to an industrial product
family. In this phase, the method development concentrated
on the deWnition of stakeholders, the trade-oV analysis and
the service taxonomy of that family. The main contribution
of the phase was the selection of the architectural drivers.
At this point, the other quality attributes were also taken
into account, as well as the real variants.

Finally, the method was reWned and reapplied to the
DiSeP family. The purpose was to discover a common way
to deWne quality requirements and to transform them to
architectural design. The objective was to deWne architec-
ture in a way that would allow the evaluation of qualities to
be performed directly from the architectural models. There-
fore, speciWc tools, i.e. RA proWles and the Q-Stylebase,
were developed to help in representing qualities in architec-
tural models and evaluating them at the architecture level.

Our most recent work focuses on two new topics; how
quality variability should be considered in open source
based software development and how quality variation
should be modeled in order to manage quality variation at
run-time.

6. Concluding remarks

Although there have been several attempts to Wll the gap
from requirements engineering to architecture modeling,
there is no systematic approach available for deWning and
transforming quality requirements, including variable
requirements, to the models of a product family architecture.
The QRF method introduced in this paper is a systematic
method designed for deWning quality requirements, mapping
the requirements to architectural models and for enabling
quality evaluation at the early phase of product family devel-
opment. The method deWnes steps and techniques for elicit-
ing quality requirements, deWning qualities in a meaningful
way, and transforming and modeling quality properties in
family architecture in such a way that allows the architecture
to be evaluated against the quality goals derived from busi-
ness drivers. The impact analysis deWnes the interested stake-
holders and the quality goals concerning the quality of the
family, whereas the quality analysis separates the quality
concerns related to business, constraints and functionality.
The variability analysis identiWes the variability in qualities,
while the hierarchical domain analysis brings together the
required information for modeling and evaluating the archi-
tecture. Finally, in quality representation, the quality require-
ments are represented in architectural models.
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The QRF method is suitable especially for product fami-
lies where quality is a key issue. This is due to the broader
impact of the existence or non-existence of speciWc quality
attributes on all family members, and also to the level of
management of variable qualities required for the diversity
of market segments. The method has proven to work well
in cases with relatively few QRs, while large product fami-
lies will require additional convenient tools for recording,
visualizing and managing quality requirements. Further
research is also required especially for quality modeling and
tooling, including

• standardized proWles for representing all execution qual-
ities in UML models,

• extensible modeling platforms that can be conWgured
according to the architects’ preferences and the qualities
of the highest importance, and

• automated tool support for evaluating QRs from
models.

First of all, code generation from models shall be prop-
erly supported; a correct model should be able to transform
to correct code, which still remains to be realized in prac-
tice.

A new research item related to service engineering was
also identiWed in the course of the study: the need to be able
to manage quality variability not only at development time
but also at run-time. Finally, to be accepted by the service
engineering community, the QRF method will require a
uniform, formal and automated way of deWning and man-
aging quality variability.
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Abstract A digital service ecosystem enables value cre-
ation and the co-development of services in a value network
under a common ecosystem regulation. The ecosystemmem-
bers are able to focus on their core competences and can
strengthen their forces by co-operating; yet remaining able
to act independently.However, due to regulated environment,
the ecosystem elements—i.e. ecosystem members, capabil-
ities, infrastructure and the existing ecosystem assets—have
an influence on digital service engineering, especially in the
service requirements engineering phase. The main contribu-
tion of this paper is to describe how to specify the require-
ments of digital services in a digital service ecosystem. To
this aim, this paper introduces the basic definitions and ele-
ments of the digital service ecosystem, and a scenario-based
service requirement engineering (RE) method for the digi-
tal service ecosystem. A practical example is given to illus-
trate the use of the RE method. The collected feedback from
the RE method users highlights the user experiences on the
advantages and limitations of the proposed method.
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1 Introduction

Recently, digital service providers have been strengthening
their forces by co-operating, creating value networks flexi-
bly and dynamically to provide services under the concept
of a digital service ecosystem. A digital service ecosystem
is a new kind of self-organised environment that addresses
openness and dynamicity, enabling collaborative innovation
and co-creation among ecosystemmembers.Adigital service
can be anything that is delivered digitally, is entirely auto-
mated and which is controlled by the customer of the service
[1]. Service development in a digital service ecosystem sets
new kinds of features for the service engineering process, but
also new challenges. RE in a digital service ecosystem is not
yet a standardised process, and only few studies exist. Like
in service-oriented systems, service ecosystems include RE
challenges, such as requirements change and evolution, qual-
ity requirements gathering and assessment, and uncertain-
ties caused by the dynamic nature and unknown deployment
environment, composition and users [2–7]. Moreover, digital
service ecosystems provide new challenges in co-evolution
among ecosystem members and in customer participation.
Therefore, the models are required to propagate value in ser-
vice value network, contextualise requirements, map them to
sub-systems and communicate them to stakeholders [8,9].

The members of digital service ecosystem aim at the co-
innovation and co-creation of new digital services within
the dynamic value networks, while the utilisation of exist-
ing assets of the ecosystem assists in achieving the busi-
ness goals. However, the current service engineering (SE)
approaches do not define what the ecosystem elements are
and how to go further from service innovation to service
requirements specification. The SE approaches that utilise
the existing assets, such as knowledge, do not consider the
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ecosystem context. Thus, digital service ecosystems require
a new kind of RE method that:

• Defines the ecosystem elements that are involved in ser-
vice RE and defines the phases, activities and techniques
to be used in each RE phase,

• Enables to define the role of each ecosystem member in
the service RE process, supports the members’ partic-
ipation in all RE phases and provides the practices for
co-innovation and co-creation,

• Helps in identifying the role of an ecosystem member in
eachvalue networkdependingon the context, and enables
the value co-creation via digital service engineering in
accordance of the roles and efforts,

• Assists in innovating new digital services by exploiting
the existing resources (i.e. knowledge, assets and ser-
vices) andmaximising their use in different contexts, and

• Makes it easy to develop digital services that are inter-
operable, available and easily consumed by taking into
account the specific capabilities of the ecosystem.

As a result of our work, this paper provides a service
RE method for digital service ecosystems. The service RE
method provides the following contributions:

• DefinitionsThedigital service ecosystem is definedbased
on a thorough state-of-the-art analysis related to dif-
ferent kinds of ecosystems: business, service and soft-
ware. Accurate definitions are required in order to get a
mutual understanding of what digital service ecosystems
embody.

• Elements The elements of the digital service ecosystem
that influence the service RE have been defined. Defi-
nition of the elements that are present in the dynamic
structure and behaviour of the digital service ecosystem
makes it easier to communicate, negotiate and understand
the big picture of a digital service ecosystem and its way
of influencing service engineering.

• Service innovation The method enables the ecosystem
members to innovate digital services by defining the sce-
narios and use cases that describe business goals and
the usage of new digital services. Service innovation is
supported by the existing ecosystem assets, such as the
domain model, and the templates for requirements elici-
tation and identification, and for communication, knowl-
edge sharing, negotiation and decision-making.

• Business analysis The method enables a multi-analysis
approach that helps in making design decisions based
on accurate justifications. The analysis provides insights
into the business potential of new digital services by
exploring market trends, customer needs and existing
business know-how, also combining the impact analysis

with the results of the analyses of risks, implementation
technology and its complexity.

• Requirement analysis, negotiation and specification The
method provides a repetitive activity-loop of service
requirements analysis, negotiation and specification,
where service ecosystem members are actively collabo-
rating in defining a coherent and complete set of service
requirements specifications. These specifications are pro-
vided as an output of the service RE method to the next
phase of the service engineering—service architecture
modelling.

This paper is organised in the following way: Sects. 2 and
3 provide a definition of the digital service ecosystem and
the service engineering model as part of it. Section 3 also
introduces the service requirements engineering method and
practices in the context of a digital service ecosystem.Aprac-
tical example that guides the use of the service RE method is
provided in Sect. 4. Thereafter, in Sect. 5 the lessons learnt
are provided, which helps users in adopting the service RE
method by illustrating its strengths and shortcomings based
on empirical evidences. In addition, Sect. 5 describes our
ongoing research on applying the RE method, and future
research directions. Section 6 summarises the main research
results and closes the paper.

2 State-of-the-art

2.1 Business ecosystem, digital service ecosystem
and software ecosystem: definitions

There are three different types of ecosystem definitions that
are related to each other: the business ecosystem, the digital
service ecosystem and the software ecosystem. The differ-
ence between these three is illustrated in Fig. 1. The digital
service ecosystem can be positioned between the business
and software ecosystem, taking characteristics from both
sides and filling the gap between the two. Currently, as far
as we know, there exists no research about digital service
ecosystems. The business ecosystems [10–12] and software
ecosystems [13–15] have been interested researchers exten-
sively. Recently, also research has been carried out on ser-
vice ecosystems [8,16,17]. Service ecosystems are closely
related to research in the area of ‘service value networks’
and the ‘Internet of services’ [16]. Service value networks
provide business value through the agile and market-based
composition of complex services from a pool of comple-
mentary service modules by the use of ubiquitously acces-
sible information technology [18]. The concept ‘Internet of
services’ considers the Internet as a global platform for the
retrieval, combination and utilisation of interoperable ser-
vices [19]. Thus, especially in the case of web services, the
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service ecosystem has gained a lot of attention in research
[16,20,21].

The business ecosystem is a dynamic structure of organ-
isations that work together in a specific core business [12],
creating value in a network of actors. The ecosystem’s actors
affect, and are affected by, the creation and delivery of each
other’s offerings. Thus, the business ecosystem is composed
of inter-member flows of material, energy, knowledge and
money [11]. The ecosystem may emerge spontaneously due
to a common interest or demand, or as a result of long-term
strategic planning. The members share the common ecosys-
tem regulation but are able to act independently, and join
and leave the ecosystem freely, since there is no dependency
between ecosystem members.

A service ecosystem is a socio-technical complex system
that enables service providers to reach shared goals and gain
added value by utilising the services of other members in
the ecosystem [17,22]. Digital service ecosystem is a part of
a service ecosystem, but only covers the digital part, leav-
ing out the purely social part. Digital service ecosystem can
be characterised according to [1], being an open, loosely
coupled, domain-clustered, demand-driven, self-organising
agents’ environment, in which each species (human, eco-
nomic species and digital species, i.e. computer, software
and application) is proactive and responsive for its own ben-
efit or profit. The product of a digital service ecosystem is a
digital service that is entirely automated and that can be any-
thing that can be delivered through an information infrastruc-
ture, e.g. web, mobile devices or any other forms of deliv-
ery. For example, the digital service ecosystem can provide
the devices and applications as services used by a medical
team, but not the whole treatment process (including doc-
tors, nurses, etc.) is provided as a service. Similarly, as in
a business ecosystem, partner networks are created inside a
digital service ecosystem, but there also exist other dependen-
cies between the ecosystem members than business depen-
dences. Themembers share the service taxonomy and service
descriptions that can be categorised, for example, by domain,

purpose or technology. The focus is on dynamic, behaviour
and conceptual interoperability and interactions between ser-
vices, and between humans and services.

A software ecosystem has some common elements with
digital service ecosystems, such as self-regulation, net-
worked character and shared value [14,15]. However, the
definition of a software ecosystem suggests that in general
there will be some technology underpinning the ecosystem
[13–15], whereas in a digital service ecosystem the members
are not bound to a shared development platform or technol-
ogy. Business and digital service ecosystems can be created
dynamically, whereas in software ecosystems, a common
platform is required to be developed first. A software ecosys-
tem can be a part of a digital service ecosystem, but in that
case the softwaremust be provided as a service to the ecosys-
tem. In a software ecosystem the focus is on technical, syn-
tactic and semantic interoperability and interactions between
systems and humans, and there is an increased dependency
between ecosystem members.

2.2 Challenges of ecosystem-based service requirements
engineering

The importance of service innovation has become the key
issue due to dynamicity in customer demand, faster time-
to-market, increased competition and the possibilities of
co-creation in value networks. Open innovation breaks the
boundaries around a company in the innovation phase; the
companies can create ideas by themselves and use external
ideas or co-create ideas with other companies or the actors of
other communities.Due to these characteristics, open innova-
tion is well-suitable for ecosystems. Service innovation can
have two forms; outside-in and inside-out [23]. Outside-in
innovation is required in cross-domain service engineering
and in open data ecosystems that freely exploit the available
data. Inside-out innovation focuses on opening internal data,
not useful as such for its provider, for other actors’ use or for
sharing service ideas that an inventor is unable to develop by
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himself/herself. In the outside-in process, the external knowl-
edge and innovation components are used in service develop-
ment, whereas in the inside-out process, the company allows
external parties to use its knowledge and innovation compo-
nents in the service development. In an ecosystem, the value
is co-created in a value network, which can be formed as
a result of long-term co-operation, or dynamically among
members to reach the solution. Several value networks co-
exist inside the ecosystem. Value networks can be formed
already during the service innovation phase, when each actor
has his/her own interest in the service.

As the digital service ecosystem enables members to
utilise the methods and technologies that best suit their own
needs, two main elements are required to be defined and pro-
vided by the ecosystem to engineer services in an ecosystem:

• The ecosystem infrastructure is required tomake services
interoperable, available, and easily consumed and thus
manage all service ecosystem operations [22,24,25].

• The knowledge repositories are required for storage of the
collaboration models, service descriptions and ontolo-
gies of service types to support interoperability validation
[25–28].

The intent of the knowledgemanagementmodel is to guaran-
tee the effectiveness of the service ecosystem by maximising
semantic interoperability and alignment among ecosystem
members, services and technologies. The knowledge base,
including business know-how, assets, architectural knowl-
edge and tooling, is required and exploited in each service
engineering phase.

In summary, four main challenges for ecosystem-based
service RE can be identified:

• Service co-innovation: The open innovation between
ecosystem members to identify ideas for a service must
be enabled.

• Service value co-creation: The co-creation of value in the
value network must be enabled by utilising the ecosys-
tem’s rules, methods and practises for service engineer-
ing.

• Enabling infrastructure: The infrastructure with the sup-
port for service collaboration and co-operation of ecosys-
tem members must be provided.

• Utilisation of ecosystem’s assets: The existing ecosystem
assets must be able to be utilised.

2.3 The service requirements engineering methods
for ecosystems

Several surveys and reviews of the RE frameworks, approa-
ches and methods have been concluded recently, such as

[29–33]. In [32], Service-Oriented RE and the Scenario-
Based RE are defined as emerging trends in RE. Despite the
research results made in the context of service-oriented mod-
els and techniques, there is still a need for new techniques
and approaches for RE activities [2,4].

2.3.1 Service co-innovation

Service innovation is already taken into account in the recent
research on service ecosystems. In [34], a common underly-
ing architecture is used to connect different pieces of innova-
tion components, and it also considers the value proposition
for different participating partners. An open government data
portal in [35] is also used as an open innovation platform to
attract businesses and citizens to create e-services. An inno-
vation framework introduced in [36] supports the develop-
ment of new services through integrating customers, suppli-
ers, complementors and competitors. A conceptual frame-
work for web-service ecosystems proposed in [16] empha-
sises a central platform from which the companies try to
extract ideas for service innovation and use these ideas to
create new, or improve existing, services. The structure of
the value chain affects innovation, requirements engineering
performance and software success, such as described in [37].
A method introduced in [38] emphasises socio-technical
aspects such as context, environment, and teammanagement
in service innovation. In [39], two types of requirement engi-
neering methods are suggested to emerge for IT services: RE
for service consumers and RE for service providers. Con-
sumers will focus on identifying the tasks that need support,
whereas providerswill focus on achieving economies of scale
such as offering a new service for multiple customers, or
applying a specialised skill to a common problem. In several
approaches, such as [29,40–43], the identification of busi-
ness goals and the business processes that support those goals
are used as a starting point for the RE of services. Several
approaches for the requirements engineering of service users
are also suggested, such as [44–46]. Both these viewpoints
are required in ecosystem, since the usage goals of consumers
and the business goals of service providers must be fulfilled
by the services. The fact is that the current approaches and
methods lack of tool support, they do not cover all the phases
of RE, or they concentrate only presenting only a technique
applicable in a certain RE phase [33].

2.3.2 Value co-creation

Although the significance of open innovation has been
detected in the context of the ecosystem, there is not
much research in the literature on how to go further from
ecosystem-based service innovation to service co-creation
inside an ecosystem. However, some approaches exist that
deal closely with the subject. The Inter-enterprise Service
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Engineering Framework [47] supports three phases of e-
service development in business ecosystems: requirements
analysis, service design and service implementation, assign-
ing them to strategic, conceptual, logical and technical
abstraction layers. Service requirements are identified in the
strategic perspective in the form of a business model. How-
ever, the service ideas are innovated, identified and evaluated
and their business potential is analysed prior to the develop-
ment of the strategic perspective, but the approach does not
define how this is done. In [48], anREapproach is introduced,
which uses guided questionnaires to elicit the requirements
coming from the current business situation, and a workshop
to define the basic requirements for eachManufacturing Ser-
vice Ecosystem scenario. The approach enables the relevant
ecosystem actors to participate in scenario identification and
requirement elicitation, but it does not define the content of
RE phases and the impact of other ecosystem elements on
RE. In [36], there exists a mapping of information collected
in the Innovation Repository accessible to service engineer-
ing, but the approach does not describe how this information
affects to service realisation.

2.3.3 Enabling infrastructure

The interoperability models and rules enable the loosely
coupled services to collaborate. In [25], six interoperabil-
ity levels are defined for smart environments: conceptual,
behavioural, dynamic, semantic, communication and con-
nection. In [49], four inter-related metamodels are suggested
for ecosystem interoperability: domain ontology, methodol-
ogy, domain reference, and knowledge management meta-
models. In addition to service interoperability, pragmatic
interoperability [49] is achieved between ecosystem mem-
bers when their intentions, business rules and organisational
policies are compatible. To detect service interoperability,
the service must be specified in an understandable way in the
ecosystem’s service registry. Three levels of service specifi-
cations can be identified [26]. The importance of interoper-
ability models has been recognised in the context of ecosys-
tems; still there is a lack of application of these models in
practise.

2.3.4 Utilisation of ecosystem’s assets

The knowledge models are usually described using ontol-
ogy models, which are guided by knowledge management.
The knowledge- and ontology-based requirements engineer-
ing has a long history [50]. Even currently, an increasing
amount of research has been conducted to utilise ontologies
in RE [51]. Different kind of approaches have been sug-
gested, such as for generating a requirements model based
on the concepts in the service requirements modeling ontol-
ogy [52] or establishing a mapping between a requirements

specification and ontological elements [53]. A knowledge-
based development of intelligent smart spaces is introduced
in [27], which support the service innovation and co-creation,
exploiting the usage scenario description, the set of use cases
that define the specific viewpoint of the usage scenario, and
the reusable artefacts, such as ontologies, models, patterns
and rules, provided in the knowledge base. In [25,54], an
approach for developing intelligent applications/services for
smart spaces is introduced that exploits the ontology models,
interoperability models and context models for describing
self-adaptable services. The approach is multi-technology
and multi-domain oriented, but it still lacks the business
(ecosystem) viewpoint.

2.3.5 Summary

We can notice that there already exist several methods and
approaches that enable some parts of the ecosystem-based
RE for services. Several innovationmethods exist for services
that enable the open innovation among ecosystem members.
Several models have been introduced to verify interoperabil-
ity in ecosystems. Also, support is provided for knowledge-
based service engineering that would enable to utilise the
existing assets of the ecosystem. However, the interoperabil-
ity models and knowledge base service engineering have not
been present in methods for ecosystem-based service engi-
neering. Service innovation approaches either do not take
these into account. Furthermore, the innovation approaches
are separated from the further phases of service development.
The identified methods and approaches for ecosystem-based
service development are loose; they are only concentrating
their own viewpoint and not working together. Clearly there
still exists a lack of methods how to take the digital ser-
vice ecosystem elements into account in service engineering,
especially when they have a direct effect on RE of services.
The diversity of RE approaches and their use in different
contexts highlights the importance of the formal definition of
terms and the definition of uniform modelling methods and
techniques. The identified challenges for service RE [2–7]
and for service RE in ecosystem [8,9] still remains, meaning
that the service RE is not mature enough as such and not
especially for digital service ecosystems. There are multiple
actors, viewpoints and ecosystem capabilities that affect the
service RE in an ecosystem, but at this moment, there is no
RE method for digital services that take these account.

3 Scenario-based service requirements engineering
in a digital service ecosystem

Based on the presented state-of-the-art analysis, we have
defined a service engineering model for digital service
ecosystems, concentrating on the RE of services. Ser-
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Fig. 2 The elements and phases of service RE in a digital service ecosystem

vice requirements can be classified into functional, non-
functional and business requirements and constraints. Func-
tional requirements describe the behaviour of a service that
support the tasks or activities of the user. Non-functional
requirements describe the qualities of the system, which can
be defined as externally and internally observable properties
of software systems [55]. From the non-functional require-
ments viewpoint, quality is regarded as constraints exhibited
over the functionality of the service. Business requirements
assist the service provider in achieving the business goals.
Constraints are those characteristics that limit the develop-
ment and use of the service.

Figure 2 describes the service RE elements and phases in
a digital service ecosystem, which are introduced in more
detailed in Sects. 3.1 and 3.2. The last two phases in Fig.
2, modelling and validation, are our ongoing work and are
described in our upcoming paper on service architecture
design and are therefore out of the scope of this paper.

3.1 Digital service ecosystem elements

3.1.1 Ecosystem members

The members of the digital service ecosystem can be defined
to include service providers, service brokers, service con-
sumers and infrastructure providers. Service consumers use
the services and define the usage goals for the services, i.e.
tasks that need support. They may also report on problems

and failures in the service usage and provide feedback for the
service validation. Service providers are independent mem-
bers that provide digital services to be used by other ecosys-
tem members or consumers. Service brokers promote the
services, enable service delivery and match the demand with
the best available services. Infrastructure providers provide
services that implement the purpose and capabilities of the
ecosystem, such as establishing, modifying, monitoring and
terminating collaborations, and operations for joining and
leaving collaborations. The ecosystem can also include other
infrastructure provider roles, such as service market-place
providers, tool providers, cloud service providers and inter-
face providers [56]. The ecosystemprovider is usually the key
organisation, which establishes andmaintains the ecosystem,
controlling its function, members and services.

3.1.2 Ecosystem capabilities

The ecosystem capabilities describe the capabilitymodel that
defines the properties of the ecosystem, and how these are
implemented using the ecosystemservices that the ecosystem
infrastructure provides. The capabilities define the purpose of
the ecosystem, its ability to perform actions and the rules of
how to operate in the ecosystem. The capabilities define the
governance activities and regulation processes for the ecosys-
tem for directing, monitoring and managing the ecosystem.
These include, for example, how a trusted collaboration can
be established between members, what the interaction rules
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are, how to join and leave the ecosystem, and how to describe
and deliver services. In addition, the ecosystem capabilities
define how the knowledge is managed.

3.1.3 Ecosystem infrastructure

Infrastructure implements ecosystem capabilities, support-
ing the utilisation of core competencies and core assets, flex-
ible business networking, and efficient business decision-
making. The infrastructure also includes the taxonomy and
shared descriptions of services (categorised by domain, pur-
pose and technology etc.). The infrastructure provides the
following models and assets that assist in the RE:

• The domain model describes the concepts of the domain
and the relationships between those concepts. Thedomain
model can be used for configuring and adapting service
artefacts for use in other domains. Thus, it supports evo-
lution of the service ecosystem.

• Knowledgemanagementmodel enables reuse of the exist-
ing knowledge on the business, and design practices and
existing assets in the development of new service, max-
imising semantic interoperability and alignment among
ecosystem members, services and technologies. For
example, quality ontologies define the concepts, rela-
tions, rules and their instances, which comprise the rele-
vant knowledge of a topic and assists in reaching quality
requirements, and quality-driven design methods enable
to achieve the quality requirements in the architecture.

• The service engineering model describes and guides how
the services are being engineered in service ecosystem,
assisting in innovating, analysing, modelling and docu-
menting requirements. The scenario-based RE technique
is chosen, because it enables to describe both of the view-
points of RE: business and usage. The main activities are
supported by the two templates: The Use Case Descrip-
tion template is used for service innovation and The Use
Case Analysis template assists in identifying, analysing
and specifying the requirements.

• Ecosystem support services are responsible for provid-
ing tool support for the activities of the service engineer-
ing, e.g. for using quality ontologies in all development
phases (design, implementation, and testing). In addition,
support services assist its members in value creation, for
example, by contract making, finding partners, services,
and/or markets, and analysing business models [56]. The
infrastructure should also provide collaboration support
services for ecosystemmembers, e.g. for communication
and document sharing. The ecosystem should be aware of
the quality of the services in the ecosystem’s service reg-
istry; therefore, the ecosystem should also include sup-
port services for run-time quality monitoring and analy-

sis of services [25,30]. Furthermore, the service registry
should provide feedbackmechanisms for users to provide
feedback about the service, thus supporting requirements
change and evolution.

3.1.4 Digital services

In a digital service ecosystem, digital services are providedby
independent ecosystem members, where they provide addi-
tional value for both service consumers and other service
providers. Service providers do not necessarily provide a
complete service for consumers but can just provide part of a
composite service [57]. Service level agreements (SLAs) are
negotiated between the atomic service providers and the com-
posite service provider, describing the agreed-upon terms
with respect to quality of service and other related concerns.
The results of theREprocess, i.e. service requirements, either
result in new digital services, or they are mapped to existing
digital services. The requirements can also be identified as
new ecosystem support services, or they can cause changes
to the existing ones.

3.2 Service RE phases

Service RE in a digital service ecosystem is an iterative
process consisting of three phases. These are described in the
following sub-sections. Before the RE can begin, the follow-
ing activities need to be performed inside the digital service
ecosystem:

• Identifying the value networks: The actors that have their
interest in the service are identified and their contribu-
tions in the value network are defined.

• Identifying roles in RE: The roles and responsibilities
in service co-innovation and co-creation are defined for
each member considering all activities in RE.

3.2.1 Service innovation

The service innovation phase starts the service RE in digi-
tal service ecosystem. The main purpose is to identify the
ideas for new services, scope and analyse them and trans-
form them into service requirements. The innovation can be
divided into two sub-phases: requirements elicitation and the
requirements identification of services.

Requirements elicitation

Purpose: Requirements elicitation is a practice of obtaining
the requirements from all stakeholders. The requirement elic-
itationmethod defineswhat, howand fromwhom the require-
ments should be elicited, and guides the elicitation process.
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Activities: The elicitation process can be divided into the
following steps:

(i) Identifying responsibilities: The members responsible
for the activities of the elicitation process, such as coor-
dination, requirements collecting and management, are
identified.

(ii) Identifying ecosystem assets: The domain model(s) of
the service ecosystem assist(s) in understanding the rel-
evant domain concepts that affect the service RE. The
knowledge management model provides knowledge,
know-how and assets, whereas the capability model
describes the ecosystem support services, tools and
guidance for RE.

(iii) Identifying requirements sources: service provider iden-
tifies requirements from the business goals: service con-
sumers provide ideas, requirements or feedback for
services, service broker helps in service delivery and
mediates between service providers and consumers;
and ecosystem infrastructure defines domain ontolo-
gies, knowledge management models, etc.

(iv) Analysing stakeholders: This analysis extends the stake-
holders from business, user, technical and management
points of view. The analyst shall have a clear vision and
understanding of what kinds of stakeholders are to be
covered and what are to be scoped out.

(v) Introducing the approach and tools: The approach
used for a service RE is a scenario and use case
description-based elicitation approach. Business sce-
narios are described by the service provider thatwants to
create value and achieve economic returns with the help
of the service. The scenarios are refined into use cases
that describe the user’s point of view. Several UML-
compliant tools enable the definition of use case dia-
grams.

(vi) Eliciting the requirements: The Use Case Description
Template is a Microsoft Word document template that
assists in identifying and documenting the motivation
of the use case, and inspecting and documenting the
use case from the following viewpoints: contextual,
functional, non-functional, business and constraints and
threats.

Practice: The domainmodel(s) describes the relevant domain
concepts that should be considered in the RE. The knowledge
management model provides ontologies, methods, tools,
templates and guidelines for requirement elicitation. TheUse
Case Description Template ensures that all the use cases are
described adequately, consistently and with the same accu-
racy. The use of the template is to make it easier to transform
from use cases to identifying services and their relationships.
Functional properties can be identified from the use case flow,
which is a detailed description of the user actions and sys-
tem responses during the execution of the use case. All the

elements of the use case, i.e. actors, the use case function,
actor-use case relations and the use case environment, should
also be considered from the non-functional viewpoint, which
describes the quality properties of the use case. For example,
reliability properties describe the issues affecting the failure
free operation of the use case (how the fault prevention, tol-
erance, removal and recovery from failures are considered in
the use case), and availability properties describe the issues
ensuring that the use case function is ready for use when
required. The Use Case Description Template includes the
classification of quality properties and their detailed descrip-
tion to assists users to consider each quality property.

Outcome: The outcome of the phase consists of the follow-
ing for each use case:General information: the identification,
introduction and rationale of the use case,Contextual settings:
A description of the context of the use case, including actors,
a vision of the infrastructure, the physical resources and
required artefacts, Functional and non-functional descrip-
tion: the description of the main functions and the quality
properties of the use case, Business properties: a descrip-
tion of business properties or the use case, such as cus-
tomer segments, value proposition, customer relationships,
etc., Constraints: a description of the constraints associated
with the elements of the use case, andThreats and exceptions:
a description of the threats for the use case, responds to those
threats, and description of anticipated exceptions and error
conditions.

Service requirements identification

Purpose: The purpose of the requirement identification phase
is to identify, classify, merge and prioritise service require-
ments using the use cases defined in the previous phase as
input.

Activities: Each member identifies one or more functionali-
ties for the use case, and identifies and maps the functional
requirements to each functionality.

Practice: The Use Case Analysis template assists ecosys-
tem members in this activity, using as input the informa-
tion gathered in the previous phase. The template enables to
analyse the use cases from business and user points of view
and to identify and describe functional and non-functional
requirements and constraints. The template also assists and
guides in making an initial mapping between the identified
requirements and the existing digital services and potential
new required ones. Figure 3 describes the mapping with the
Microsoft Word smart-art tree diagram provided in the tem-
plate. The owner of the use case plays a key role in mapping
the identified requirements to the support services provided
by the use case partners involved in this particular use case.
Each functional requirement results in one or more ‘sup-
port services’ that implement the requirement. The support
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Fig. 3 Service requirements
identification and mapping
requirements to services

Actor that provides 
the service

Use Case Owner

service is a new or existing that provides the functionality
and quality that is required to implement the use case. If the
requirements cannot be mapped to already existing services,
totally new services are identified here, which are responsi-
ble for implementing the requirements. When candidate ser-
vices have been identified, non-functional requirements can
be mapped to them. This especially concerns the execution
qualities, such as performance, availability, reliability and
security, but evolution qualities (such as reusability, modi-
fiability and maintainability) are focused on later on in the
service modelling phase, where the architectural knowledge
guides the design work.

Outcome: The outcome of this phase includes a detailed
description of supporting services identified in use case
analysis, including functional requirements, non-functional
requirements, data resources, constraints and their mappings
to the identified support services.

3.2.2 Business analysis

Purpose: The goal of this phase is to identify which use cases
have the most business potential in the ecosystem, i.e. the
business analysis helps to define what requirements to imple-
ment, and how.

Activities: The identified use cases are collected together in
the ecosystemand themembers responsible perform the busi-
ness analysis. Therefore, each use case is analysed by several
analysts according to the following criteria (defined in the
knowledge management model of the ecosystem) [27]:

1. Maximum business impact (rated: 1–10)

• Added value: The usefulness to customer is higher
than adoption effort and costs;

• Partners interest: The business opportunities for
ecosystem members;

• Market penetration: The time period the solution can
be brought to the market.

2. Fast and low-risk realisation (rated: 1–10)

• Availability of technology: compatible with and
builds on popular legacy technologies and assets;

• Implementation complexity: nature and amount of
R&D effort is known and feasible.

The given numbers can be weighted to be appropriate for
the case. After the business potential analysis, the most rel-
evant use cases from the business viewpoint are identified,
and the initialmapping of the identified requirements of these
use cases to the responsible services (according to Fig. 3) are
verified.At this point, the actors that provide the required sup-
port services (see Fig. 3) are identified. Some of the require-
ments can be implemented by already existing services,
when contracts are being made with other service providers,
whereas some of the requirements result in identifying new
services.

Practice: The knowledge base of the digital service ecosys-
tem contains business knowledge, architectural knowledge,
assets and supporting knowledge management tools [27].
Business knowledge also provides information about the ear-
lier ideas that have been evaluated but not realised. The rea-
sons behind the earlier decision are valuable in making fea-
sibility checks while further defining the usage scenario and
use cases in hand. The knowledge base also includes docu-
mentation about existing assets that resolve their availability,
suitability and quality for the service development in hand.
The architectural knowledge is used to estimate what arte-
facts can be used as such, or modified, what is the quality of
the artefacts and whether the quality is satisfactory.

Outcome: The outcome of this phase is a set of use cases,
the related requirements and the analysis results on business
impact and risks related to the use cases.

3.2.3 Requirements analysis, negotiation and specification

The last phase of the service RE includes three sub-phases
that are highly interrelated and iterative by nature. The main
purpose of the phase is to provide a complete requirement
specification of the needed services that is used as input in
service architecture modelling.

Service requirements analysis

Purpose: The goal of requirement analysis is to determine
the consistency and completeness of requirements, and also
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the priority of requirements. The purpose is to analyse the
capabilities and constraints of the existing services, different
potential technologies for service creation and the contribu-
tion of the service to the different business cases defined in
the earlier phase.

Activities: The starting point of this phase is the existing ser-
vice architecture and/or description of services, or a sketch
of new service architecture. The candidate services for the
use case identified during service requirement identification
and business analysis are listed and checked with partners.
The similar services are merged and those with no business
potential are rejected. The taxonomy and shared descriptions
of services provided by ecosystem infrastructure enables to
categorise services by technology, domain and purpose. The
classification according to taxonomy assists in getting bet-
ter understanding about requirements. For each service, the
requirements are analysed, and combined if necessary. As
a result, two different services might be required for dif-
ferent users. Thus, a variability analysis is made from four
viewpoints: the service provider, the service user, the usage
context and the implementation technology. The trade-off
analysis is performed for conflicting requirements according
to their importance and the results of the business analy-
sis. Also, quality requirements are prioritised based on their
importance to stakeholders and as a result of the trade-off
analysis.

Practice: The knowledge base includes rules for trade-off
analysis, e.g. the rules for ranking quality attributes. Each
quality attribute is a representation of a single aspect or con-
struct of a quality. The Use Case Analysis template enables
the detection of the requirements mapped to each service,
and the importance for each requirement.

Outcome: The updated architecture/vision of the services,
and the analysed andprioritised quality requirements for each
service.

Service requirements negotiation

Purpose: The purpose of requirement negotiation is to com-
municate the service requirements to the business and techni-
cal stakeholders involved in service development and agree
the service requirement specification with the ecosystem
members. This means active collaboration among the mem-
bers of the digital service ecosystemby exploiting the ecosys-
tem infrastructure.

Activities: The starting point of this phase is the analysed ser-
vice requirements description that gives the first proposal of
the balanced service requirements. E-mail and collaboration
support services (e.g. document share points, co-design tools,
video conferences and telecommunications) can be used for
communication and negotiation between ecosystem mem-
bers. Voting is rarely needed for design decisions, but it is

also possible to be organised by using the digital ecosystem
support services. Typically, several negotiations are carried
out with different focal points: e.g. big picture, domain vari-
ations and business and implementation constraints. That is
why several rounds of the analysis-negotiation-specification
loop are required.

Practice: The domain model assists in getting common
understanding. The knowledge model assists in sharing
evolving knowledge and specifications. The knowledge base
includes guidelines on how the service negotiation is to be
carried out and how the design decisions are to be docu-
mented and recorded for future needs. Due to service evolu-
tion, special attention is to be paid to documenting the agreed
design decisions, the proposals that have been discarded and
the reasons behind the decisions. The ecosystem support ser-
vices (automated or practical guides) assisting in negotiation
among the ecosystemmembers. The Use Case Analysis tem-
plate can be used to document the design decisions but tools
that provide automation support are preferred.

Outcome: Negotiated service requirements and a list of
agreed and rejected service requirements and thedesign ratio-
nale behind the decisions.

Service requirements specification

Purpose: The purpose of this sub-phase is to describe the ser-
vice requirements specification by using textual and graph-
ical notations that make requirements specifications com-
plete, understandable and useful for all ecosystem members.
The requirements specification is a complete description of
the behaviour of the services to be developed.

Activities: Several rotations are required to illustrate domain
requirements, business requirements and technical require-
ments for services. The first round ends with an initial ser-
vice taxonomy that defines what kind of digital services are
needed and clusters them to the groups of services based
on their usage or/and technical relations. The last round ends
with service specifications that provide a big picture as a set of
master use cases that describe the behavioural service archi-
tecture. A master use case is made by integrating the related
use cases defined by different business actors (see Fig. 3,
use case owner). The master use cases give a mutual under-
standing of the service architecture and how it is used for
realising the different use cases by diverse actors. Thus, the
service requirements specification includes the activities that
transform informal service specifications into semi-formal
descriptions to be used as a starting point in the service archi-
tecture modelling phase.

Practice: The Use Case Analysis Template assists in describ-
ing the requirements in a consistent, accurate way. The
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Table 1 Preliminary set of
digital services in the ICARE
ecosystem

Acronym Description

PRM The Processing Resource Manager is in charge of content ingest and cloud resources
management (e.g. load balancing)

BWM The BandWidth Manager regulates the networks according to traffic overload and user requests

SCM The Security Content Manager controls the networks to get a good QoS and guarantees that
content is delivered at the right place at the right time

CDM The Content Database Manager can be used for publishing and retrieving content. It knows
content properties in the cloud infrastructure and can retrieve them for play-out delivery

MAM The Media Asset Manager (MAM) and its compounds (i) handle the descriptive metadata that
are delivered along with the Media assets, (ii) manage the work orders for traffic managers
and video engineers, and (iii) manage the deep archive, the transcoding and the delivery

description of the service taxonomy and services is guided
by the knowledge management model.

Outcome: A service taxonomy and a set of master use cases
that describe how the digital services—to be developed and
existing ones—interact and cooperate with each other in
order to provide the required end-to-end digital services. The
updated architecture/vision of the digital services, and the
analysed, prioritised and agreed requirements for each ser-
vice.

Since the service engineeringmodel is iterative (described
as double-headed arrow in Fig. 2), it takes into account
the requirements evolution caused by new requirements,
feedback achieved from the use of the service, and change
requests in current requirements. The identified new or
changed requirements proceed from the service innovation to
the service identification,where the requirements aremapped
to the existing digital services and potential new ones. The
requirements go normally through the business analysis and
requirements analysis, negotiation and specification. It is the
responsibility of the modelling phase (out of scope of this
paper) to decide how to implement the new and changed
requirements.

4 Example of using the digital service RE method

So far, the RE method has been in use in two different
cases. This section describes the first usage of the service
RE method, when it was applied to specifying the dig-
ital services and related support services for an interac-
tive multi-screen TV services ecosystem in the Innovative
Cloud Architecture for Real Entertainment (ITEA2-ICARE)
project.1 This digital service ecosystem includes 25 service
ecosystemmembers fromEurope providing and using digital
cloud-based services related to the operation of end-to-end
interactive multi-screen TV services. The ecosystem mem-
ber roles include, for example, multi-modal content service

1 https://itea3.org/project/icare.html.

providers, communication infrastructure service providers,
cloud platform service providers and consumer cloud service
providers. The ecosystem services include content process-
ing, multi-channel user interaction and content access man-
agement services, which are all needed as part of operation
in the final end-to-end TV service provided to end users.

The goal for applying the RE method was to collect and
analyse requirements from the ecosystem members towards
a shared service-oriented platform enabling the provision-
ing, integration and use of services amongst the members
of the ecosystem. An additional aim was to support ecosys-
temmembers in specifying their digital service offerings and
needs via describing use cases with business model analy-
sis within the digital service ecosystem from the viewpoint
of an individual ecosystem member. In the early phase of
the ICARE project preparation, the domain model of cloud-
basedmulti-media serviceswas sketched and analysed by the
collaboration partners. As a result, a preliminary set of digital
services for the ICARE ecosystem was proposed (Table 1).
These service descriptions are abstract and intended to give a
mutual understanding the purpose and ability of the ICARE
ecosystem. These services are covered by the existing ser-
vices and new services provided by the ecosystem members.

4.1 Service innovation

4.1.1 Requirement elicitation

The Use Case Description Template in the form ofMicrosoft
Word-file was used for collecting input from the ICARE
ecosystem members. Thus, the usage of the template did not
require special tools. In addition, guidance was provided in
the form of instructions for using the templates. The instruc-
tion included the definition of the main elements, description
of the purpose and goal of theUseCaseDescription and com-
mon instructions for fulfilling the templates. Both business
and technical experts were asked to be involved in defining
use cases. However, only one contact point was defined by
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Table 2 General information of
the second-screen voting use
case

Summary This use cases defines how mobile phone-based services can be linked with live TV
broadcast. An end user has a mobile application related to a TV programme. The user
gets some insight into the upcoming shows with the application. Also during the live
TV programme interactive voting services will be provided to an end user. This
interactive voting service contains advertisements that can be personalised

Rationale People are watching less and less live TV programmes. This can be problematic from
the advertiser and broadcaster point of view. Providing new ways for people to be
committed to live TV programmes can make advertising more efficient. Also the user
commitment to TV programmes can be increased. The user will spend more time with
using TV and the additional services

Description 1. Alice installs the Talent application from the programme’s web page

2. Alice uses the application to get some insight into the upcoming shows before the
live show

3. Alice is watching the live Talent programme

4. After the programme, a competitor notification is sent to all watchers who have
installed the application

5. The notification includes a voting form in which the user can give 1–5 star rating to
the current competitor. The notification also contains ads which can be personalised

6. Alice saves the discount coupon for her favourite store shop, which is included in
the notification

7. After saving the coupon, Alice rates the programme and presses the submit button

8. On the live TV programme, the average user ratings are shown

Fig. 4 Second-screen voting
use case context diagram

each partner, and it was not visible to other ecosystem mem-
bers which kind of expertise was used to define the use cases.

All in all 41 use cases were defined. Some of them were
variations on a similar theme, the actual number of differ-
ent use cases being about 30. Filling a use case took about
a week by each partner, but it took 3 months to collect all
of these use case descriptions because of the participants’
work schedules and the need to iterate the use cases. The
activities of the ecosystem members were divided according
to work package descriptions of the project; thus, one part-
ner was responsible for collecting and coordinating the use
cases. To illustrate the outcome of the Service Innovation
phase, the definition of the ‘second-screen voting’ service

defined by an ecosystem member is used here as a practical
example.

General information: ICARE UC No. 4 second-screen vot-
ing

The general information of the use case is represented in
Table 2

Contextual settings
A context diagram Figure 4 describes the context diagram of
the second-screen voting use case.

Actors: The identified use case actors and their responsibil-
ities included the following: End user—uses an interactive
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TV service via a mobile device application; Advertiser—
provides advertisements to the broadcaster to be delivered to
the end users; and Broadcaster—provides additional infor-
mation to show based on the user interaction and provides an
interactive service to end user.

Resources: The number of needs of physical resources and
locations is more or less an implementation-specific issue.
However, some parts of the system, such as software com-
ponents for a set-top box and HbbTV will be in the home
environment running on previously mentioned devices. The
notification service and the rating service can run in the
same server. Advertisements are most likely provided by
third-party actors from their own servers. In addition, a post-
production server must be in its own physical environment.

Frequency of use: The frequency of the usage depends on the
content and users. Average usage could be 5–8 voting (noti-
fications) during a one-hour programme. If the user base is
large, there could be 10–100 thousand simultaneous notifi-
cation and voting results to be handled.

Description of service properties
The Use Case Description template assisted in describing
the use case, and the service innovation phase in the case
of the ‘second-screen voting’ service resulted in the service
description represented in Table 3.

4.1.2 Service requirement identification

After all use cases were identified and described, each part-
ner identified the functional requirements of the use case,
starting from normal flows using Microsoft Word’s smart-
art tree-based diagram provided in the Use Case Analysis
template. The running ID of each identified requirement and
potential support services are also shown in the diagram. In
the example diagram in Fig. 5, the use case owner identi-
fied two new services to be implemented and also poten-
tial for utilising partner-provided or existing technologies to
complete the use case. The requirements shown in the dia-
gramwere then specified inmore detail. The use case number
and use case-specific requirement ID was used as the global
ID for each requirement. The detailed description is pro-
vided in Table 4. The importance (imp) of the requirement
ranges from 1 to 5, (1 = not relevant). The template also pro-
vided the possibility to define non-functional requirements
and constraints, and associate them with functional require-
ments. For example, two availability requirementswere asso-
ciatedwith the functional requirements 4.1 and 4.2 (see Table
4). The category (cat) describes the type of the requirement
(F = functional,NF = non-functional,C = constraint).
The table was scalable and could be complemented in more
detailed afterwards; the ‘Details’ column allowed to insert
more information.

Several data resources were also identified: TV pro-
gramme info, Notification content, Voting results and User
profiles. These are specified in the data resource definition
template with characteristics of resource name, description,
related requirement(s), standards, quantity and size, privacy
and details.

4.2 Business analysis

Table 5 gives an example how the business impact and risk
analysis results could be collected and compared in order to
make decisions on how to proceed and with what use cases.
Both the business impact and risk analysis were rated in a
range of 1–10. As can be seen, the development should be
started from UCNo. 1 if maximum impact with low risk (i.e.
availability of technology and implementation complexity)
is preferred. Also, it can be seen that UCNo. 5 is not realistic
and should be rejected.

According to Fig. 5, the identified potential for utilising
partner-provided services to complete the use case enabled
the finding of co-operation partners with a similar focus.

4.3 Requirements analysis, negotiation and specification

4.3.1 Requirement analysis

The services and service providers identified during service
requirement identification and business analysis were col-
lected into a list preserving the link to the original use case.
The list of candidate services was checked with partners, and
similar services with different namingmerged and those with
no business potential rejected. At this stage, the service can-
didates were quite heterogeneous both in scale and concep-
tual level.A service candidate comprised functionalities from
algorithms and functions to sub-systems consisting of sev-
eral servers. In order to better grasp the overall requirements
for the ecosystem, the services were classified into service
taxonomy based on their technology position. The services
were classified into two dimensions: cloud services vs home
network services and infrastructure vs end-user services. A
partner interested in providing a service candidate could then
check the requirements set to it and similar services tracing
their links to the use case descriptions. Based on analysis of
the business models presented in the use case descriptions,
the shared requirements were also identified (see Table 6).

Several of these requirements could be assigned to indi-
vidual use cases or service candidates. For example, the
cross-distribution platform interoperability could be linked
to interactive TV directly supporting different distribution
platforms, and also to multi-screen interaction that can cope
with emerging technologies helping the user with access to
different mobile devices, advanced interaction technologies
and multiple screens at home.
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Table 3 Description of the
service properties Functional properties

Preconditions and assumptions End user must have installed the mobile application on his/her mobile
phone

Trigger Live programme starts and there is programme that requires voting

Normal flow Users receive a voting notification. The user notices the ad in the
notifications and clicks/saves it. The users vote. The end results are
visible in the live programme.

Post-conditions System contains the voting results

Non-functional properties

Reliability The user must have a working data connection on his/her mobile
device in order to vote

Availability All services must be up and running and linked. The live programme
must be broadcasted

Performance Sending several parallel notifications and processing the voting results
are the bottle necks of the system. This means that there must be
scalable hardware resources for system-critical services

Security The application on the mobile device must be registered with a
notification service. Additional information about the user or device
(IMEI) can be added on the registration request

Interoperability Services provide HTTP APIs for IOP usage

Adaptability The notification service provides different kinds of notification types
for different usage. Showing the result can be done in many ways

Variability The content of the pushed notification can be varied based on the
situation

Scalability The notification and voting services can be implemented as cloud
services

Personalisation The mobile device needs a personal account (e.g. Google account)
which is needed for registering with the service

Business properties

Customer segment Common people who watch TV. Probably younger ones

Value proposition Users get some dedicated information about the programme which
they cannot get elsewhere. Users can also vote for free. They can get
some discount coupons

Channels Application delivery will be done via mobile marketplaces. Marketing
and promoting of the service is done during the programme and on
the websites of the programme

Customer relationship Users are committed to watching the programme interactively and
have the possibility to have influence. Also, using discount coupons
as an advertisement will keep up the user’s interest

Revenue streams Ad-based revenue is the main source

Key resources Mobile device, notification and voting services

Key activities Voting and advertisements receiving

Key partnerships Broadcasters with advertisers

Cost structure Almost everything can be automated. Only selling and linking the ads
needs some interaction

Constraints, threats and exceptions

Location Mobile device (application) needs working data connection

Misuse cases Someone might want to distort the voting results by accessing the
voting server directly. However, the voting server can monitor the
clients that are accessing it and prevent phony connections from
non-application sources

Exceptions Problems in the data connection can cause distortion of voting results.
The voting server can conduct based on the registered clients and
number of voters if there is no reason to show results. This means
that no voting results are shown
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Table 3 continued
Other relevant information This application-based solution is a direct competitor for SMS voting.

From the user point of view, this is a preferable solution because the
voting is free and much more convenient. From a broadcast company
point of view, the SMS are good source of revenue. This means that,
in the application-based solution revenue must come from
advertisements. It is also good to bear in mind that both solutions
could be used together. SMS could be used by occasional watchers
and the application-based solution is targeted at the fans of the
programme

Use Case Owner

Use Case Partner

Use Case Partner

Use Case Owner

Use Case Partner

Fig. 5 Functional requirements analysis for UC no. 4 second-screen voting use case

Table 4 An example of identified use case related requirements of the Second-screen voting service

ID/req. Imp Description Details Cat

4.1 4 Find registered users to watch the pro-
gramme

Input: programme name F

Output: List of users

4.2 4 Send a voting notification to registered
users

Input : List of users F

4.1, 4.2 4 Users must be registered Rationale: If users are not registered, the noti-
fication cannot be sent

NF

Classification: Availability

4.2 5 Advertisement have to be mapped with
notifications

Rationale: Advertisement has to be mapped
with the right notifications

NF

Classification: Availability

4.3.2 Requirements negotiation

The requirements were negotiated in smaller groups of four
to five partners with a similar focus and potentially com-
patible business models. An overall master scenario (i.e. a

‘big picture’) between those partners was drafted and iter-
ated in workshops and details refined through e-mail discus-
sions. The master scenario draft (Fig. 6) shows the technical
deployment of services and partner technologies and can-
didate services. This work resulted in changes in the ideas
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Table 5 A fragment of the business analysis results

Scenario Business impact Availability of technology Implementation complexity Market penetration Weighted sum

ICARE UC No. 1 6 2015 3 6 17

ICARE UC No. 2 7 2016 5 6 15

ICARE UC No. 4 6 2014 6 6 15

ICARE UC No. 5 6 2016 8 4 9

Table 6 An example of
common business requirements
derived from business model(s)
and use case deliverables

Requirements Description

Community building-related
services (wiki/social /support)

These services will allow customers of the platform
to share experience, receive advertisements about
new features of services and content, ask for
support as well as to facilitate the management of
the platform. Support means for the content
creation community building may needed as well

A cross-cloud/service
infrastructure interoperability

The ability of the platform to utilise the services
(computing, storage, support, etc.) from various
cloud providers and service infrastructures

A cross-distribution platform’s
interoperability

Targeting different distribution platforms (traditional
broadcasting, HbbTv, VOD, etc.)

Multiply the SLA options available
for content /platform services
consumers

SLA options can support different models of content
distribution depending on customer profile and
content type. Revenue streams related to content
distribution can be based on various fee models
(usage fee, subscription fee, etc.)

Media Asset
Manager (MAM)

Multiscreen Content

2nd screen package

Multiscreen
Interaction
(Partner 2)

Notification
and

Programme
Rating

(Partner 4)

Interactive TV
and VOD
(Partner 1)

Service
Provider
Service
Provider

Mobile
User

Interaction
Services

Multiscreen
Middleware

Ticketing and
Product

Management
(Partner 3)

VideoStore

Tablet

Home
Computing

Unit

Rating, Voting, Offers
(REST+HTTP)

Gesture Control for
TV service/STB

(HTML5)

Ticket Validation,
Product Bundling(REST+XML)

Service Registry
(Partner 2)

ICARE Service
Platform

DepthCamera

End user
service provider

Service provider

Service provider

Fig. 6 The big picture describing how partners’ services and technologies are related

presented by each partner in the original use cases because of
better understanding of the available ecosystem services pro-
vided by the other partners. For example, there was no need
for sending notification individually to the watcher device.
Instead a ‘red button’ indication could be inserted into an
interactive TV broadcast stream that a user watching the pro-
gramme could select either directly on TV remote or based
on advanced gesture detection. The work was documented
as more or less informal architectural drawings and textual

documents shared using e-mail and the master scenario was
iterated until each partner was satisfied with their role in the
master scenario and the support to be utilised from other
partners.

4.3.3 Requirements specification

The scope of the master use case was clarified according to
the master scenario and details were defined using the use
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Table 7 An example of the identified functional requirements of services

Service name Description Service provider Technology
Notification Notification to the end user of events Neusoft REST
Req. ID Importance Description Details Category

5 5 Interactive TV Service or
Multi-screen Interaction sends to
the end-user device a notification
of the rating

Input: User, notification content (rating
link in this case)

F

Output: Notification to the user device

6 5 Interactive TV Service sends a
notification of the reward to the
end-user device

Input: User, notification content (Movie
rental ticket in this case)

F

Output: Notification to user device

case description template with the exception that now each
service provider focused only on the parts (business mod-
els and functionalities) relating to their own services. The
master use case focused on the services providing interac-
tive TV content related to the use of secondary devices. The
rationale was that while use of secondary devices in conjunc-
tion with traditional broadcast TV consumption is becoming
more popular, there are no methods available for person-
alised second-screen content that is introduced in line with
the traditional content. The master use case was coordinated
mainly by two active services—Interactive TV and multi-
screen interaction—and consisted of several supporting ser-
vices integrated with the service registry. The service depen-
dency matrix was added to the template to aid the require-
ments specification. The matrix included provider services
that respond to the services that implement the requirements
and the dependent services that set the requirements to the
provider services. The related requirements were referred
with the ID number of requirements (set by dependent ser-
vices). The requirements were then grouped for each service
and refined as presented in Table 7. The information repre-
sented in ‘details’ section in Table 7 depends on the category
of requirement; for functional requirements, the inputs and
outputs are defined. Each partner then continued the detailed
service design from there on.

4.4 Case summary

All in all, valid results were achieved in the ICARE project
using the RE method. Altogether nearly 275 requirements
were identified, including functional, non-functional and
business requirements, and constraints. Especially in the
case of the functional requirements, all the phases of the
method could be performed according to guidance. The non-
functional requirements, however, were seen more problem-
atic. The definition of non-functional requirements was easy
for those who had experience dealing with them, but it was
clear that strong understanding about the quality issues were

required. Although the templates included the description of
quality attributes, that was not enough to support their use.
Furthermore, the non-functional issues could be inspected
from two different viewpoints, which also caused confusion,
service provider’s viewpoint vs. service consumer viewpoint.
Different non-functional requirements were identified from
these viewpoints, and the templates did not specify how to
handle them. It is clear that in the case of the non-functional
requirements, more support is required from the ecosystem.

5 Lessons learnt

5.1 Experiences of the usage of the method

The RE method has been applied in two different cases:
in the Innovative Cloud Architecture for Real Entertain-
ment (ITEA2-ICARE) project2 and in the Connecting Dig-
ital Cities (EU-EIT-CDC) project.3 To validate the usage of
the service RE method in practice, we performed a feed-
back collection among the partners that were involved in the
requirement engineering in the ICARE and CDC projects.
The purpose was to receive user experiences and opinions
about themethod and to find out its advantages, shortcomings
and development targets. The feedback collectionwas imple-
mented using a web-based questionnaire that was accessible
through a web page to the project partners that filled the tem-
plates. The questionnaire was implemented in April 2014
and November 2014. Altogether, we received 15 completed
questionnaires. The next sub-sections describe how the users
experienced the RE method.

5.1.1 The characteristics of the respondents

A total of 67 % of the people that completed the question-
naire were R&D personnel, and the rest were equally divided

2 https://itea3.org/project/icare.html.
3 EIT ICT Labs project No. 14465.
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Fig. 7 The analysed viewpoints of the use cases

between business developers and project managers. There
were project managers, work package leaders, task leaders,
coordinators and developers among the respondents. Five
of the respondents felt that their company was a part of a
service ecosystem, acting as a service provider, a technology
provider, or as aGUI and platformprovider.A total of 40%of
the respondents confirmed that their company utilises third-
party services/technologies in software development. The
target of the requirements engineering was clear enough in
the project for almost all of the respondents.According to one
respondent, the purpose was not explained clearly enough.
One respondent felt that more information was required for
focusing the scope of the project.

5.1.2 Use case definition and analysis

The definition of the business scenario was considered easy
among 80 % of the respondents. The use cases were defined
and analysed by architects, business managers and technical
experts. The technical experts had the clear majority. Only in
one case was the customer of a company involved in require-
ments identification (through product managers). In one case
also the marketing personnel participated in use case defini-
tion. The definition of use cases from the scenario was con-
sidered easy or very easy among 93 % of the respondents.
The use cases were analysed mostly from the viewpoints
of business impact and functional requirements. Some also
considered the quality requirements, technological viewpoint
and implementation complexity viewpoints. The results are
illustrated in Fig. 7. 73 % of the respondents considered the
requirements easy to define from the use cases.

5.1.3 Service identification

The service identification was performed mostly by tech-
nical experts with the assistance of architects and business
managers. In one case, the marketing personnel participated
in the service identification phase. 73 % of the respondents
considered it easy to define the services that are needed for
the defined use cases. A total of 33 % of the respondents

Fig. 8 The phases in which the templates were useful

exploited existing services in defining a new service. One
respondent revealed that they do not exploit existing services
because they try to be innovative. The analysis and prioriti-
sation of service requirements was seen as easy by 66 % of
the respondents. The respondent companies assumed mostly
cloud or platform architectures, when analysing the use cases
and identifying services. The mapping of functional require-
ments to the architecture was considered easy for most of the
respondents. Some respondents considered it difficult since
the architecture was lacking high-level building blocks. The
non-functional requirements were difficult to define andmap
to the architectural elements due to the following reasons:
The vision of architecture was too complex with too many
small components (lacking high-level blocks), the target and
output of non-functional requirementswere not clear enough,
and no tool exists to support this. Almost all of the partici-
pants were able to exploit the use cases in business, at least
to some extent.

5.1.4 Assessments of the RE templates

According to the respondents, the templates assisted in sev-
eral phases (see Fig. 8). Also, some shortcomings of the tem-
plates were identified:

• The templates were considered to be too complex and
time consuming for a small company that is trying to be
agile and lean.

• The templates were too product-oriented and not tech-
nology oriented.

• The targets and outputs of the non-functional require-
ments were not clear.

• The title ‘Data resource’ requires amore detailed descrip-
tion.

• The actor description may be unclear for some people

The completion of the templates by the respondents took
from a few hours (15 %), one day (62 %) to several days
(23 %). For most of the respondents it was easy to apply
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the templates in their working practice. It was agreed that
for a large European project, documentation is a prerequi-
site, and the templates were good for that purpose. How-
ever, in SME companies, less formalisation and paperwork is
done. For a smaller company and for internal usage, the tem-
plates are tooheavy.Direct communication is preferred; a few
overview slides with use case diagrams, and an ROI Excel
sheet. One respondent felt that his/her work is technology
oriented, but the templates are more business oriented; there-
fore they did not fit to the working practice. The templates
included enough guidance according to most of the respon-
dents. In one case,more guidance for the identification of new
serviceswas required.Also,working exampleswere required
in each case that could help shape the structure and content
of the proposed implementations. A more specific descrip-
tion of the target and output for non-functional requirements
was identified as a development target. Also, more detailed
explanations for the data resource titles is required. A total
of 80 % of the respondents would recommend the usage of
the templates to their colleagues and business partners.

5.2 Application of the method

The application of the method in ICARE and CDC projects
are encapsulated in Table 8.

5.3 Summary

In the ecosystem, the co-operation between members is
highly important and requires negotiation and compromise.
Each member should find its own role in the ecosystem and
also gain benefits in operating the ecosystem. The role of the
key organisation becomes important as coordinating the busi-
ness analysis, the requirement analysis, negotiation and spec-
ification between members. It is important that one member
takes the role of coordinator; otherwise, the RE could result
in distinct requirements and services that are not useful from
the whole ecosystem’s point of view. The service RE is more
demanding within an ecosystem, since the RE must be coor-
dinated at the ecosystem level and requires mutual under-
standing, several iterations and tight co-operation between
ecosystem members.

The service RE method was seen as valuable and useful
in the beginning of the service engineering process when
starting the long-term development of new service architec-
ture for digital ecosystem-based services. The service RE
method was especially useful for describing, documenting
and communicating the capabilities of the digital services
and the service architecture they require. The method was
also seen as useful in the analysis phase, where the different
stakeholders work together. It is clear that the target of the
requirements engineeringmust be done clearly enough for all
of the participants. The description of the purpose and goal

of the use case description and analysis provides the under-
standing for the partners of what they are doing, and why
and what are they helping to achieve. Continuous communi-
cation between ecosystem members is one of the key issues
in achieving goals: both the single member’s, the collabora-
tion partners’ and the ecosystem’s. When all the ecosystem
members use the same RE method, communication and co-
operation is easy and fluent inside the ecosystem.

Despite the many advantages, shortcomings were also
identified. Especially, the definition of quality requirements
needs further exploration; special skills on quality attributes,
e.g. performance, reliability and security, are required and
should be present in the innovation and requirements analy-
sis, negotiation and specification phases. For the service inno-
vation, the quality attribute-specific ontologies should be pro-
vided for the use of ecosystem members. The methods for
the elicitation, analysis, negotiation, trade-off analysis and
specification of the non-functional requirements should also
be provided with the proper guidance. The knowledge man-
agement model of the ecosystem is responsible for providing
these ontologies and themethods to be used in each RE phase
to achieve the non-functional requirements. Furthermore, the
use of these quality ontologies and methods should be sup-
ported by the ecosystem support services, e.g. quality specific
tools as support services provided via the cloud. Therefore,
there should be an arrow between Knowledge management
model and ecosystem support service elements in Fig. 2.
There already exist approaches that can be utilised here, such
as quality ontologies [58], quality-driven designmethods and
tool support for attaching quality properties for architectural
elements [59].

Since the ecosystem is dynamic, it evolves all the time
as new members, services and value networks emerge. The
knowledge management model should evolve too, adapting
to the needs of the ecosystem. Also, new support services
should emerge as and when needed. For example, in the
case of the first usage of the RE method, a demand was
identified for a service that collects the new requirements
as they emerge. Since the requirements innovation is contin-
uous inside ecosystem, this kind of new service would enable
the service providers to detect easily what kind of services
has demand inside ecosystem. In addition, as the ecosystem
monitors the quality of its services, it should also provide
a matchmaking service for service selection to match the
required quality with the provided quality.

6 Conclusions

Digital ecosystems bring out new challenges to service engi-
neering; (i) the business and development environment is
highly dynamic; (ii) the needs and demands of service cus-
tomers are unclear and ever changing; and (iii) heterogeneous
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Table 8 The method application

ICARE CDC

Description of the digital service ecosystem Ecosystem of cloud services provided for
digital content management, processing and
delivery in interactive multi-screen TV
services

An open service platform offering open
real-time data from several data providers
(offering data normalisation, integration and
analysis, service hosting, open data APIs,
service registries and the platform modules
and services to third-party application
developers)

Countries and partners 5 countries, 25 partners 4 countries, 7 partners

Roles of the partners in ecosystem Service providers for content processing and
rights management, and for user interaction

Data providers and data brokers

Cloud IaaS and PaaS providers Platform providers

Interactive TV application and service
developers

Application developers

Service providers

Service brokers

Goal of applying the service RE method Identifying the requirements for a service
framework and platform that would enable
the digital service ecosystem to build and
offer interactive multi-screen TV services

Extract the high-level user and business
requirements for the open real-time data
platform to be developed

Application of the service RE method The use case description template was used to
collect the information. The results formed
a preliminary set of common services and
potential new identified services. The
analysis template was used for analysing
the use cases, their commonalities and
differences and clustering the identified
services in service taxonomy. Several
iterations were required for merging and
refining use cases and representing the
results as a set of master use cases that as a
whole defined the baseline for service
architecture modelling

The questionnaire was directed to potential
application developers in the consortium.
Each party who planned to create a
showcase application on top of the platform
defined their application use cases with the
given RE document. The platform architects
did initial requirement analysis for the
platform from a user and business
perspective. The technical requirement
specification was done based on the results
of the first two phases. This specification
was used as bases for the architecture and
system design definitions

Amount of the identified requirements 238 functional requirements 14 functional requirements

21 non-functional requirements 3 non-functional requirements

9 business requirements 2 business requirements

7 constraints 4 constrains

Service taxonomy: the identified
digital service groups

User services/applications Multi-modal mobility services

Cloud services

Home network services

Multi-screen interaction services

Infrastructure services

ICARE service framework services

Status of readiness All use cases are under work. The master use
cases contain approximately 50 % of the
original identified services. A proof of
concept implementation is under work and
is estimated to be finalised by 28/2/2015

All use cases are under work. The
requirement specification and system design
phase started in February 2014. The
development phase started in June and will
last until October, after which the pilots are
made. The project ends 31/12/2014

and non-stop emerging technologies are used, or are avail-
able, for service implementation. However, service architects
should be able to make decisions about what, why and how
to develop digital services that have high business potential,

are attracting customers and can effectively be developed,
operated and maintained.

This paper introduced a novel approach to defining the
requirements of digital services in an ecosystem-based man-
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ner. First of all, the approach defined what the digital ser-
vice ecosystem is and how it differs from other ecosys-
tems. Second, the service engineering process of a digital
service ecosystem was outlined, keeping the focus on the
requirements engineering of digital services. The service
RE method introduced three main phases—service innova-
tion, business analysis and requirements analysis, negotiation
and specification—as a continuous and iterative engineering
process that starts from business and end-user goals and pro-
vides a service taxonomy and a set of master use cases as
an outcome. Each service is described with the functional
and non-functional requirements, constraints and adaptation
rules. The use of the service REmethodwas exemplified by a
second-screen voting service, a work done by the Innovative
Cloud Architecture for Real Entertainment (ICARE) ecosys-
tem. Practical experiences of using the service RE method
was also collected from the ecosystem members; the method
was useful for describing, documenting and communicating
the capabilities of the digital services. Especially, the method
was useful in the requirements analysis phase, where ecosys-
temmembers worked together. However, further exploration
is required with quality requirements that need special skills
and knowledge on quality characteristics in all service engi-
neering phases.
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ABSTRACT Emerging opportunities for open data based business have been recognized around the world.
Open data can provide new business opportunities for actors that provide data, for actors that consume data,
and for actors that develop innovative services and applications around the data. Open data based business
requires business models and a collaborative environment—called an ecosystem—to support businesses
based on open data, services, and applications. This paper outlines the open data ecosystem (ODE) from the
business viewpoint and then defines the requirements of such an ecosystem. The outline and requirements
are based on the state-of-the-art knowledge explored from the literature and the state of the practice on data-
based business in the industry collected through interviews. The interviews revealed several motives and
advantages of the ODE. However, there are also obstacles that should be carefully considered and solved.
This paper defines the actors of the ODE and their roles in the ecosystem as well as the business model
elements and services that are needed in open data based business. According to the interviews, the interest
in open data and open data ecosystems is high at this moment. However, further research work is required
to establish and validate the ODE in the near future.

INDEX TERMS Business ecosystem, open data.

I. INTRODUCTION
In the future, an increasing amount of services and
applications will be developed based on open data. Open
data are data that are freely available to everyone to use
and republish as they wish without restrictions of copyrights,
patents or other mechanisms of control [1]. The benefits of
open data have been widely recognized around the world,
and there has been a tendency in many countries to open
the data of the public sector.1 In particular, the data that are
collected on tax revenues are obligated to be opened in many
countries.

Private companies could also open a part of their own
data. In addition to earning direct profits from data sales, the
opening of data can provide other benefits, such as new part-
ners, new interests in the company’s main products/services,
new kinds of business activities and new customers for the
product/service as a result of data-based applications. How-
ever, opening data requires a big change in a company’s
business. The lack of knowledge on the benefits of open-
ing data, the lack of business models and the lack of new

1http://open-data.europa.eu/en

operation models are the main obstacles that explain why
companies are not currently motivated to open their own
data [2]. The developers of digital services and applications
could greatly benefit from the business opportunities of open
data. However, the lack of business ecosystems and business
models has been identified as the main obstacle to data uti-
lization in services and applications [2].
A business ecosystem is a dynamic structure of organi-

zations that work together in a specific primary technolog-
ical platform or core business [3]. In an ecosystem, value
is not created in a chain but more in a network of actors.
A data-based business ecosystem is formed by organizations
that each has their own parts and know-how in the data-
based business. The ecosystem’s actors affect and are affected
by the creation and delivery of the offerings of the other
actors. Each actor also has a role in the flows of informa-
tion, material, money and influence relationships between
one another. Existing value chains [4]–[6], business models
[7]–[11] and open data communities2 provide building blocks
for the business of open data. However, there is still a need for

2http://ckan.org
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an ecosystem to support both the technical perspective and
business perspective of an open data based business.

The main contribution of this paper is to outline the Open
Data Ecosystem (ODE) from the business perspective and
to define the requirements of the ODE that must support
different actors and business that are formed around various
kinds of data, services and applications. This paper describes:

• The identified actors of the ODE.
• The services that the ecosystem should provide for the
open data based business.

• The business model elements required in the open data
based business and the description of how the ODE
should support these elements.

TheODE outline is based on the state-of-the-art knowledge
on business ecosystems, models and actors, and the state
of the practice on data-based business and future visions in
the industry on open data based business. This knowledge is
based on a thorough literature survey carried out in the spring
of 2013. The knowledge of the state of the practice is based on
interviews conducted among Finnish companies in the sum-
mer of 2013. The ODE concept is novel: to our knowledge,
there is no model published on open data ecosystems to date.

This paper is organized as follows. The next section com-
pares our definitions in this work with the state of the art and
indicates what parts of existing business models can be used
in our work. Section III describes the initial outline for the
ODE based on a literature analysis. Section IV describes the
implementation and results of the company interviews and
specifies a new version of the ODE that is modified according
of the requirements collected in the interviews. Section V
provides a discussion related to the characteristics of the ODE
and the results of the company interviews. Finally, section VI
makes concluding remarks.

II. THE STATE OF THE ART OF OPEN DATA
BASED BUSINESS
A. TERMINOLOGY
The following terminology is used in this paper:
Raw data – Raw data are data that are produced by

observing, monitoring, using questionnaires, etc. but have not
yet been processed for any specific purpose.
Information – A refinement and processing of data will

produce information from the data. A refinement of data can
analyze, align and aggregate data from different physical and
digital sources and thereby increase the understanding of the
data. Raw data can be refined to increase the understanding
of the data. This derived information is sorted for reasoning
processes that are able to make decisions on the actions that
the applications and services have to take and, moreover, how
these actions should be performed.
Knowledge – Knowledge can refer to the theoretical or

practical understanding of a subject. It can be implicit or
explicit, and it is more or less systematic. Here, knowledge
is used in both meanings: theoretical knowledge represents
explicit knowledge on the meaning of data. Practical knowl-
edge is implicit and less systematically collected, represented

and shared. This knowledge is related to experiences of using
(open) data in business.
Application – A combination of digital services that

provides the data to the different end-users of data in their
preferred representations when and where they are needed.
Service – A digital service that provides additional value

for data processing and can for example, support data col-
lection, analysis, sharing and/or representation. A service can
mine and extract data from input data and produce relevant
data for a particular context or domain.
Service chain – A set of services performing data refine-

ment and processing steps and ultimately making the derived
information available to users.

B. VALUE CHAINS OF DATA
Latif et al [6] define a linked data value chain that has four
entities: a raw data provider, a linked data provider, a linked
data application provider and an end-user. The chain supports
multiple sources of data; i.e., the data may be acquired from
several data providers and may be provided to several appli-
cation providers. Kuk and Davies [5] introduce the assembly
of complementarities involved in the chain from raw data
to data-based services. There are parties that structure the
raw data, make the data linkable, analyze or visualize the
data, share the data within the source code of software and
ultimately allow the developers to innovate services on top of
the source code. Poikola et al. [4] define the roles in the open
data value chain from the data publishing perspective and the
end-user’s perspective:

• The data publishing roles include: a Storer to collect and
save raw material, a Developer to manage and process
raw material, an Aggregator to combine and edit data
from different sources, a Harmonizer to standardize and
homogenize data from different sources, an Updater
to update information, a Publisher to publish the data
and a Register to maintain the administration of data
resources.

• The data end-user roles include: an Application devel-
oper to utilize the data as part of the service, an Inter-
preter to interpret the data and a User of data-based
services, e.g., an individual, company, or organization
that uses open data applications and interpretations.

Tammisto et al. [11] have conducted research on the roles
of linked-data developers and application developers in a
Finnish context. The interviewed companies identified three
developer roles: a consultant, a linked data developer and
an application developer. The consultant role was seen as
an additional source of revenue for the open data companies
through consulting the raw data providers about the options
and possibilities. Moreover, Chen et al. [12] identify
two new roles related to data analytics; Data-as-a-Service
(DaaS) providers collect, generate, and aggregate the con-
tent (i.e., data), and Analytics-as-a-Service (AaaS) providers
deliver analytics services to analytics consumers. In addi-
tion, data value chains can include other non-profit roles,
which support the finding, publishing and marketing of open
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data sources, promoting the use of open data and networking-
related data. For example, communities using the CKAN, an
open-source data portal platform (http://ckan.org/), provide a
huge number of applications and visualization components
and libraries for the utilization of open data, as well as a
regional open data network, the Helsinki Region Infoshare
(HRI) (http://www.hri.fi/fi/), which intends to make relevant
data easily available.

C. BUSINESS MODELS OF DATA
The business model must support the value proposition of
a company in an ecosystem. According to [10], a business
model defines how an enterprise delivers value to customers,
entices customers to pay for value, and converts those pay-
ments to profit. Baden-Fuller and Morgan [9] summarize
some common business models, stating that a business model
has several characteristics other than value proposition, such
as describing business behavior and organizing the company.
The business model must describe how value is captured from
the innovation. Traditional business models concentrate on
gaining profits by overtaking competitors and keeping strict
boundaries around the company. Open data force companies
to re-think their business strategies and models because an
open data based business cannot be shut down within the
boundaries that surround the company. The transformation
to an open data based business model requires a great deal
of investment and newly assessed business model elements.
The open data based business model can be based on the
capabilities and features of open innovation strategies, open-
source software business models, the business models of
cloud services and the business models of analytics.
Open innovation breaks the boundaries around a com-

pany in the innovation phase; companies can create ideas
by themselves, use external ideas or co-create ideas with
other companies or with the actors of other communities.
Two open innovation processes in service innovation have
been identified by [13]: outside-in and inside-out. In the
outside-in process the components of external knowledge and
innovation are used in service development, whereas in the
inside-out process, a company allows external parties to use
its knowledge and innovation components in service devel-
opment. Accordingly, the outside-in process can be applied
by application developers, whereas the inside-out process is
more appropriate for data/information providers.

Seven open business models identified within the context
of open-source software (OSS) [8] can be classified into four
categories based on how they capture value [14]: deployment,
hybridization, complements and self-service. The deploy-
ment category includes support, subscription and professional
services/consulting business models, which are similar to the
proprietary side of the software industry. The hybridization
category includes proprietary extensions and dual-license
business models, attempting to attract customers by licens-
ing to familiarize the customers with the product/service.
This kind of proceeding could easily be applicable for open
data providers as well as application developers. In the

complements business model, open source software is pro-
vided with the vendor that sells and supports the hardware
device or appliance. Finally, in a self-service business model,
users with similar needs pool their resources and create appli-
cations for the community’s needs. The self-service model
can be applicable for application developers that do not sell
applications but otherwise use them in their business (e.g., in
communication between partners or inside an organization).
According to [8], the modification of a company’s business
model is the trade-off between underlying value creation
dynamics, IP ownership/license choice, community manage-
ment, and target market/product categories.
The cloud business model is especially applicable in the

case of large data sets, when storing, processing and analyz-
ing require a great deal of resources. In the future, it can
be assumed that large data applications will be the main
driver of widespread cloud adoption [15]. A survey of cloud
adopters reveals that decision makers currently implement
public cloud applications and platforms mostly for business
agility [16]. The same survey revealed that the latest technol-
ogy and support for mobile workers are increasingly signifi-
cant factors in the decision to move to cloud applications. The
transformation towards the cloud business model has already
been researched by [17], which reveals that the transforma-
tion affects all elements of the business model mainly due
to customer-side characteristics, which include pay-per-use
pricing, ubiquitous access and on-demand availability.
Data analysis (e.g., mining, extracting and sorting) has a

high potential in business. In addition to being used in busi-
ness, data has been found to be valuable in information- and
knowledge-based management and decision making inside
companies, helping in the understanding of the line of busi-
ness and the market situation at hand [2]. The emerging
analytics business models include the proprietary model, the
shared data model, the shared analytics model, the shared
value model, the co-development model and the new business
development model [12]. The last model describes how DaaS
and AaaS provide opportunities for application developers to
create new business. In addition, the shared value model and
the co-development model are suitable in open data based
business; the end-users and partners create value together, and
a set of companies participates in the development.

D. PRICING MODELS
There exist several pricing models that can be used in
data- and information-related business. Services and appli-
cations can be priced commonly based on features [18] or
performance [19], or the customer is charged a prede-
fined price for customer-tailored services and applications
usage [20].
The traditional pricing models, such as the Value

model [21], Portfolio pricing [22] and Market pricing [23]
are applicable for pricing the following three core ele-
ments: data, services and applications. In addition, the
Cost-based model [19] is applicable when data, ser-
vices or applications are added to the actual products or
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customized according to the customer’s needs. The service-
related pricing models are applicable to all of the core
elements; in Pay-per-use pricing model [24], the customer
pays only for the data/service/application usage, whereas in
the Subscription model [24], the client pays a fixed price
for a certain time frame. Furthermore, information/Internet-
related pricing models are also applicable. For example, the
Flickr multiple revenue stream model [10] involves collect-
ing subscription fees, charging advertisers for contextual
advertising, and receiving sponsorship and revenue-sharing
fees from partnerships. The Freemium model [10] is a free,
limited-functionality version of the product/service offered to
attract users, hoping that some users will pay a premium for
advanced features, whereas the Free Trial model [25] offers
a free trial of the service for 14 or 30 days to attract users,
after which the users are required to pay to continue using the
service.

III. THE FIRST OUTLINE OF THE ODE
The objective of the ODE is to promote open data based
business by making the development of open data based
applications and services easy and straightforward. The first
outline of the ODE defines the core actors and elements of the
open data based business. The actors have their own motives
and benefits when operating in the value network of data.
Each actor represents one or more roles in the ecosystem.
We decided to use the existing value chains of data as a start-
ing point for identifying the stakeholders of the ODE. It seems
that there are three core elements in the ODE that businesses
are formed around: i) data, ii) services and iii) applications.
The applications use data and services and produce valuable
information and knowledge for the user.

FIGURE 1. Initial actors and their relationships in an open data
ecosystem.

A. THE ACTORS OF THE OPEN DATA ECOSYSTEM
There are (at least) five roles for the ODE’s actors: i) data
providers, ii) service providers, iii) application developers,
iv) application users and v) infrastructure and tool providers.
Fig. 1 depicts how data flow from the data providers to data
consumers. Data providers make data available to other stake-
holders, service providers produce services related to data,
and application developers use the available data and services
and develop applications for the data. Finally, the application

users consume the data and services with the help of applica-
tions. The infrastructure and tool providers offer other utilities
to the actors of the ODE. The following subsections describe
the roles of the ODE, the services required for the ODE and
the identified data-based business elements in greater detail.

1) DATA PROVIDERS
Data providers are organizations that provide data for the
other actors of the ecosystem. The provided data can be raw
data, refined data/information or analyzed information. Data
providers can be divided into two groups according to their
motive: organizations that provide data ‘‘for free’’ without
any conditions or with some licenses that restrict the use
of data and organizations that that do business from selling
access to the data.
Organizations that provide free access to data are usually

public administrations or other public entities that have a
lot of data but no abilities or resources to use the data in
the form of data refinement or the development of services
with the data. These organizations provide data to improve
the national economy, enabling enterprises and citizens to
exploit the data. Several public licenses exist with which
a licensor can provide access and copyright permissions to
open the data, such as the Creative Commons License and
Conformant Licenses. Originally, these licenses granted the
‘‘baseline rights’’ to distribute a copyrighted work without
changes at no charge [26]. Most licenses currently contain
some license elements that restrict the utilization of data, such
as Attribution, Non-Commercial, No-Derivatives and Share
Alike. These elements can be mixed and matched to produce
a customized license.
The data providers who sell data can attract users to pay

for data by providing only a subset of their data as open
data, providing guarantees of availability only to paying
users, limiting the frequency of access to the open data,
providing open access only to stale information, using share-
alike licensing, or requiring that people register to access
the data [27]. Contracts such as Service-Level Agreements
(SLAs) and data fees ensure the quality and permanency of
data for the users of the data.

2) SERVICE PROVIDERS
Service providers offer services related to data and can earn
income from the usage of services. Those organizations that
do not have the abilities and resources to perform the data
processing themselves can buy the data processing services
from service providers or buy the processed data directly from
data providers. Thus, the service provider must: a) identify
the needs of customers, b) produce relevant data from input
data to a particular context or domain and c) represent the
produced data in a usable way. However, it is important to
note that a service provider does not necessarily provide a
complete service for the user but can simply provide a part
of a service chain. These providers may provide ready-made
service chains or these service chains may be composed
at run-time. In order to make the usage of service chains
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easy, these service chains can also be represented as a single
service for the user even though the service is composed of
several smaller services. In our vision, there are data drivers
(described in more detail in [28]–[30]) that make the data
and services available to application developers. The data
driver services and easy-to-use tools facilitate the application
development.

3) APPLICATION DEVELOPERS
Application developers cooperate with partners and innovate
applications around open data or use open data as such or
integrated with their own data in their applications. An appli-
cation idea can be provided outside the organization, and the
application users’ feedback affects the continuous and iter-
ative development of applications. The ODE provides tools
and services for developing open data based applications.
The applications are created by combining available data and
services. Therefore, three kinds of stakeholders participate
in application development: application developers create the
applications, and data providers and service providers deliver
data and services for the applications. Application developers
pay for the use of the data driver services and possibly for
the use of the data. The revenues are then shared between the
application developers, data providers and service providers.

4) APPLICATION USERS
Application users consume data with the help of data-based
applications and services. A user can be a consumer, citizen
or an enterprise user. A consumer is a user that has bought a
commercial application from an application store. A citizen
can be user that uses the provided application as a citizen. For
example, the application can enable a citizen to produce infor-
mation from the environment and then consume information
provided by the public administration. An enterprise user is a
user who uses the applications in business.

5) INFRASTRUCTURE AND TOOL PROVIDERS
Infrastructure and tool providers offer the necessary tools for
the ecosystem. The relevant roles are:

• ODE providers who maintain the ecosystem and receive
income from the usage of services and applications of
the ecosystem.

• Marketplace providers who provide a marketplace in
which applications and data driver services can be
bought.

• Tool providers who provide tools to develop applica-
tions, configure applications for different user needs and
execute and control the application. The tools are used as
services, and the provider receives income from the tool
usage (pay-per-use).

• Cloud service providers who provide the physical facil-
ities for the ecosystem and receive income from the
facilities’ ‘‘rent.’’

B. THE SERVICES OF THE OPEN DATA ECOSYSTEM
The ODE should provide and deliver the following services
to its members:

• Data provider support: The ecosystem has to enable
different open data providers to provide data to the
ecosystem from heterogeneous data sources.

• Data adaptation: The ecosystem must enable different
service providers to develop and provide driver software
that is used for adapting the open data to be usable in
different applications.

• Tool support: The ecosystem shall provide tools for
application developers to create applications, services
and new driver software.

• Diverse applications: The ecosystem has to enable and
provide application deliveries for diverse application
users.

C. THE BUSINESS MODEL ELEMENTS OF THE OPEN
DATA ECOSYSTEM
There are several developed business models that are also
applicable to data [7], [10], [31], [32]. Firstly, we decided
to use the business elements of the Business Model Canvas
by Alexander Osterwalder [7] as a basis because it is a well-
known model and provides a stable template for developing
new business models. The following business elements were
identified to be needed in open data based business (summa-
rized in Fig. 2):

FIGURE 2. Business model elements for open data based business.

Value proposition – This concept deals with the problem
and the suggested solution, the value of the solution, identi-
fying a business opportunity based on a demand or innovation
and creating a value network or a service chain to reach the
solution, identifying the value of the solution to different
network actors and identifying the obstacles to reaching the
solution.
Key partners – The key partners in the value network

include those that provide the solution to the problem and
other ecosystem actors that are required to achieve the solu-
tion. This concept also deals with the types of relationships
with the partners and the benefits/rationale/risks of partner-
ship/cooperation.
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TABLE 1. Summary of the interviewed companies.

Co-creation – This concept involves forming cooperation
with partners, identifying the key activities and resources for
reaching the solution and the division of the key activities
with the partners, and the role of the customer in reaching
the solution (e.g., requirements or feedback).
Cost structure and Revenue stream – The main costs of

reaching the solution can be calculated after defining the key
resources, key activities and key partners. The revenue stream
is defined as the way the income is made from each customer
segment. The costs and revenue stream are defined for each
actor in the value network.
Customer/market segments – These segments include

the potential or targeted customers/market segments and
the consumers interested in the provided data/information/
application. This concept also deals with the type of relation-
ship the company wants to create with its customers.
Key channels– Key channels include communication chan-

nels with partners/customers, delivery channels of the solu-
tion, and sales channels throughwhich the service/application
is delivered/made available to consumers.
Data structure – This concept deals with the uniform for-

mat of data, the separation of data between open data and
private data, the management of the permissions to data, the
management of the ownership of data, the pricing and charges
for the use of data, data licenses and license management.
Business development – This concept involves a descrip-

tion of how to develop and protect a business, the definition
and management of SLAs, the definition and management of
license policies, charges for the use of the solution, the distri-
bution of the revenues with all partners, and the ownership of
the solution (IPRs).

IV. THE RESULTS OF INTERVIEWS
The main goal of company interviews was to collect the
requirements of the ODE and to receive up-to-date informa-
tion and views directly from Finnish industries. The theme
interview format [33], [34] was selected because of the dif-
ferent backgrounds and contexts of the companies; it would
have been difficult to define the exact questions that could be

applicable to every interviewee. Each interviewee selected
a role that represented his/her company’s role in the
ecosystem. The roles were defined based on the lit-
erature survey described in Section III-A. The inter-
viewee inspected the themes from the viewpoint of
this role. In the theme interview, there were no ques-
tions, but the themes were informally discussed within
the scope of the sub-themes that were relevant to the
interviewee.
We defined four main themes with sub-themes:
• Open data (sub-themes: the meaning of data, data as
a competitive advantage, data privacy, data integration,
data licenses, data sale and user groups): The purpose
was to examine how the open data concept is understood
and what kind of meaning and role it has in a company’s
business.

• Application (sub-themes: open data, data drivers, appli-
cation domain, tool support, IPR, selling/marketing and
users): The purpose was to inspect the open data concept
from the application viewpoint, i.e., the key issues of
open data based applications.

• Co-creation (sub-themes: application idea, partners,
division of work, costs and profits, the distribution of
profits and contract management): The purpose was to
untangle how the cooperation between partners would
be formed in the ODE.

• ODE-based business (sub-themes: motives, risks,
requirements of the ecosystem, ensuring business and
establishing cooperation): The purpose was to find out
the opinions and thoughts about the ODE and to gather
the requirements of the ecosystem.

Representatives of 11 Finnish companies participated in the
interviews. The interviews were performed in Oulu, Helsinki
and Tampere between June and August 2013. The compa-
nies were selected from different application domains, and
interviewees were selected based on their knowledge about
the business viewpoints of their companies. Table 1 depicts
the backgrounds of the interviewed companies. As can be
seen, the interviewed companies differed according to the
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TABLE 2. The results of the ‘‘open data’’-theme interviews.

company size, application domain and service type.
In addition, a portion of the companies had more than one
role in the ecosystem. The size of the companies is defined
according to [35]: micro-enterprise <10, small enterprise
<50,medium-size enterprise<250 and large enterprise>250
employees. The following subsections introduce the results of
the theme interviews.

A. OPEN DATA THEME
Table 2 summarizes the results of the ‘‘Open data’’-theme
interviews.
Meaning of data – The importance of data was identified to

be high in all companies, and open data were seen as a trend
that companies should follow. Mostly, data were seen as a
competitive advantage. Data were also seen as the beginning
of new ideas; they help in innovation of new products and
services.
Data as a competitive advantage – Information provides a

significant competitive edge. The data providers thought that
early adopters would benefit from open data. There is a need
for consultants that market open data and help companies
to understand how open data can improve their businesses.
An application user stated that differences are made in ser-
vices, i.e., what is made with information and how the ser-
vices are created around information. The customer analysis
has a great importance to several companies. Data mining
from databases and from data flows and the combination of
information will provide many benefits. Application devel-
opers did not consider raw data to be important; knowledge

and refined information are most important for the business.
Generally, almost real-time data was seen to provide a com-
petitive edge. This information can improve safety and enable
predictions. According to application developers, rapidly
changing information and the refinement of information
could create value for customers. In addition, providing
information that competitors do not have, selling data-based
knowledge and integrating data are seen as competitive bene-
fits. The information can also be produced as a service to the
customer. Thus, an application user company sees itself as an
information enabler; the company’s products/services assist
the customer to produce information. A tool provider stated
that the business potential and marketing of the products and
services are required to be taken into account in the early
phase. Market research is required to find out the potential
demand for the product. Information for a core competence
is achieved through scientific research. Predictions, market
information, and technological possibilities also assist in this
competition.
Data privacy – Private data are often the customer’s own

data or information collected about customers. The manage-
ment of privacy is extremely important to the interviewed
companies. For example, companies cannot typically give up
or sell information about their customers. The statistics that
are collected from the customers or from the customers’ data
can be delivered further only with the customers’ approval.
Open data will become private data when private elements
are added to the open data set.
Data integration –Data integration is seen as a competitive

benefit and provides new business possibilities. Open data can
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TABLE 3. The results of the ‘‘application’’-theme interviews.

provide additional value for other data sources. For example,
the integration of open data with the information gathered by
itself creates information that nobody offers at this moment.
In addition, it should be possible to integrate one’s own
information with the advertisers’ information. The applica-
tion developers said that data integration should already be
considered in the data-processing phase; the data should be in
a form that can be integrated later. There should be schemas
for open data. The produced content should follow the related
standards. There is also a need for a data broker supporting the
publishing of data and sharing of data.
Data licenses – Data processing and the collection of data

causes costs, and thus, in many cases, it is not possible to
provide data to customers for free. Application developers
estimated that there could be a small fee for the used data;
the producer will earn money from the data if it ensures the
existence of the open data sources and provides some kind
of SLA for the open data source. There should be standards
for the representation of open data; at least, the government
of different countries should obey standards. It should be
clear how the data can be used in applications and services.
The application users thought that there is an ethic viewpoint
in the data licenses; it would be reasonable if the original
source of the data would be referred. This assists in the
estimation of the reliability of data: the application user could
see that a reliable actor has provided the data and nobody
has changed them or made their own conclusions as a result
of the data. Application developers felt that it is unclear
who has the responsibility for the correctness of open data
and the permanency of APIs and data sources. According to
a tool provider, customers often want everything to be free
and do not want to pay for information. Data licenses and
other payments are often defined or restricted in contracts.

The data providers estimated that licensing rules depend on
an application, i.e., how critical the application is. There will
be different contracts for different data, e.g., for free data and
for certified/audited data. Often, officials provide their own
contracts that must be used.
Data sale – The data processing provides additional

value for data. For example, processed data could be used
for targeting advertisements for certain customers. Differ-
ent shops and stores could be ready to pay for this kind
of information. A data provider estimated that a com-
pany’s sales in the ecosystem would come from B2B and
B2C sales.
User groups – The data providers believed that there are

several kinds of users, such as application developers, inte-
grators and end-users for open data. These users’ goal is
to make all information available to the all actors. A tool
provider revealed that the recognition of the user groups
of a product/service is sometimes difficult. Discovering the
problems and needs of users requires more user research.
An application developer estimated that more applications
will be required for hobbies in the future.

B. APPLICATION THEME
Table 3 summarizes the results of the ‘‘Application’’-theme
interviews.
Open data – Data providers’ content is more or less raw

data or information. Service providers can then produce
refined information and knowledge from the content. In the
future, the goal is to provide more open data for customers.
Customers have a use for slowly changing data, but fresh
and rapidly changing information is more important. Users
can give feedback to data providers and thus improve the
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correctness and quality of the data. The interviewees thought
that it is more secure to use popular sources of open data in
business-critical applications; the reliability and permanency
of a popular open data source can be assumed to be better than
a less-known open data source.

A data provider emphasized that due to operating a global
business, it is not enough that certain (e.g., location-related)
data are open in Finland; they should be open everywhere.
When data are not open, certain services are only available
in certain countries. Application developers emphasize that
standard formats are required for open data. In addition,
there should be a clear description of the API of an open
data source. The data providers and application developers
said that there should be a means to ensure the permanency
of data sources and APIs and the reliability of data. The
risk that data sources disappear can limit the usage of open
data in applications. SLAs are needed for open data sources.
Additionally, business should not be trusted in the hands of
one data provider; there should always be a back-up plan.
Data drivers – Application users need processed data but

cannot typically implement the processing itself. Data/service
providers identify the need for data-processing services and
for an intermediate data-processing layer. Data drivers were
considered important, but third parties should implement
these drivers because the companies find it difficult to imple-
ment the drivers by themselves. A driver should form and
unify the data, analyze (or parse) the data and visualize the
data. Drivers could be used, for example, for advertisement;
the advertising companies could have some kind of link to
the driver for which they would pay. The data must always be
adapted for the user; they must be in a format that is needed in
the customer’s core business. The handling of users’ privacy
should be considered in the data processing of data drivers.
Application domain – Open data can make it possible

to provide extra features to applications and will provide
new opportunities for software integrators and application
developers. The application domain would not be restricted
to any specific domain. There could be applications for
operators and applications for customers. Applications could
also extend to existing big software systems by providing
new features. Applications that support decision-making are
needed in different application domains. For example, there
is a need for applications that guide the user or provide
a snapshot of the overall situation. Open data requires data-
mining tools to extract the essential data from the data flows.
Data security has an important role; there must be ways to
recognize users and control the access to data.
Tool support – Tool support was considered self-evident.

The tools and applications for processing are created by
others. The tools should be standard, and they should have
stable and compatible APIs. The challenge presented by these
data is that often, situations are unique, and it is difficult to
represent the data with the available tools.
IPR – Clear IPR is needed. It is important to make sure that

the business is under its own control. In customer work, the
IPRs belong to a customer.

Selling/marketing – Application users emphasized that
there are small application markets in Finland. Several data
providers stated that it is difficult to find out what kind of
information is available, and it is difficult to find good appli-
cations from app stores. According to application develop-
ers, applications are often based on commercial agreements.
Applications can be provided as a service or be sold to other
operators (B2B). In addition, there are licensed applications,
whereas a portion of these applications is a company’s own
property. Furthermore, applications are not always in the core,
but there are markets for integrated solutions consisting of
different kinds of devices and software systems.
Users – An application is often a way to provide a service

to customers. The usability of applications is increasingly
important in competition and easy-to-use and easy-to-learn
user interfaces are needed. Thus, there is a great need for
the usability testing of applications. In addition, application
developers could tailor applications to different consumer
groups of open data.

C. CO-CREATION THEME
Table 4 summarizes the results of the ‘‘Co-creation’’-theme
interviews.
Application idea – The application idea can come from

customers or from the company itself. In many cases, ready-
made products or services can be applied, and standard APIs
assist different stakeholders in integrating their solutions to
SW systems.
Partners – Generally, the companies had quite compact

and stabilized partner networks. Some companies contracted
a great deal of consulting work, and some also use subcon-
tractors in software development. In a project type of work,
the customer sometimes selects the partners, and the company
sometimes selects the partners. According to a tool provider,
the selection of a partner was dependent on the case; the dif-
ferent partners are usually oriented to different technologies.
Division of work – Each actor must have a natural role in

the ecosystem; otherwise, actions must be implemented by
themselves. The division of work between partners must be
strictly defined for each task. A tool provider stated that
by cooperating with partners, a company can accept larger
projects. Some companies saw themselves as independent
actors in the value chain in which there was not much com-
munication between different actors. Some companies saw
themselves operating in a value network, as the information
and money moved in many directions. The responsibilities
should be clearly shared between actors; all actors do not
do everything. In addition, clearly defined APIs, components,
and the named responsible must be defined for each task.
A data provider company described itself as an actor in a

data flow. All data are not necessarily delivered for the next
actors in the data flow, but there can also be secondary flows
in the data flows. It is important that customers participate
in the early stage of the creation of application concepts.
Pilot customers can provide feedback for development. One
interviewee felt that the more partners there are, the more
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TABLE 4. The results of the ‘‘co-creation’’-theme interviews.

complicated the things are. However, when the company
succeeds, it will be easy to find new partners.
Costs and profits – The earnings/benefits should be shared

in the ratio of the work done. The sharing of tasks, costs and
revenues is often difficult to agree upon beforehand. These
specific assignments can be agreed upon later so that in each
co-creation activity, an agreement ismadewith regard to these
issues.
Distribution of profits – According to the data providers

and application developers, cooperation does not work if an
actor takes too large a share of the profits. It should be a
win-win situation for all stakeholders. There should be fair
mechanisms of the sharing of profits between partners.
Contract management – The contracts with partners are

clear. Sometimes, the contracts must be flexible and to be
able to be created quickly. An application user estimated that
the contracts between partners will be functional only within
each layer.

D. ODE-BASED BUSINESS THEME
Table 5 summarizes the results of the ‘‘ODE-based business’’-
theme interviews.
Motives – All companies saw several motives and advan-

tages of the ODE. The ODE can support the creation of
ideas and the visualization of products and provides a new
kind of basic function and new data-based content. Data
can provide additional value for products, and the ecosys-
tem enables the creation of more services/applications that
do not compete against the company’s own products. Thus,
open data are seen as a way to improve competitiveness.
The opening of data increases the utilization rate of data and
makes the data available to a larger number of developers
that create applications for special groups and for specific
purposes.

Civil data improve the accuracy of the snapshot of the
overall situation. However, there must be some kind of reward
from produced data, and citizens must benefit from the data.

The ecosystem enables an increased understanding of what
could or should be done and with whom. The ecosystem
also assists in achieving new partners and new customers and
enables a company to serve its customers better. For example,
the interviewees identified that the customers could use infor-
mation more effectively in business. The ecosystem could
also increase sales and facilitate sales and marketing efforts.
Risks – Open data can change the business environment,

and companies also saw some risks in the ODE. Firstly, it
is possible that a business would not be profitable in the
ODE. Costs increase, but consumers do not use the ser-
vices/products. Furthermore, there is a large amount of work
in terms of the maintenance, support and marketing of the
ecosystem. Secondly, because the situations in companies are
changing continually, no company seeks to enter into very
binding contracts. In this way, it is easy to break contracts.
Thirdly, the concept of data drivers was seen as a risk: the
application user stated that it would be more rational to use
or acquire open data directly from a data provider than to be
dependent on the providers of data drivers. There is also a
great risk that the data driver service is not available when it is
required. Fourthly, for open data, the identified risks included
that the data could not be provided openly, the privacy rules
change, and the data are so different that a single platform
cannot manage all data. The data providers were worried
about the quality of data and changes in the quality of data.
The quality of data is not in their own hands. Furthermore,
the easy access to data can bring new competitors. Open
services can cause problems for chargeable services if another
actor provides the same service for free. A tool provider was
afraid that customers may not understand the concept and
use of open data; the customers may be afraid that because
the information is free, they must still pay for it according to
the contract.
Requirements of an ecosystem – A business ecosystem

cannot be created, but it should naturally emerge. There is
no ecosystem if the ecosystem does not provide a role and
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TABLE 5. The results of the ‘‘ODE-based business’’-theme interviews.

benefits for all of its actors. If the ODE is established, it
should be a proper investment from the beginning. Joining the
ecosystem should be easy and clear. The ecosystem should
provide proper support to all of its members and support the
development of contracts between actors in the ecosystem.
Often, companies are afraid that their ideas may be stolen.
The contracts should clearly define the rights of each partner
and how payment issues are dealt with. The growth rate of a
business can be very fast in the ecosystem. A data provider
estimated that there should be more operators of open data.
Operator services are needed for a centralized payment mech-
anism and for a centralized mechanism to share profits inside
the ecosystem. The ODE should support in terms of business
know-how, finding new markets and assisting companies to
see what kinds of products and services are in demand and
what consumers really want. Often, Finnish companies let
technologies lead the design. They use information but in a
misguided way. The result is that they produce a complicated
product for which there is no demand. The ODE should
also consider internationality; cultural differences should be
taken into account. The responsibilities of data verification
should be defined in the ecosystem. It seems that there is
a need for a data quality verification service in the ecosys-
tem. The ecosystem should provide information about the
available data. The ecosystem should also define how the
data/information are created. There should be definitions and
possibly standards of how to create measurable information,
how to store it, etc. Local and unstandardized APIs will

create risks for the whole ecosystem. The SLAs for data were
also suggested. Furthermore, some form of standardization
could facilitate or change the role of the data drivers. In this
way, it would be easier to find another service that has the
same functionality. There should be a developer community
for tools, APIs and frameworks. In addition, there should
be a mutual trust that development continues and that the
framework works in real life.
Ensuring business – According to the data providers, to

ensure business in the ODE, it is important to avoid monop-
olies. The network must be designed so that it is possible
to replace the actors and used solutions with new ones. The
usage of standard APIs helps in this regard. New kinds of
business models are required when acting in the ecosystem,
and the work performed must have value in the business. In
addition, by knowing the customer’s businesses well, services
can be tailored for customers and their information systems.
A data provider would be willing to pay to ensure the quality
of data sources. Some interviewees saw that there could be
an opportunity for the ecosystem and business opportunities
for companies that produce processed information. There will
also be a demand for data integration and analytics.
Establishing cooperation – As cooperation in an ecosys-

tem begins, there will be settled practices. The size of the
ecosystem is important; first, it will be small, but the bigger it
gets, the easier it will be to find partners to join it. The larger
the ecosystem is, the more interesting it is to application
developers.
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E. A REFINED OUTLINE OF THE ODE
Wemodified the first outline of the ODE based on the require-
ments obtained in the theme interviews. The theme interviews
revealed that value networks are formed dynamically among
actors to reach a solution. Thus, the ODE should support fast
networking; once a demand has been identified, it should
be possible to quickly establish a value network, ensuring
that different actors can find needed partners, and agree on
the division of work, distribution of costs and distribution of
profits. Several value networks co-exist inside the ecosystem;
they are formed and dissolved according to the situation
at hand.

FIGURE 3. The roles of actors in the refined outline of the ODE.

The interviewees identified new kinds of actors and ser-
vices that are needed in the ODE. Fig. 3 introduces the
refined outline of the ODE through the actors’ roles. A new
actor group ‘‘Data brokers’’ is depicted in the box with
dashed lines, and new roles within the previously defined
actor groups are illustrated with the * mark. The following
subsections discuss the identified ecosystem actors, roles and
services.

1) NEW ACTORS AND ROLES IDENTIFIED
An entirely new actor class, Data Brokers, was identi-
fied. In addition, new roles were identified in the Service
Provider, Data Provider and Infrastructure and Tool Provider
classes.
Data Brokers–The broker actor includes the following

roles:
• Data promoters: A data promoter finds out data and
advertises them to the actors (e.g., application devel-
opers) of a certain domain or to matchmakers. It also
maintains ‘‘a list’’ of available data in the ecosystem
and the quality of data, price, applied licenses, etc.
The promoter receives a fee from the data providers
for the advertisement of their data and from end-users
or consumers (when using the data directly) to mediate
information about the data source.

• Distributors: These provide the communication chan-
nels and distribution channels of data and applications.

A promoter receives a fee from the channel user depend-
ing on the channel and the usage type (e.g., communica-
tion, data transfer).

• Matchmakers: The ecosystem should uncover the
demand for data and the quality of the demanded data
from end-users and match the demand with the best
available data source (received from the data promoter)
and data transfer service. It should also inform if there is
a demand for not-yet-available data. This matchmaking
also enables the automation of data matching and selec-
tion in the digital environment.

Service Providers – There is a need for the following new
roles of service providers:

• Monitoring service providers: These services are
capable of monitoring data in physical and logical
environments and detecting any changes in data. Based
on monitoring services, the actors can create applica-
tions that can automatically or semi-automatically react
to the changes (in real time) in the environment and, for
example, notify the application users about changes in
the environment.

• Context recognition service providers: Monitoring
services require services that are capable of recognizing
contexts from data streams.

• Visualization service providers: These services are capa-
ble of visualizing the essential information in an under-
standable way to different user groups.

• Business developer consultants: An open data consultant
that assists companies in understanding the possibilities
of open data in a company’s business. It knowswhat kind
of data a company owns and identifies customer needs
and the utilization areas of the available data.

Data Providers – There is a need for knowledge providers
that offer expert services based on knowledge refined from
information.
Infrastructure and Tool Providers – There is a need for

interface providers that develop user interfaces for consuming
data with different kinds of devices.

2) IDENTIFIED NEW SERVICES
The interviews revealed that the ODE should provide services
for:

• Contract-making: The ecosystem should assist the actors
in developing contracts with each other. This contract-
making should be clear and rapid.

• Finding partners: The ecosystem should maintain a cat-
alogue of the ecosystem’s actors and the expertise and
reputation of each.

• Finding services: The ecosystem should assist in finding
applicable services and candidate services.

• Finding information: The ecosystem should be aware of
the available open data/information and assist the actors
in finding relevant information.

• Finding markets: The ecosystem should have a means
of market research and of finding new markets and
customers.
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• Data validation, and the definition and standardization
of data and interfaces: The ecosystem should define and
describe the used syntax and semantics of open data.

• Business models: The ecosystem should assist in defin-
ing the appropriate business model for the actors of the
ecosystem.

V. DISCUSSION
The results show that an open data based business model can
bring both direct and indirect benefits. In open data based
business, data flows are created between data producers and
data consumers. However, it seems that in many cases, a
cash flow between data producers and data consumers is not
created, but an open data business can indirectly benefit the
business of the producer of the data. One goal can be out-
sourcing; there could be data providers that provide data for
free and hope that there will be actors that develop useful
applications and services around the data and will therefore
support the business of the data provider. Another option is
to sell data with a pay-per-use model or achieve profits in
data-based application usage. In addition, a need for free open
data and for licensed/premium open data can be identified.
Openness is the key work in business models, as an open
data based business moves ahead from the proprietary soft-
ware business. The transformation to the cloud-based busi-
ness model should also be considered. The cloud-based
business model provides solutions to scalability, capacity and
interoperability problems and enables customer-side charac-
teristics, such as pay-per-use pricing, ubiquitous access and
on-demand availability.

The selection of companies and interviewees affects
the results of this research. Thus, the represented results/
requirements cannot be generalized for all kinds of compa-
nies. For example, the requirements of the ecosystem could
have been different for companies whose core business does
not involve data/information. In addition, the selection soft-
ware professionals instead of business professionals could
have resulted in more technical outcomes of the interviews.
The interviews were performed in Finnish companies. Thus,
the results of the interviews cannot be directly globally gen-
eralized. However, because several interviewed companies
conduct international business, it can be assumed that the
results may also be valid in countries other than Finland.

The rest of this section summarizes the results of theme
interviews from the perspective of the core elements, open
data, services and applications. The following subsections
discuss the most important challenges and opportunities that
relate to these three perspectives, how the business model
elements are supported in the ODE, and the feasibility of the
ODE.

A. CHALLENGES AND OPPORTUNITIES OF OPEN DATA
Heterogeneous open data, non-standard APIs and varying
licensing conditions complicate the use of open data sources
in commercial applications and services. Several data utiliza-
tion domains were identified in the interviews. In addition,

several business opportunities were found, such as providing
information that competitors do not have, selling data-based
knowledge, integrating data and data mining. There is an
increasing need for raw data, refined information, knowledge,
rapidly changing information, predictions and market infor-
mation. The reliability of data and data sources were seen as
important in the interviews. Free data are often assumed to
have low quality. Furthermore, the permanency of free data
sources is considered uncertain. Contracts (e.g., SLAs) were
seen as a way of ensuring the existence and quality of open
data sources. In addition, there are business opportunities for
data promoters validating the data before advertising them
further to other ecosystem actors.
It seems that the companies currently do not have much

knowledge about open data and the license conditions of
open data sources: Firstly, the open data sources should be
marketed for companies. For example, public andwell-known
catalogues are needed for open data. Secondly, the companies
should identify the benefits of open data and recognize how
open data can be used in their business in the future. There is
a need for matchmakers that know what kinds of open data
are available and also know what kinds of data company own
and identify customer needs and the utilization areas of the
available data.
Open data are now often available via non-standard APIs.

As a result, there are strong dependencies between an applica-
tion/service and open data sources and are difficult to create
applications/services that work in different regions and in
different countries. A standard way to describe data sources
and APIs is required as well as a uniform format for the data.
Because a large amount of data is private (e.g., the customer’s
own data, or data about individual persons), the management
of data privacy is important. In addition, varying licensing
conditions complicate the use of open data sources.

B. CHALLENGES AND OPPORTUNITIES OF THE
SERVICES OF OPEN DATA
There is a great need for data processing, analysis, and
integration services. The data processing provides additional
value for data and the integration of open data with the
private data creates information that nobody offers at this
moment. Data mining from databases and data flows and
the combination of information will provide many benefits.
Generally, almost real-time data was seen to provide a com-
petitive edge. The services of real-time data can improve
safety and enable predictions. The huge amount of open data
and the real-time property brings a challenge to data mining
and semantics handling.
There are several technical/non-technical challenges

related to the use of open data in business and in internal use.
The data integration should be considered in the data-
processing phase. The data processing is costly; there is
a clear need for the intermediate layer of data processing.
In addition, optimizing algorithms are required for the
analysis of open data. An observer agent is needed to
obtain relevant, new and accurate data for the service
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provider. The utilization of silent data requires considera-
tion of how the silent data can be extracted and opened.
In decision-making, the exploitation of open data with
internal information could assist in process improve-
ment and automate decision-making. Decision-makers need
non-numeric information and essential information that must
be extracted often from larger data sets. The information
should be finally visualized for decision-makers. In the cus-
tomer interface, personalized digital services can be provided
for open data. The challenge remains of how to exploit open
data with customer-specific data.

C. CHALLENGES AND OPPORTUNITIES OF THE
APPLICATIONS OF OPEN DATA
Applications can be developed for sale, for a company’s inter-
nal use and for cooperation with partners. The developers of
businesses receive incomes from application sale and usage.
Developers for an organization’s internal use create applica-
tions for the organization itself, for certain user groups, or to
be used inside organizations, obtainingmore efficient produc-
tivity and business. Developers for cooperation between part-
ners develop applications to improve the cooperation between
partners, obtaining more efficient cooperation with business
partners.

The open data enable the creation of new features of the
applications. In addition, the application can extend existing
software systems. For example, there is a need for decision
support and guidance applications. In addition, open data
provide new ideas and totally new kinds of user-innovated
applications. However, at the same time, the usability of
applications must be ensured. Market research is required
to find out users’ needs. Thus, it is important to collect
ideas for applications and feedback from the users and
enable the co-creation of applications with different partners.
There are small markets for applications in Finland. Thus, it
should be possible to adapt applications for different regions
and for different countries. For the cross-country open data
applications, the standard APIs and globally opened data
are prerequisites. A validation of the quality of data was
required as well as assurance of the permanency of data
sources.

D. HOW BUSINESS MODEL ELEMENTS ARE SUPPORTED
IN THE ODE
The ODE supports business model elements as follows:
Value proposition – The ODE services provide assis-

tance in finding what data/information/service is available for
innovation and application development.
Key partners – The ODE provide assistance in finding

partners, e.g., using a catalogue of classified, registered
ecosystem actors. The data promoter ensures the trustworthi-
ness of data providers in the ecosystem.
Co-creation – The ODE provide assistance in terms

of clear, flexible and rapid contract-making with partners,
e.g., with ready-made templates. These contracts define the
responsibilities and earnings of each partner.

Key channels – Distributors provide the communica-
tion channels and distribution channels for data and appli-
cations. Network operators provide mobile connectivity.
A marketplace enables the sales of data driver services and
applications.
Cost structure and Revenue stream – The ODE provide

assistance in making cost-sharing arrangements in each
co-creation activity and mechanisms for agreements.
Arrangements for profits-sharing should be made with regard
to the ratio of work, enabling a win-win situation for all
stakeholders.
Customer/market segments – The ODE services provide a

means of market research and of finding new markets and
customers, assistance in identifying different user groups, and
assistance in conducting user studies, which can be used to
find out the needs of certain user groups.
Data structure – Standard formats of open data define the

syntax and semantics of open data and interfaces applica-
ble to all data providers. The use of standard data formats
guarantees that the data driver services produce output data
in an interoperable way. Data reliability is supported by the
validation of data through data promoters, which maintain
‘‘a list’’ of the quality of available data. Licenses provide
defined and applicable license policies used in the ODE.
Licenses are required before data can be used. Therefore, it
should be clear to users how the data can be utilized. The
ODE defines the practices of how privacy issues are handled
and how to protect data from unauthorized users. Data fees
specify the defined and agreed-upon fees for the data.
Business development – The ODE provide assistance in

market research to find out the demand for data and data-
based solutions and to provide information about new data
for new ideas, content, products, etc. Matchmakers assist in
matching the demand with the best available data source.
Consulting services assist in understanding the possibilities
for open data in a company’s business. The ODE defines clear
IPRs for the data, services and applications and also provides
information about alternative data sources and services if
the selected ones become unreliable or unavailable. The
ODE also assists in defining the appropriate business model
by providing a template and guidelines for elements of the
business model.

E. FEASIBILITY OF THE ODE
In addition to technical challenges, we believe that the most
difficult challenge is to obtain enough actors for the ODE.
Firstly, there must be enough actors that see the benefits
of the ODE and are motivated to actively participate in the
development of the ecosystem. Secondly, the ODE should
naturally emerge. All of the ecosystem actors are equal;
monopolies should not exist. Each ecosystem actor should
identify its role in the ecosystem and create the company’s
business model accordingly. The joining of the ecosystem
should be fast and easy through registration. After registra-
tion, the actor has access to all data in the ecosystem. The
actors in the ecosystem cooperate in value networks, which
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are formed dynamically and rapidly to respond to a certain
demand. Several networks may emerge simultaneously inside
the ecosystem. In the beginning, the ecosystem is assumed to
be small, but the bigger it gets, themorewilling the companies
are to join it.

There are at least two options for the development of
the ecosystem: development from scratch or development by
extending the existing technical solutions, such as CKAN,
enabling straightforward service and application develop-
ment, thusminimizing the amount of work needed to establish
an ecosystem. This development can be started by a company,
community or organization by itself, with partners or with
other actors, for example, in the same domain. There are also
two options for the content of the ecosystem: 1) the ecosystem
emerges around a certain domain, being domain-dependent,
or 2) there is a ‘‘universal’’ ecosystem applicable to all inter-
ested parties from different domains, being therefore domain-
independent. It is obvious that there is a great amount of work
needed to maintain the ecosystem. It must be clear from the
beginning who is responsible for the maintenance, support
and marketing of the ecosystem. There can be, for example,
a separate ecosystem provider, or one of the ecosystem actors
(e.g., a large data provider) takes on the role of an ecosystem
maintainer.

VI. CONCLUSION
This paper defines an initial outline for the open data
ecosystem based on a literature survey and describes the
requirements of the ODE based on information collected by
interviews performed in 11 Finnish companies. The inter-
views revealed the state of practice in data-based businesses
as well as the future visions of the industry on open data based
business. The results of the interviews assisted in refining the
refined outline of the ODE and understanding the challenges
that data-based business still embodies.

The study revealed several requirements of the open data
ecosystem, including the roles of the actors and the required
services that must be defined and implemented while estab-
lishing the ecosystem. The interviews helped to identify sev-
eral motives for joining the open data ecosystem. However,
there are still some obstacles and risks that have to be taken
into account in the development of the ODE. A great deal of
work is required for implementing the defined requirements
and overcoming the identified obstacles in order to enable
profitable business for the actors of the ecosystem. According
to the interviews, the interest in open data based business
is high. Thus, the ODE could provide great benefits for the
involved actors and their businesses through open data and
the services and applications around them.
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ABSTRACT The use of freely available online data is rapidly increasing, as companies have detected the
possibilities and the value of these data in their businesses. In particular, data from social media are seen
as interesting as they can, when properly treated, assist in achieving customer insight into business decision
making. However, the unstructured and uncertain nature of this kind of big data presents a new kind of
challenge: how to evaluate the quality of data and manage the value of data within a big data architecture?
This paper contributes to addressing this challenge by introducing a new architectural solution to evaluate
and manage the quality of social media data in each processing phase of the big data pipeline. The proposed
solution improves business decision making by providing real-time, validated data for the user. The solution
is validated with an industrial case example, in which the customer insight is extracted from social media
data in order to determine the customer satisfaction regarding the quality of a product.

INDEX TERMS Architecture, big data, metadata, quality attribute, quality of data.

I. INTRODUCTION
Nowadays there is a lot of freely accessible data available
online. This data is made available by different parties, such
as public sectors, private companies, different organizations
and institutes, single individuals and the different forms of
social media. As the amount of data is enormous, the term
‘big data’ becomes apparent, meaning a massive volume
of structured and/or unstructured data being too difficult to
process using traditional database and software techniques.
Benefits of open data [1] have already been discoveredwidely
around the world. Several public sectors and even private
companies have been interested in opening their data, as data
exploitation has been recognized to include several benefits
for businesses [2]. Recently, also social media data, such as
data from Twitter and Facebook, has increasingly interested
companies in their business decision making, as these
free-formed discussions can provide insight into consumers’
opinions, preferences and requirements considering the com-
pany or its products/services [3]–[5]. Big Data Initiatives
already exist, spreading out in all directions and comprising
various themes, tending to end up in innovative economic
development. For example, there are political initiatives,
like Big Data – Big Deal,1 promoted by the Whitehouse.

1https://www.whitehouse.gov/blog/2012/03/29/big-data-big-deal

A European initiative2 by the Big Data Value Association
focuses on creating value of big data, whereas NIST3 and
researchers in computer science advanced education in India4

introduce R&D Initiatives. The terms of ‘open data’ and
‘big data’ have been familiar concepts also for many com-
panies for several years. At this moment, a new challenge
for companies is to develop a business model around these
concepts and create new value from the data through large-
scale analytics [6]. The big data dimensions; volume, variety,
velocity and veracity [6], pose challenges not only to data
analytics, but also to the big data systems that must manage
all the data.

As a lot of freely accessible data is commonly unstruc-
tured or not more than semi-structured [7], [8] and originates
from indeterminate sources, the quality and trustworthiness
of the data become key issues. Data quality can be defined
according to [9]; data that are fit for use by data consumers.
Trustworthiness of data has a broader meaning, defining the
perceived likelihood that a piece of information will pre-
serve a user’s trust in it [10], and consisting of factors that
influence how data-users make decisions regarding the trust

2http://www.bdva.eu/
3http://www.nist.gov/itl/ssd/is/upload/NIST-BD-Platforms-05-Big-Data-

Wactlar-slides.pdf
4http://drona.csa.iisc.ernet.in/∼bigdata/
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in information. The data-users (in this case, the companies)
need to ensure the quality and trustworthiness of data and be
able to trust in it in their businesses. At first, when collecting
data, the user wants to ensure the reliability of the data and
the data source, leaving out suspicious data. Secondly, when
further processing and analyzing the data, the user wants
to ensure that the quality and relevancy of data are appro-
priate for the specific situation. Reliable and valuable data
enhances business decisionmaking in several ways, enabling,
for example, real-time demand predictions, the estimation
of trends, and innovation of potential new products/services.
The usage of unreliable data, such as data from suspicious
sources, or corrupted, subjective, inaccurate or incomplete
data, has a high risk for a company’s business, andmay lead to
poor or incorrect business decisions. Furthermore, the usage
of valueless and irrelevant data for certain situations causes a
lot of unnecessary effort and expenses for companies.

The evaluation of data quality has relevance in one
or more data processing phase(s) of big data architecture
(i.e. big data pipeline); in data extraction, data processing and
analysis, and finally in decision making. Therefore, quality
evaluation of big data must be considered during architec-
ture design, when designing how the data goes through the
pipeline of a big data system.Difficulties in quality evaluation
are determined by the fact that data quality cannot be judged
without considering the context at hand [10]; the same quality
attribute is applicable to different situations but the evaluation
metric is different. In addition, there are no agreed definitions
of quality attributes or classification of their applicability
to certain contexts. Furthermore, the characteristics of big
data, [6], [11], and [12] as such, set special challenges for
quality evaluation. The growing amount of semi-structured
and unstructured data, new ways of delivering information
and user’s changed expectations and perceptions of data
quality have been recognized as new challenges in data
quality research [8]. Thus, it is obvious that new means
are required for data quality evaluation for such kinds of
big data.

The purpose of this paper is to describe how to ensure
the quality and trustworthiness of social media data for
company’s business decision making. We introduce a novel
solution for data evaluation, in which the data consumer can
select the applicable quality attributes and evaluation metrics
for the context and situation at hand, and evaluate the quality
attributes with evaluation metrics. The solution follows the
pipeline of the big data reference architecture of [7].

This paper is organized according to the following:
Section 2 defines the basic terms used in this work, and
provides state-of-the-art of the big data architectures, and
the application of metadata, quality attributes, quality metrics
and quality policies in business usage. Section 3 introduces
our solution for data quality evaluation in big data
architecture. Section 4 provides a case example of how the
developments are used in practice; an industrial case com-
pany achieves insight into customer needs utilizing social
media data. Section 5 provides the validation of the trial

usage of the solution and identifies the shortcomings and
development targets. Finally, section 6 concludes the work.

II. BACKGROUND
A. TERMINOLOGY
The following terminology is used in this paper:
Data – Data that is produced by observing, monitoring, or

using questionnaires, but has not yet been processed for any
specific purpose.

Big data – Data that is numerous, cannot be categorized
into regular relational databases, and is generated, captured,
and processed rapidly [11].
Big data architecture – An architecture that provides the

framework for reasoning with all forms of data [13]. Thus,
it is a logical structure of core elements used to store, access
and manage the big data.
Information – Data that is refined and processed for

assigning meaning to the data [14].
Knowledge – Understanding of a subject. Knowledge can

be implicit or explicit, and it is more or less systematic.
Theoretical knowledge represents explicit knowledge on the
meaning of data. Practical knowledge is implicit and less
systematically collected, represented and shared.
Service – A digital service that provides additional value

for data processing and can, for example, support data
collection, analysis, sharing and/or representation [2].
Quality attribute – A representation of a single aspect or

construct of a quality [9].
Quality metric – A measure of certain properties of the

quality attribute, evaluating the degree of presence of the
quality attribute [15].
Quality assessment – Assessing of the quality of raw data

as such, without considering the context or the intended use
of data.
Quality evaluation – Evaluating the quality of informa-

tion, taking into account the context and the intended use of
information.
Metadata – Structured information that describes,

explains, locates, or otherwise makes it easier to retrieve, use,
or manage an information resource [16]. Quality metadata
describes the quality attributes of the data and the metrics for
each quality attribute.
Quality policy – A policy is a collection of alternative

tasks and rules, each of them representing a requirement,
capability, or other property of behavior [17]. Quality policies
are used to generate quality objectives, serving also as a
general framework for action [18].

B. BIG DATA ARCHITECTURES
Big data can be categorized according to data sources,
content format, data stores, data staging and data
processing [11]. Each of these categories represents several
new challenges to data-intensive systems. To achieve high
performance, availability and scalability, the big data systems
are often distributed. Both software and data architecture
must be resilient; the data must be replicated to ensure
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FIGURE 1. High-level view of big data reference architecture [7].

availability and the components of the architecture must be
stateless, replicated and failure tolerant [19].

Several implementation architectures of big data systems
have been published based on commercial services
(Facebook, Twitter, LinkedIn, Netflix, etc.). Recently, a big
data reference architecture [7] was published, which had
been missing from earlier literature. The big data reference
architecture is based on the analysis of published imple-
mentation architectures of big data systems. Fig. 1 describes
the high-level design of the reference architecture (see [7]
for a detailed description and related technologies) derived
from published big data use cases. The architecture consists
of functionalities (depicted with a rectangle), data stores
(circles), and data flows (arrows) between them. Data flows
typically from left to right in a big data pipeline. In a big
data system, data may be extracted from different sources
and stored in a temporary data store. Data may also be further
loaded and transmitted into a raw data store, and processed
for extraction of new information (to be stored into an
enterprise data store). Further, the gathered data is typically
analyzed, and results are stored (into a data analysis store).

Finally, the analyzed results may be further transformed for
serving applications and visualization purposes.

The reference architecture does not consider metadata
aspects of big data, which are focused on in this paper.

C. METADATA AND METADATA STANDARDS
The properties of data, such as provenance, quality, and
technical details, can be described in metadata of the data,
which is simply ‘data about data’. Thus, metadata assists
end-users to validate the quality and value of data for busi-
ness usage. However, at this moment the end-users are only
slightly satisfiedwith themetadata available to them [20], and
the recent metadata standards do not assist in finding out the
quality of data from the data end-user’s viewpoint.

Metadata is commonly classified in three categories:
descriptive, structural, and administrative metadata [16].
Descriptive metadata identifies a resource and describes
its intellectual content. Structural metadata indicates how
compound objects are put together, supporting the intended
presentation, and use and navigation of a data object.
Administrative metadata provides information necessary to
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allow a repository to manage objects, such as when, how
and by whom a resource was created and how it can be
accessed. Metadata standards intend to establish a common
understanding of the meaning or semantics of the data.
A lot of work has been done by international standardization
bodies on standardizing metadata and registries [16], [21].
Data exchange between systems is accomplished by using
architectural principles of computer and software systems.
The Common Warehouse Metamodel (CWM) [22] is a
de-facto standard for data integration by specifying metadata
for different kinds of objects found in a data warehousing
environment. ISO/IEC 11179 [23] is a standard for metadata-
driven exchange of data in a heterogeneous environment,
defining metadata and activities needed to manage data ele-
ments in a registry. Moreover, the Dublin Core metadata
element set enables service creators to describe their own
Web resources [24].

A study among data end-users reveals that the end-users
consider data quality metadata to be the most useful in
metadata [20]. Although several metadata standards exist,
it is difficult to estimate their advantages and choose the
most applicable one. Furthermore, the standards do not con-
sider data quality aspects from the data users’ viewpoint.
A data-user metadata taxonomy suggested by [20] facilitates
the understanding of various information resources. The
taxonomy includes four classes:
• Definitional metadata describes the meaning of data
from a business perspective.

• Data quality metadata describes the quality of data when
using it for a specific purpose.

• Navigational metadata helps users find the desired data.
• Lineage metadata describes the original source of data
and the actions on the data.

D. QUALITY ATTRIBUTES AND METRICS
Several classifications of data quality attributes exist in the
literature, but although almost 200 terms for data quality
exist, there is no agreement regarding their nature. Some of
the quality attributes are too abstract and lack agreed upon
specifications for concepts and/or metrics for their evalua-
tion. A lot of work has been done in standardizing quality
attributes in the field of software engineering [15], [25], [26].
Quality has also been taken into account systemati-
cally in many works dealing with software architecture
design [19], [27]–[31]. However, in the case of data,
quality issues are not commonly brought into use. Data
quality attributes have traditionally been classified into four
dimensions important to data consumers [9]. The intrinsic
dimension denotes that data have quality in their own right
that is independent of the user’s context. The contextual
dimension considers quality within the context of the task
at hand and the subjective preferences of the user. The
representational dimension captures aspects relating to
information representation, whereas the accessibility dimen-
sion captures aspects involved in accessing information.
Several other works on data quality and trustworthiness

attributes exist, such as [32]–[35], some of them even
focusing on social media [36], [37]. The recent research on
the quality of online data has been reviewed and summarized
under three main factors [10];
• Provenance factors refer to the source of information.
• Quality factors concentrate on factors that reflect how an
information object fits for use.

• Trustworthiness factors influence how end-users make
decisions regarding the trust of information.

The quality metrics are often designed in an ad-hocmanner
to fit a specific assessment situation [38]. Quality assessment
metrics can be classified into three categories according to
the type of information that is used as quality indicator [38].
Content-based metrics use information to be assessed per se
as quality indicator, whereas context-based metrics employ
meta-information about the information content and the
circumstances in which information was created or used as
quality indicator. Rating-basedmetrics rely on explicit ratings
about information itself, information sources, or information
providers.

E. QUALITY POLICIES
The quality policy defines which quality attributes are rele-
vant in the context of the task at hand, which quality metric
should be used to evaluate the defined quality attributes,
and how the evaluation results should be compiled into an
overall decision of whether to accept or reject information [9].
A company’s organizational policy describes the principles
and guidelines required to effectively manage and exploit
data/information resources, whereas decision making policy
is required for configuring quality evaluation according to the
needs of the data-consumer.

The importance of quality policies has been recognized
in several works. The Information Quality Assessment
Framework [39] enables information consumers to apply a
wide range of policies to filter information. The filtering
policy consists of a set of metrics for evaluating the relevant
quality dimensions, and a decision function that aggregates
the resulting evaluation scores into an overall decision on
whether information satisfies the information consumer’s
quality requirements. The approach described in [40] uses an
information source filter for subscribing to a set of known
information sources, and a scoring function to capture the
provenance factors of interest and to assign scores to mes-
sages for each factor. The decision making policy allows the
decision maker to amplify or attenuate one or more prove-
nance factors that may appear to be more or less important
in a particular situation. The framework proposed in [41]
uses policies to specify the confidence level required for use
of certain data in certain tasks, consisting of three major
components: trustworthiness assessment, query and policy
evaluation, and data quality management.

Although some promising policy-based approaches
already exist for quality evaluation [39]–[41], their practical
application is missing. In this work, the represented data
quality evaluation solution applies the quality policies.
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FIGURE 2. Metadata management in big data architecture (enhanced from Fig 1).

III. QUALITY EVALUATION IN BIG DATA ARCHITECTURE
Themain purpose of our solution is to evaluate the quality and
trustworthiness of data, and incorporate the valuable analyzed
results of the data into a company’s business decision making
process. Data evaluation is conducted in several data pro-
cessing phases of the big data architecture, going through the
pipeline of a big data system. The elements and main phases
of the approach are described in the following sub-sections.
The metadata in our solution consists of several metadata
groups; the whole metadata set is described in the next sub-
section, but since our focus is on quality, the rest of the paper
concentrates only on the quality viewpoint.

Our solution utilizes the big data reference architecture
of [7], adding the metadata management element into the big
data pipeline (Fig. 2). The metadata management consists of
one data store; metadata, and two functionalities: metadata
management and quality management. ‘Metadata’ is a data
storage used to store, organize and manage the metadata.
‘Metadata management’ enables extraction of metadata, and
access to metadata. ‘Quality management’ assigns values
to quality attributes based on the properties of associated
metadata and data sets.

A. DATA AND METADATA IN THE BIG DATA PIPELINE
1) DATA AND DATA REFINEMENT
Fig. 2 describes the flow of data and creation of information
through the big data pipeline. The data that is extracted
into a big data system may be structured, semi-structured,

or unstructured. Structured data has a strict data model
(e.g. based on a database schema). Semi-structured data is not
raw data or strictly typed, but instead it has an evolving data
model (e.g. JSON/XML documents) [7]. Unstructured data is
not associated with a data model, and can have miscellaneous
content, such as documents, pictures, videos, etc. Data is
extracted from the data source to a company’s system as a
data set that is an identified collection of data that contains
individual data units organized in a specific way and col-
lected for a specific purpose. Extracted data may be stored
temporarily (into temp data storage), until it is loaded and/or
preprocessed, and stored permanently to raw data storage.

When the data is processed, i.e. cleaned, replicated, com-
bined or compressed, the raw data is transformed to enhanced
data, and stored temporarily into preparation data storage.
New information may also be extracted from raw data, and
saved into enterprise data storage (by storing raw data in
a structured format [7]). Deep analytics creates additional
insight based on data/information, and entirely new data sets
may be created in the form of analysis results. The analysis
enables getting value from data and increasing data con-
sumer’s understanding of the data; thus transforming the data
into information. Data transformation finally modifies analy-
sis results for serving end-user applications (e.g. servicing of
analytical queries).

2) METADATA GROUPS
In our approach, metadata is defined as data about gathered
data sets in a big data pipeline. The metadata of the data set
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TABLE 1. Quality attributes of quality metadata.

is divided into five groups based on the existing standards
(e.g. [23] and [24]);

1. Navigational metadata (i.e. where the data set can be
found) provides the list of semantic tags or keywords
identifying the data set, and the location where the data
set can be found.

2. Process metadata (i.e. where did the data originate from
and what has been done to it) describes the original
source of data, processing performed on the data set
and the processing application.

3. Descriptive metadata (i.e. what does the data mean)
consists of business and technical metadata. The busi-
ness metadata describes the meaning of the data set
from a business perspective (e.g. a link to the orga-
nizational policy to be used in evaluation of the data
set) and its purpose for decision making (e.g. a link
to the decision making policy to be used in evaluation
of the data set). The technical metadata provides the
technical information of the data set, such as a unique
identifier, the language and size of the data, content
description, data creator and creation place, content
type and format, and required software to render and
use the data.

4. Quality metadata (i.e. the applicability of the quality
of data for its intended use) consists of the attributes
(e.g. timeliness and accuracy) and the metrics that
describe the quality of data.

5. Administrative metadata (i.e. how to access and use
the data) describes the data provider, the applicable
license(s) and access rights on the data set, the
copyright holder and indicator of the data privacy level.

This work concentrates on quality metadata, assuming that
other groups of metadata also exist.

FIGURE 3. Properties of data quality metrics (adapted from [42]).

3) DESCRIPTION OF QUALITY METADATA
Table 1 describes the attributes of quality metadata. Each
quality attribute describes a single aspect or construct of a
quality. A quality attribute consists of one to several quality
metrics that are measures of certain properties of the quality
attribute (Fig. 3). Each metric has the following properties
(adapted from [42]):
• Description: the description of the metric
• Purpose: the description of the metric purposes
• Target: where the metric can be used.
• Applicability: when the metric can be used.
• Formula: how the value for the metric is achieved.
• Value range: the range value for the metric
measurement/evaluation.

• Acceptable value: the minimum measure accepted for
the quality attribute.

• Rule: the set of constraints defining the set of targets of
measurement, the set of value ranges for the measure-
ment unit and the time when the metric is valid.

4) SELECTING QUALITY METADATA
ATTRIBUTES FOR A DATA SET
The collected data can be of different types, such as a) any
freely available data according to a company’s interests,
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TABLE 2. The application of social media data quality attributes.

originating from uncertain sources from the Internet,
(e.g. data from web pages or from social media),
b) deliberately collected external data from reliable or uncer-
tain sources for certain internal process purposes, (e.g. for
market analysis and competitor analysis), c) customer feed-
back data that can be reliable or uncertain, depending on the
way the feedback is given, or d) a company’s internal data,
such as product data and production data. The collected data
is classified according to data source types, such as social
media data, feedback data, product data, competitor data,
history data, or production data. This classification assists in
selection of applicable quality attributes for the metadata of
the given data set. The attributes are classified for each data
source type. For example, the attributes applicable for social
media data are described in Table 2. Thus, for example, each
data set with the data source type ‘‘social media data’’ has
quality metadata with the same quality attributes in a specific
situation.

B. DATA QUALITY EVALUATION IN DATA PIPELINE
1) EVALUATION PHASES
In our approach, the metadata is managed in the following
phases: data extraction, data processing, data analysis, and
decision making. The first three phases follow the big data
pipeline (Fig. 2). In the decision making phase, the analyzed
data is visualized to the data user with varying views and vary-
ing users controls (Interfacing and visualization in Fig. 2);
without user control, limited set of control functions or
detailed visualization and control functions. The decision
making based on the visualized data is the responsibility of
the data user (according to decision making policies of the
company).

Fig. 4 describes the different evaluation focuses and view-
points on data. In data extraction, the focus is on the data
source, when quality evaluation focuses on data provenance
and the data quality from the viewpoint of the situation at
hand, i.e., why the data was extracted. In data processing and

FIGURE 4. The focuses and viewpoints of data quality evaluation in the
metadata management phases.

analysis the focus is on data itself, evaluating the different
quality aspects of the data. In decision making, the data is
examined from the data user’s viewpoint (i.e. data in context),
when the evaluation focuses on data trustworthiness, i.e., how
to ensure the trustworthiness of data in decision making. The
data provenance and data quality assists in trustworthiness
evaluation.

2) EVALUATION OF QUALITY ATTRIBUTES
The evaluation of quality attributes occurs in each metadata
management phase. Quality evaluation can be qualitative or
quantitative. Quantitative evaluation is a systematic and for-
mal process, applicable in all metadata management phases.
It relies on the existing knowledge of the company defined by
the rules via a company’s quality policies (see Section III C),
and applies computational methods to achieve values for
the metrics. The results of the quantitative evaluation are
objective and more concrete than in the case of a qualitative
evaluation. The quantitative evaluation can be automatized,
and it can be performed by the company itself or it can be
outsourced to third-party evaluation service providers.

Qualitative evaluation relies on the existing knowledge of
the company, and also the experience and knowledge of the
evaluator (expert or professional). The qualitative evaluation
is applicable in data extraction, when the purpose of the data
extraction is linked from business metadata to a company’s
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quality policies, and in decision making, when the value of
the data is evaluated in the context of the current situation.

C. QUALITY METADATA MANAGEMENT
IN BIG DATA SYSTEMS
To manage quality metadata, attributes and metrics, rules
(see Fig. 3) are needed to define variability in quality,
i.e. which quality attributes and metrics can be used and
when. The rules can be described, for example, by a sim-
ple if-then-else structure or using some rule language, such
as [43] and [44]. These rules should be part of a company’s
quality policy, which defines the principles and guidelines on
how tomanage quality in the company. The quality variability
and quality policies are described in the next sub-sections.

1) DESCRIPTION OF QUALITY VARIABILITY
Different types of variation among quality attributes exist that
describe a data set:

1. Target of attribute: Certain quality attributes are appli-
cable only to certain data source types. For example,
believability is an important attribute for data of which
the origin is unclear. However, believability of a com-
pany’s production data can be assumed to be high;
thus the believability attribute is irrelevant. The quality
attributes are selected based on the source type of the
data set.

2. Applicability of attribute: Some of the quality attributes
are applicable in the data extraction, some in the data
processing or analysis, whereas some are applicable in
all three phases. For example, corroboration cannot be
evaluated for a single data set in data extraction, but
it is important when evaluating several data sets in the
analysis phase.

3. Target of metric: There are different metrics that can
be used to evaluate a quality attribute. The selection
of the metric is dependent on the data source type.
For example, a different metric is used to evaluate
corroboration in the case of twitter data or in the case
of feedback data.

4. Applicability of metric: Different metrics can be used
to evaluate the attribute in different phases. For exam-
ple, the coverage of data is evaluated in data extraction
phase by inspecting the amount and the content of data
of the single data set, but in the analysis phase the
coverage can be defined simply by the amount of the
data sets

2) DATA QUALITY POLICIES
The data sets and metadata are administrated by the com-
pany’s quality policies. The terms organizational policy and
decision making policy have been adopted from [40]. The
organizational policy defines the acceptable data sources, and
describes all the elements from Fig. 3, such as the relevant
quality attributes applicable to the context of the task at
hand, the applicability time of the attributes, which evaluation
metric should be used to evaluate each attribute, etc. Thus, the

organizational policy consists of the set of rules that describe
what and how to evaluate to achieve the data that can be
trusted in a specific situation. A company can have several
organizational policies, each of them applicable for different
purposes of data collection.

The decision making policy describes which data sets
are relevant for certain situations, how to weight quality
attributes depending on the relevance of the different quality
attributes for the task at hand, and how to perform the decision
functions. The company can have several decision making
policies, each of them describing the rules of how to make
decisions in certain situations. Each policy can be applicable
to different purposes of data collection/analysis or for dif-
ferent stakeholders. In addition, decisions are made during
different stages of the product/service development process:
in pre-development, development and post-development [5].
In the pre-development stage, the collected data is used in
requirements specifications. During development, the data is
used to identify modifications for the product/service and
is an important input for further improvement. Finally, in
the post-deployment stage, the data is used to optimize or
innovate new features for a current or new product. The
selection of the appropriate decision making policy is based
on the existing experiences and knowledge of the company.

Both the organizational policy and decision making policy
must be configurable by the data user to adapt the policies to
the situation at hand. The user should be able, for example,
to define the acceptable data sources, add new data sources,
add newmetrics/methods and configure the acceptable values
for the quality metrics according to the context and purpose
for the data collection. In the same way, during decision
making, the user may want to configure acceptable values
for the quality attributes for data set selection for decision
making, or weighing quality attributes according to a new,
changed situation.

D. PERFORMING THE DATA QUALITY EVALUATION
AND MANAGEMENT IN BIG DATA SYSTEMS
This section describes how the previously introduced ele-
ments are used in the different evaluation phases in the big
data pipeline, and what architectural elements are needed to
enable data quality evaluation and management.

1) USING THE SOLUTION FOR QUALITY
EVALUATION OF EXTRACTED DATA
Fig. 5 describes the activities that the end-user performs when
using the solution for data extraction. These activities can be
modified to be applicable also in the case of data processing
and analysis. Themain rationale for data collection is to assist
a company in business and decision making; therefore, the
meaning and purpose of the data collection must be defined
beforehand (step 1 in Fig. 5). The purpose is later added
into the descriptive business metadata (see section III A2
bullet 3). The metadata facilitates managing the data sets and
enables the users to validate the value of data. The metadata is
managed by the organizational and decision making policies,
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FIGURE 5. The user activities for data quality evaluation.

which must be defined applicable to certain business goals
or certain types of purposes (Step 2 in Fig. 5). After that, the
data and metadata management are automatically guided by
the policies. Step 1 and Step 2 should be carefully defined,
since they describe the reason and rules for data collection
and evaluation. The end-user can collect data, for example,
by entering a search keyword through the user interface
(Step 3 in Fig. 5). The solution automatically extracts the
data, evaluates the data quality, and finally visualizes it to the
user according to the quality policies (Step 4). After seeing
the results, the user may want to change metadata values
(going back to the Step 3) and bring more data sets into the
evaluation. Finally, the end-user makes business decisions
based on the data (Step 5).

Our solution enables automatic data quality evaluation and
management. Quantitative evaluation can be entirely autom-
atized. Since the qualitative evaluation is managed mainly by
human experts or professionals, it requires visualization of
metadata to the user, and a user interface that enables the user
to input values into the metadata (adding a new step between
the steps 3 and 4).

2) CREATION OF QUALITY METADATA
IN THE BIG DATA PIPELINE
Fig. 6 represents the data extraction, processing, analysis
and decision making functionalities as an activity diagram.
The functionalities are assisted by quality policies, in which
the company’s knowledge is presented by rules. In data
extraction, the organizational policy facilitates the process
by defining the acceptable data sources, and in selection of
acceptable quality attributes, applicability time of the quality
attribute and metrics and methods to evaluate the quality
attributes. The applicable attributes are automatically pro-
vided when the data source type of the data set is known. The
quality attributes are then evaluated using qualitative and/or

qualitative evaluation. After extraction the imported data is
stored in data storage. The quality metadata is created for
the data set and the evaluated values for quality attributes
are automatically inserted into the metadata. The metadata
is stored in a metadata registry, separately from the data set.

In the same way, the organizational policy helps to select
data sets for processing/analysis purposes. For example, the
policy can set the value range for the quality attributes
in metadata; only the data sets whose evaluated quality
attributes fulfill the policy requirements defined for the pro-
cessing/analysis phase are accepted, others are discarded. The
organizational policy also assists in attaching the applicable
quality attributes for the metadata of the data set and the met-
rics in this phase for evaluating the quality. After evaluation
the quality metadata is created for the processed/analyzed
data set and the evaluated values for quality attributes are
inserted into the metadata.

During decision making, the decision making policy facil-
itates the selection of relevant data for the decision making
purposes, e.g., by defining the important quality attributes
and the minimum values for the selected data sets. That
is, the policy defines which data sets are important for the
situation at hand, and also validates their reliability and value
for decision making. When evaluating the significance of a
data set for a certain purpose, the decision making policy
helps to weight the relevant quality attributes for the partic-
ular situation. The data is visualized to the data user with a
visualization application with certain views and controls on
data (defined in decision making policy). Decision making
policy is always dependent on the company, its priorities and
the goals and purposes for data gathering and analysis.

3) ARCHITECTURE FOR METADATA MANAGEMENT
AND QUALITY MANAGEMENT
The architecture for the data, metadatamanagement and qual-
ity management includes several elements of Fig. 2 with the
following responsibilities:
• Extractor; extracts the data from data sources
• Temp data store; stores the extracted data temporarily
• Deep analytics; performs batch processing-based
analysis for the collected data sets

• Analysis results store; stores the analysis results
permanently

• Metadata management; responsible for creating,
updating, storing and accessing the metadata

• Quality management; manages quality metadata for the
data sets utilizing the company’s quality policies and
quality evaluator services. It includes the following com-
plementary elements: Quality policy manager for the
management of a company’s quality policies, and Qual-
ity evaluator for evaluating the values for the metrics of
the quality attributes.

• Metadata store; stores the metadata of the extracted,
processed and analyzed data sets

• End-user application; provides the user interface to
manage the data extraction, processing and analysis,
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FIGURE 6. Creation of quality metadata in different phases of metadata management in the data pipeline.

enables the end-user to configure the quality policies,
and visualizes the analysis results for the end-user.

Fig. 7 describes the architecture of the new element
of Fig. 2; Metadata management, in more detail. Metadata
management enables organization and management of the
metadata of the data sets, and also the creation and man-
agement of quality metadata, enabling data quality evalua-
tion. The architectural elements and their responsibilities are
described in Table 3.

IV. CASE EXAMPLE
We demonstrate our solution using an industrial case
example; the solution provides to the case company (a big
data consulting company) insight regarding customer needs,
which may facilitate R&D of the company. The data for
the case example has been gathered by interviewing the
case company’s representatives. Also, the case example was
implemented together with the case company, who wants
to utilize social media data to find out what is discussed
about their customers’ products. The main purpose of the
company is eventually to combine social media data with the
company’s own, internal data to achieve ‘customer insight’
that can be utilized in business decision making. The organi-
zational and decisionmaking policies have a great importance
in quality evaluation; the definition of these policies is an
organizational issue and is required as prerequisites for using
the solution.

Fig. 8 describes an instantiation of elements in Fig. 2,
illustrating the steps of data management in the case example
at the architectural level.
Step 1 (Data Extraction and Analysis): At the data

extraction phase, the end-user searches for relevant data
using keywords. The keywords may be related, for example,

to customers’ products, and they are used for extraction of
related tweets from Twitter. The tweets are extracted and
saved into a temporary data store, and finally the sentiment
of the tweets is analyzed. The case company has to define the
acceptable data sources by the organizational policy before
extraction of tweets. Step 1 of Fig. 8 is described in in more
detailed in the following:
1.1 The end-user specifies keywords related to interesting

commercial products.
1.2 DataExtractor extracts tweets via Twitter API based on

the specified keywords (with a HTTP GET).
1.3 The tweets are saved into a temporary data

store.
1.4 Deep analytics fetches the stored data sets from the

TempData store after a certain time period.
1.5 Deep analytics performs sentiment analysis on the

data sets. The aspect-based sentiment analysis [45]
is used to analyze the sentiment of each individ-
ual aspect (words) in the discussion about the prod-
uct, and to provide a sentiment score for the whole
discussion.

1.6 The analysis results are saved into the analysis results
store.

Step 2 (Metadata Creation and Data Quality Evaluation):
This step focuses on creation of metadata in the big data
pipeline. The metadata and related quality attributes are cre-
ated based on the data sets of tweets (created in step 1)
and the attributes are evaluated. The navigational, process,
descriptive and administrative metadata are also created, but
are not focused on in this paper. Step 2 of Fig. 8 is described
in in more detailed in the following:
2.1 After saving the analysis results, Deep analytics

notifies Metadata management to create metadata for
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FIGURE 7. Structural view of metadata management architecture.

TABLE 3. Architectural elements of metadata management.

the analyzed data set. In this step, provided information
includes navigational, process, descriptive and
administrative metadata.

2.2 Metadata management notifies Quality management to
create appropriate quality metadata for the analyzed
data set.

2.3 Quality management notifies the Quality policy
manager to select the appropriate metadata quality
attributes for the source type ‘social media data’
according to the quality policy.

2.4 The Quality policy manager returns the appropri-
ate quality attributes for the analyzed data set
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FIGURE 8. Data and quality metadata management in big data architecture.

(defined in organizational policy): timeliness and
relevancy.

2.5 Quality management asks the Quality evaluator to eval-
uate the quality attributes.

2.6 For each quality attribute, the Quality evaluator checks
for the appropriate metrics, evaluation methods and
techniques defined in the organizational quality policy
from the Quality policy manager.

2.7 The Quality evaluator fetches the data set (tweets)
based on (navigational) metadata, which indicates loca-
tion of the data set.

2.8 The Quality evaluator evaluates the following qual-
ity attributes: Timeliness is evaluated based on the

timestamp of the metadata. Relevancy is determined
based on the quality of the sentiment analysis
algorithm (i.e. performance/quality of the analy-
sis method), which is included into the metadata
(in process metadata).

2.9 The Quality evaluator returns metadata with
the quality attributes with values to Quality
manager.

2.10 The Quality manager returns the values to Metadata
management.

2.11 Metadatamanagement writes the values into the quality
metadata and saves the metadata into the Metadata
store.
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2.12 Deep analytics notifies the End-user application about
a new analyzed data set.

Step 3 (Visualizing the Data to User for Decision Making):
In this phase, the metadata is searched from the database for
presentation to the end-user for decision making purposes.
In this case example, the selected quality attributes include
timeliness and relevancy. The relevant data is visualized to
the end-user; the decision making policy defines the valuable
data for the decision making by selecting only the data sets
with the adequate quality attribute values. These policies are
defined case-specific and applicable to the certain situation
at hand. By changing the value range in a policy, the data
sets with lower quality values can be selected. The following
describes Step 3 of Fig. 8 in more detail:
3.1 The end-user (in this case; a decision maker) man-

ages the data analysis through end-user application.
An end-user wants to search interesting data sets with
user-defined keywords (e.g. ‘‘sentiment analysis’’ and
‘‘Product X’’). The End-user application asksMetadata
management to search the semantic keywords that are
saved in the navigational metadata. The navigational
metadata includes a list of semantic tags or keywords
identifying the data set.

3.2 Metadata management checks the minimum values of
the quality attributes of the data sets to be selected
for the analysis (defined in decision making policy)
from the Quality policy manager. For example, the
selected data sets may not be older than one month,
their relevancy must be at least 0.9 and believability
must be at least 0.6. (value range 0. . . 1).

3.3 Metadata management selects metadata sets, which
include provided keywords and exceed the minimum
values for the quality attributes from the Metadata
store.

3.4 The timeliness attribute is recreated based on the
current time.

3.5 Numerical values of quality attributes are mapped
into human readable text for UI representation
(e.g. timeliness value > 0.7→ ‘very recent’).

3.6 Metadata management returns the metadata to the
end-user application.

3.7 The End-user application fetches the sentiment analysis
data sets from the Analysis results store based on the
(navigational) metadata.

3.8 Sentiment analysis results and metadata are visualized
for the end-user. In the case example, the end-user
prefers high relevancy of data prior to timeliness;
thus the results are visualized in order of their
relevancy.

As the data is visualized to the end-user, the end-user
receives real time, validated information to support deci-
sion making. The company’s decision makers then decide
which actions to take. The company can have different levels
of decision makers; the information is visualized according
to the decision making policy. The decision making still
requires a human and his/her expertise, and is assisted by the

knowledge that the company has achieved (defined in the
decision making policies).

In the case example, the data end-user receives the analysis
results in order of their relevancy to the situation at hand.
The user receives the positive and/or negative sentiment about
the product, and uses this information, for example, to detect
what kind of product features are desired and thus could be
implemented and which features are negative and could be
improved.

V. VALIDATION OF THE SOLUTION
The objective of the case example was to demonstrate the
metadata and quality management with a social media use
case. The implementation was conducted under DIGILE’s
Need for Speed (N4S) program5 in collaboration with an
industrial partner and VTT.6 Metadata management was
implemented and integrated with a big data use case as fol-
lows: The case company (company X) has built (into a public
cloud) a system, which extracts tweets based on user-defined
keywords, and performs sentiment analysis and visualization
with a user interface (steps 1.1 - 1.6 in Fig. 8). We (VTT)
provided the metadata management implementation, which
is executed in VTT’s separate, private cloud, and which pro-
vides a REST API for the big data system. The software
implementation of the big data system was instrumented with
calls to the metadata management interface (by company X)
for transmitting of metadata information (step 2.1 in Fig. 8).
VTT implemented the rest of the steps of Fig. 8 (from
step 2.2. ahead), and also built a separate user interface into
the private cloud for visualizing collected metadata for both
organizations.

Currently, company X provides metadata information of
extracted Twitter data sets, which is utilized as a basis for
sentiment analysis. DataSourceType indicates the type of
collected data sets, which can be utilized for determination
of the relevancy attribute (step 2.8 in Fig. 8). Timeliness
is determined based on the provided timestamp at the time
of metadata extraction by comparison to the current time
(step 3.4 in Fig. 8).

A. IMPLEMENTATION
When metadata management architecture was implemented,
the technology choices, at least for metadata storage
and API to the big data system, had to be determined
(MetadataCollectionService and MetadataSearchService
in Fig. 7). The technology choices are described and dis-
cussed in the following:

1) DATABASE FOR METADATA
Cassandra [46]. Metadata is saved into a column family,
where a compound primary key for data was created based
on a timestamp, and a parameter of descriptive metadata.
An index had to be created into navigational metadata to

5http://www.n4s.fi/en/
6VTT Technical Research Centre of Finland.
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enable searching based on keywords. Also, filtering has to
be enabled in database queries based on keywords (with
‘allow filtering’). This may lead to sub-optimal query latency,
when compared to queries implemented with the primary key,
which is very efficient in Cassandra [46]. Alternatively, a doc-
ument oriented database (e.g. MongoDB) could be selected
for storage of metadata due to the document structure of
metadata.

2) METADATA API
XML over REST with Jersey. Alternatively, SOAP could
have been selected as an implementation technology instead
of REST. Earlier performance tests have indicated that REST
has better performance than SOAP [47], [48]. The differences
between REST and SOAP have been compared at the service
level [48].

3) XML FORMAT VALIDATOR
Hibernate Validator. XML is an industry standard for
platform-independent messaging. Alternatively, exchanged
messages over REST could have been implemented with
JSON. Differences between XML and JSON formats have
been analyzed in terms of schema interoperability, serializa-
tion format, and message protocol [49].

B. VALIDATION
Initially, company X had an implementation of the social
media use case. A requirement was to introduce only small
changes to their existing software, which would enable
extraction of metadata. Thus, VTT implemented metadata
management architecture, which provided a REST interface
for enabling straightforward instrumentation of software.
One practical hindrance in the integration was the require-
ment for allowing cross-origin resource sharing [50]. This
was caused by company X using a web browser within
the enterprise domain, whereas data extraction and analysis
was executed in the public cloud domain. In practice, the
Access-Control-Allow-Origin header was needed in a HTTP
response (to a HTTP OPTIONS request) for allowing access
from the public cloud domain for extraction of metadata
(a HTTP POST) with the web browser UI.

Metadata management implementation required about one
month of development time, whereas instrumentation of a
big data use case required one day of development time.
No significant obstacles were discovered regarding the tech-
nological choices (see previous sub-section), when imple-
menting extraction and search functionality of metadata.
However, a more detailed analysis of performance and func-
tionalitymay be needed, when the system is developed further
with additional functionality.

The validation of the research solution was divided by
company X focusing on big data use case R&D, while VTT
designed and implemented metadata management architec-
ture. Responsibilities were clearly divided in order to enable
both organizations to focus on development of their soft-
ware assets. REST API facilitated independent work on the

activities by the organizations, and agreement of a common
interface for integration. For the resource reasons, the existing
demo of company X was used as a basis for implementation.

Currently, all steps of Fig. 8 have been implemented with
the following limitations:
• Only one quality policy is implemented at this moment.
• The data in the case example was confidential data of
the case company. This restricted the implementation of
Step 2.7.

• Timeliness (time range) and keywords can be specified
in the UI for searching of metadata (in step 3.1).

C. COMPARISON WITH RELATED WORKS
Only few works exists that relate to our solution. A quality
evaluation framework for a big data pre-processing service
is introduced in [51]. The framework is a generic solution
that can be applied to different application domains, such
as business, e-Health, IoT and social web. The quality eval-
uation pre-processing service is activated by a request with
input data sources, output data destinations and a data quality
profile. Each data input source has a data quality profile that
contains reference to the actual data sources, output data and
data quality rules. The pre-processing service includes the
following architectural components: pre-processing activity
selection, techniques selection, data quality selection, data
profile optimization, data quality profile execution, quality
control and data quality profile adapter. The quality evalua-
tion service works iteratively by executing the defined pro-
cessing activities and using the data profile adapter to change
the data quality profile and notify the user about failed rules
with suggestions on quality profile rules for better results.
When compared to our solution, the main difference is the
scope and focus. The scope of the proposed solution covers
the latter part of the Data loading and pre-processing phase
of our pipeline architecture introduced in Fig. 2. Our intent
is to provide an architectural solution for managing quality
of data in different phases of big data processing. Also,
our solution focuses on using social media data in business
decision making. Thus, all quality attributes of big data are
not covered in our solution or in this quality framework.

Data quality centric big data architecture for federated
sensor service clouds is introduced in [52]. The main contri-
bution is the data quality (DQ)-aware virtualization of sensor
services by enhancing each sensor feed’s metadata with data
quality attributes. The main components of the architecture
are the DQ services catalog and DQ monitoring and adap-
tation component. Analysis is made in two phases: online
feed analysis and batch analysis. The data quality model
includes the following attributes: accuracy, error rate, avail-
ability, timeliness and validity. Themain differences are in the
architecture style and data quality model. This architecture
focuses on connecting physical data sources to applications
by applying a domain-specific data quality model. On the
contrary, our solution focuses on big data processing and
intends to manage the quality of unstructured social media
data in each processing phase and applying quality policies
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for adapting a quality model to the evaluation phase and data
user’s situation.

D. FUTURE DEVELOPMENT DIRECTIONS
The following development targets have been identified:

1. Implementation of several quality policies: Currently,
each organizational policy is associated with the Data-
SourceType and one or more quality attributes. The
QualityPolicyManager is responsible for initialization
of the organizational quality policies. In the futuremore
organizational quality policies could be defined for
different social media types.

2. Evaluation of several quality attributes: Currently, our
work is mainly an architecture for creation of quality
aspects as part of overall metadata in a big data system
(in the context of social media). Initially, the timeliness
attribute provided a value based on the timestamp.
In the future, algorithms will be developed, imple-
mented, and validated for determination of several
quality attributes in order to improve the utility of the
solution.

3. Data/information search and user interface to quality
management: The quality policies must be visualized
to the user; the user must be able to, for example,
update the quality policies, change the rules or add
new acceptable data sources. The search based on other
quality attributes must be implemented as well.

First of all, the different types of social media data
(e.g. data from Twitter, Facebook or Instagram) should be
able to be used together. Therefore, the definition of quality
metrics for different types of social media data and rules for
how to apply the properties of data quality metrics must be
rationalized. Finally, the solution must be applied to different
application domains and with different decision support sys-
tems to see how the quality attributes and rules are managed
in different cases.

VI. CONCLUSIONS
This paper introduced a solution to evaluate the quality of data
for business decision making purposes. The quality of data is
evaluated in each data processing phase of the big data
architecture with the help of quality metadata and quality
policies. The solution may be adapted to different contexts,
enabling the user to select the applicable quality attributes,
evaluate them and apply them in a suitable way into a certain
situation. The solution is also extendable; it allows inserting
new data sources and data sets for data extraction, as well as
newmetrics and algorithms for data evaluation. The metadata
enables location, retrieval and management of all the data
sets, and the quality attributes and their values in metadata
enable detection of the quality and value of data in a certain
situation.

The solution was demonstrated with a case example where
a company finds out the level of customer satisfaction regard-
ing the quality of a product utilizing social media data.
The solution was implemented with an industrial partner

using a standard interface, which facilitated independent
work of the company and the research organization, and
functioned as a good communication tool for agreement with
the integration. Several development targets were identified
when demonstrating the solution. First of all, support for
automating the quality attribute evaluation is required. The
(semi-) automated adaptation of the organizational and deci-
sion making policies is required as well. However, the more
knowledge the company achieves, the more the decision
making process can be automatized with the help of quality
policies.

At this moment the quality evaluation is limited to only
a few quality attributes; the purpose is to extend the quality
evaluation to include more quality attributes. One of the most
important development targets is, however, to include other
data source types, such as customer feedback data, product
data and market analysis, to the quality evaluation to achieve
‘customer insight’ into business decision making.
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Abstract The opportunities of open data have been recently recognized among companies in
different domains. Digital service providers have increasingly been interested in the possibil-
ities of innovating new ideas and services around open data. Digital service ecosystems
provide several advantages for service developers, enabling the service co-innovation and
co-creation among ecosystem members utilizing and sharing common assets and knowledge.
The utilization of open data in digital services requires new innovation practices, service
development models, and a collaboration environment. These can be provided by the ecosys-
tem. However, since open data can be almost anything and originate from different kinds of
data sources, the quality of data becomes the key issue. The new challenge for service
providers is how to guarantee the quality of open data. In the ecosystems, uncertain data
quality poses major challenges. The main contribution of this paper is the concept of the
Evolvable Open Data based digital service Ecosystem (EODE), which defines the kinds of
knowledge and services that are required for validating open data in digital service ecosystems.
Thus, the EODE provides business potential for open data and digital service providers, as
well as other actors around open data. The ecosystem capability model, knowledge manage-
ment models, and the taxonomy of services to support the open data quality certification are
described. Data quality certification confirms that the open data is trustworthy and its quality is
good enough to be accepted for the usage of the ecosystem’s services. The five-phase open
data quality certification process, according to which open data is brought to the ecosystem
and certified for the usage of the digital service ecosystem members using the knowledge
models and support services of the ecosystem, is also described. The initial experiences of the
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still ongoing validation steps are summarized, and the concept limitations and future devel-
opment targets are identified.

Keywords Quality of data . Quality policy . Digital service ecosystem . Semantics .

Interoperability . Knowledge sharing

1 Introduction

Digital service providers have been increasingly interested in digital service ecosystems
as the ecosystem-based service development provides several advantages, including
collaborative innovation and value co-creation among ecosystem members. In a digital
service ecosystem, the ecosystem members can utilize and share common assets and
knowledge, nevertheless act independently. The product of a digital ecosystem, a digital
service, can be anything that is intended to be entirely automated and can be delivered
digitally through an information infrastructure. Recently, freely available open data has
increasingly interested service providers, as this data has been identified to provide
several business benefits, such as new data-based content, ideas and basic functions,
increased understanding about business opportunities, improved competitiveness, and
potential new customers (Immonen et al. 2014). Especially open social media data
interests companies as it can provide insight into consumers’ opinions, preferences,
and requirements considering the company or its products/services (Bhatia et al. 2013;
Antunes and Costa 2012; Fabijan et al. 2015), thus enabling the companies to achieve
Bcustomer insight^ into business decision-making (Immonen et al. 2015a). Bringing open
data into the context of ecosystem-based service engineering delivers all these benefits
available to ecosystem members and also facilitates the utilization of open data in digital
service engineering.

Open data is based on the idea that certain data should be freely available to everyone to use
and republish as they wish, without restrictions from copyright, patents, or other mechanisms
of control (Auer et al. 2007). The open data concept has evolved over the 10 years since its
first definitions. The tendency in many countries has been to open the administrative data
(Poikola et al. 2011), and several local and global open data portals already exist that help
people to create and share data and knowledge. Open data typically originates from
enormous amounts of different kinds of sources, and it can be structured (with a strict
data model), semi-structured (with an evolving data model), or unstructured (not associ-
ated with any data model). The utilization of this kind of data requires knowledge about its
provenance, quality, and trustworthiness to ensure that the data is what it is expected to be.
Data quality can be defined as data that is fit for use by data consumers (Wang and Strong
1996). The evaluation of data quality is challenging due to the facts that there are no
agreed definitions of quality attributes, and the data quality cannot be judged without
considering the context at hand (Nurse et al. 2011). The growing amount of semi- and
unstructured data, new ways of delivering information, and users’ changed expectations
and perceptions of data quality (Madnick et al. 2009) further provide new challenges in
data quality evaluation. At the same time, this dictates that new quality evaluation means
and methods are required to verify the quality of open data. The importance of quality
evaluation is emphasized in a digital service ecosystem, where poor quality of data affects
several digital services and, in that way, the whole trustworthiness of the ecosystem.
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Therefore, in the digital service ecosystem, data quality evaluation should be one of the
key activities supported by the ecosystem’s assets. The main question is how the ecosys-
tem can guarantee the quality of open data.

According to the survey on the state of the practice among industry (Immonen et al.
2014; Immonen et al. 2013), quality assurance of open data is the biggest obstacle for its
exploitation in digital service development. The contribution of this research is to specify
the concept of an open data based digital service ecosystem (called the EODE concept), in
which the ecosystem ensures the quality of open data utilized in digital services. In this
approach, open data is provided as a service for the ecosystem’s usage. The purpose of the
concept is to verify the trustworthiness and the quality of open data, thus, to ensure that the
data comes from reliable sources, and its quality is good enough to be accepted for the
usage of the ecosystem’s services. The members of the ecosystem do not have to be
familiar with the metrics or techniques for data quality evaluation, but the ecosystem is
responsible for certifying the quality of data that can be then utilized by the ecosystem
members. The EODE concept includes the ecosystem’s capability model with activities for
the quality evaluation of the open data source, open data itself, and open data services, and
it provides knowledge management models and ecosystem support services to enable these
activities. The EODE supports the businesses of both the open data providers and the
digital service providers. The open data providers reach more users (and thus more
income) for the data when they pay more attention to data quality; data with poor quality
is not selected for the ecosystem. The service providers receive more satisfied consumers
when they provide trustworthy data via digital services. The ecosystem also provides other
benefits to its members, such as finding partners and customers, and ways to deliver
services and data. In addition, the EODE provides the possibilities and business potential
for other support service providers as well, such as for analysis and monitoring service
providers.

The EODE concept includes a quality certification process for open data, which
specifies how the knowledge and support services of the ecosystem are utilized to carry
out the quality evaluation. Thus, the process is a kind of instantiation and a guideline of
the knowledge and the support services necessary to implement the quality certification
of open data. Data certification contains several aspects, such as legal, practical,
technical, and social aspects. Thus, besides data quality, data privacy, availability, and
licensing aspects must also be considered when making decisions to accept the data for
usage. However, data quality, i.e., the ability of the data to be fit for use by data
consumers (Wang and Strong 1996), is the first aspect that must be ensured. If the
quality is not good enough, there is no need to evaluate the other aspects. Therefore,
this research concentrates purely on the technical quality aspects of open data. The
quality certification process enables bringing open data to the ecosystem, transforming it
to a usable form for the ecosystem, validating it against its intended usage, monitoring
the data sources and the usage of the data, and continuously evaluating the quantified
value of the open data service, thus, certifying the quality of the data for the ecosystem
and its members.

This paper is organized according to the following: Section 2 presents the background
for this research; the basic terminology is first defined, after which our earlier research on
open data based business ecosystems, the quality evaluation of open data, and service
engineering in ecosystems are presented. These are used as the basic and starting point for
this research and are combined and refined to form a full open data based service
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ecosystem concept. Studies related to this research are presented to understand the
shortage to which this paper tends to respond, including concepts of the open data
ecosystem (and the current status and development of open data), the quality evaluation
of open data, and ecosystem-based digital service engineering. Finally, Section 3 intro-
duces the concept of the EODE; Evolvable Open Data based digital service Ecosystem.
The EODE is represented from two viewpoints: the ecosystem and the service providers.
Section 4 introduces how the elements of EODE are utilized to implement the open data
quality certification process. The process consists of five validation phases with related
activities, required support services, knowledge assets and related evaluation targets,
quality attributes, and metrics. Section 5 presents the analyses and discussion, consisting
of the current validation of the concepts of the EODE, and limitations, open issues and
future research targets. Finally, Section 6 presents conclusions drawn.

2 Background and related works

2.1 Terminology

The following terminology is used in this paper:

Data—Data that is produced by observing, monitoring, or using questionnaires, but has
not yet been processed for any specific purpose.
Open data—Data that it is freely available to everyone to use and republish as they wish,
without restrictions of copyrights, patents, or other mechanisms of control (Auer et al.
2007).
Information—Data that is refined and processed for assigning meaning to the data (Chen
et al. 2009).
Quality of data—Data that is fit for use by data consumers (Wang and Strong 1996).
Data quality certification—Confirmation that the open data is trustworthy, and its quality
has been verified according to strict quality policies.
Metadata—A standardized way to describe the semantics of data.
Policy—A collection of alternative tasks and rules, each of which represent a requirement,
capability, or other property of behavior (W3C 2007).
Ecosystem policy—Description of the principles, strategies, tactics, and guidelines of the
ecosystem that are common to all ecosystem members.
Organizational data policy—Description of the principles and guidelines required to
effectively manage and exploit the data/information resources of a company.
Open data ecosystem—A free-formed community of organizations each of which have
their own part and know-how in the data-based business.
Open data service—A service that encapsulates the open data, providing the open data as
a service.
Digital service—A service that utilizes the open data, is entirely automated, and can be
anything that can be delivered through an information infrastructure, e.g., web, mobile
devices, or any other forms of delivery.
Digital service ecosystem—An open, loosely coupled, domain-clustered, demand-driven,
self-organizing environment, in which digital services are created in value networks under
the common ecosystem regulation.
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2.2 Our earlier studies as a starting point for the research

The earlier studies by the authors are used as the basis and starting point for this research and
are therefore presented in the following sub-sections.

2.2.1 Motives for the research

While examining the usage of open data in Finland, industry interviews were performed in
2013 pertaining to open data in business (Immonen et al. 2014; Immonen et al. 2013). It was
discovered that there exists huge interest in open data and its exploitation in business.
However, serious barriers were found to exist that prevent the fluent utilization of open data.
These concern the lack of a standard description of data sources and APIs, as well as the
uniform format for the data. Furthermore, the management of data privacy and varying
licensing conditions and data quality were seen as highly important issues but have not been
solved yet. However, the low quality of data and changes in data quality were seen as risks that
complicate or even prevent the open data utilization in business (Immonen et al. 2014). In
Immonen et al. (2014), the data broker actor is defined to include the role of data promoters
that maintain Ba list^ of available data in the ecosystem and the quality of data, price, applied
licenses, etc. Since the quality of the data was detected to be unknown, a need was identified
for a data quality verification service in the ecosystem.

Now, two and a half years after the first interviews, new interviews were performed
among the same industry representatives. It was detected that although data quality was
seen as highly important, no significant progress had occurred in 2 years. The compa-
nies conceded that interest in open data and its exploitation in business still exists, and
they have also recognized that the demand for open data from authorities, companies,
and individuals has increased. Moreover, opening of data is also done in a smaller
scope: contract-based exchange of data between companies is seen as a working
collaboration model. The same main challenges remains: (1) the data that the companies
are interested in is not available, (2) the data is not free of charge, and (3) there is
uncertainty about the quality of the available data. Thus, the problems are related both to
business and to used technology and raise the following questions: (i) What business
reasons are there to produce open data and how can it be marketed? (ii) How can the use
of open data be made profitable in service development? In summary, the use of open
data has slowly progressed, nevertheless, several obstacles remain that must be removed.
And, quality assurance of open data is the greatest obstacle to its exploitation in digital
service development.

2.2.2 Ecosystem actors

In Immonen et al. (2014), the actors and their roles in the open data ecosystem from the
business viewpoint are defined. These actors include the following: (1) data providers make
data available to other stakeholders; (2) data brokers promote the data in the ecosystem,
distribute it through the communication channels, and match the demanded and provided data;
(3) service providers produce supporting services related to the data to be utilized in applica-
tions; (4) Application developers use the available data and services and develop applications
for the data; (5) Application users are the data end-users that consume the data and services
with the help of applications; and (6) infrastructure and tool providers provide utility services
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to all the actors so they are able to act in the ecosystem. Furthermore, in this research on digital
service ecosystem (Immonen et al. 2015b) defined the actors of the digital service ecosystem
are defined from the service engineering viewpoint. These include the following: service
providers that provide digital services to be used by other ecosystem members or consumers,
service brokers that promote and deliver the services and match the demand with the best
available services, service consumers that are the actual users of the services, and infrastructure
providers that provide the utilities for acting in the ecosystem.

Open data-based digital service ecosystem merges and refines the actors both from the
open data ecosystem and service ecosystem (see Fig. 1). The roles of infrastructure and
tool providers remain the same. Open data service providers encapsulate the open data and
provide the data as utility services, thus enabling the utilization of the open data in digital
services. The data owner has data sovereignty and, thus, specifies the terms and conditions
of use of the data (Boris et al. 2016). Digital service providers provide digital services that
utilize the open data. Ecosystem support service providers provide services that support
extracting, monitoring, and evaluating the data and, thus, assist in managing open data and
its quality in the ecosystem. Finally, the digital service consumers utilize the data with the
help of digital services.

2.2.3 Ecosystem capability and infrastructure

In Immonen et al. (2015b), the elements of the digital service ecosystem that influence service
engineering in the ecosystem (see Fig. 2) are defined. The main elements, ecosystem members,
infrastructure, capabilities, and digital services, are classified according to (Ruokolainen 2013).
The capability of the ecosystem defines the properties of the ecosystem and how these are
implemented using the infrastructure services (Immonen et al. 2015b). Thus, the capabilities
define the purpose of the ecosystem, its ability to perform actions, and the rules for how to
operate in the ecosystem. The actions and rules address the following:

1. Governance and regulation actions of the ecosystem (Immonen et al. 2015b) for

Open Data
Ecosystem

(ODE)

Ecosystem support service 
providers

Data extrac�on analysis 
services
Data monitoring services
Data evalua�on services
...

Digital service 
providers

Infrastructure and tool providers
ODE ecosystem provider
Tool providers
...

Open data service 
Providers

Data 
owner

Digital service 
consumers

Fig. 1 The actor roles in an open data-based digital service ecosystem
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& Directing, monitoring, and managing the ecosystem: these include, for example, rules
of trusted collaboration establishment, interactions rules, and how to join and leave the
ecosystem

& Directing and managing service engineering: these include, for example, rules for
describing and delivering services and managing knowledge.

2. Service engineering-related actions

& Provide reusable assets for defining requirements (both functional and quality)
& Assist in the matchmaking of services
& Provide reusable assets for quality requirements specification, quality modeling, and

quality evaluation of digital services

The infrastructure of the digital service ecosystem provides the knowledge models
and services for implementing the ecosystem’s capabilities. These include the following
(Immonen et al. 2015b):

& A domain model: describes the concepts of the domain, their relations with each other,
e.g., domain-specific quality attributes, rules, and policies

& A knowledge management model: describes the knowledge, know-how, and assets of the
ecosystem

& A service engineering model: describes how the services are co-innovated and co-
engineered in the ecosystem

& Ecosystem support services: implement the actions of the capability model

The elements described in (Immonen et al. 2015b) do not consider open data and the
quality of data in digital service engineering. In this study, the capability model has been
refined to include the open data related actions. The focus will be on ecosystem
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Fig. 2 Continuous cooperative service engineering in a digital service ecosystem (simplified from (Immonen
et al. 2015b))
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infrastructure and capabilities, including a domain model, a knowledge management
model, and ecosystem support services. The content of these elements have been refined
to include the activities, models, and services necessary to certify the open data and enable
data utilization in service engineering in the ecosystem. Certification in this research
means purely data quality certification; the other issues that concern assessing the extent
of the open data (HM Government Cabinet Office 2012), such as access, licenses, and
privacy, are beyond the scope of the present research.

2.2.4 Quality evaluation of open data

In Immonen et al. (2015a), the elements and phases of open data (social media data) quality
evaluation in big data architecture are defined. The data is evaluated in data extraction,
processing, and analysis phases with the help of organizational policies, and, finally, its value
in decision-making is evaluated using a decision-making policy. The data is managed with the
help of metadata, which is again managed utilizing the metadata management component/
element included in the big data architecture.

The paper follows the five-star scheme (HM Government Cabinet Office 2012) and
goes beyond that by defining Bopen data services^ that make the data available for
different service developers that want to utilize the data. Earlier work has focused on data
quality and quality evaluation inside one company; it has not considered the ecosystem
context. In this work, the purpose is to present how to validate the quality of data in the
context of the digital service ecosystem. Therefore, the term Borganizational policy^ is not
used, but it is distributed into the data filtering policy and evaluation policy that manage
the data quality certification in the ecosystem. The aim is to obey the earlier definitions of
open data (Fig. 3) and go further by providing the support services that are the first
movement towards automated quality certification of open data in the context of digital
service ecosystem (the green Bfuture^ box in Fig. 3).
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defini�ons &

principles

Open data –
certification

services

Open data – 5
stars and
checklists

FUTURE:
Open data –

automated certification via

ecosystem support services

2005-2010
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2015 ->

Fig. 3 Open data development stairs
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2.3 Related research

2.3.1 Concepts of open data ecosystems

The concept of Bopen data^most notably has its roots in Great Britain, which has advanced the
Open Government Data ecosystem over the past 15 years. The major breakthrough in the era
of open data was in 2009 when both Great Britain and the USA launched their first data
portals. Since then, the tendency in many countries has been to obligate to open the data of the
public sector collected along with tax revenues. There exist many foundations and initiatives
that Bpush^ organizations to open their data, such as the Open Knowledge Foundation,1 the
Open Data Institute (ODI),2 the Global Open Data Initiative,3 and the INSPIRE4 directive of
the European Union. However, the Bpull^mode has received less attention. Therefore, the data
holders do not know the demand for the data that they own, or the possibilities that their data
would provide to some other stakeholders. Some attempts already exist that tend to untangle
the demand for data that is not yet opened. For example, some local groups in Finland (e.g.,
Helsinki and Oulu) provide the potential for organizations, companies, and individuals to
demand data to be opened. They also allow users to provide feedback about the data that is
already open. Thus, they meet the cyclical characteristics (Pollock 2011; Sande et al. 2013) of
an open data ecosystem. In addition to data from government, institutions, and private
companies, recently, different forms of social media, such as Twitter, Facebook, or Instagram,
provide more and more data available online. This kind of social media data is obviously open
as such, as it is based on free-formed conversations or other volunteer releases, both from
communities or individuals. Due to the continuous growth of the usage of social media and the
different yet increasing social media forms, the amount of this Bbig data^ is rapidly growing.
This data may not have a rational or an organized structure when compared with organizational
data, but when properly treated, it can be valuable in several ways.

Open data is the main resource of the open data ecosystem. Open data and its
definitions have evolved from basic definitions and principles via classifications and other
kind of checklists for open data certification services (Heimstädt et al. 2014a). Figure 3
illustrates the development stairs of open data. From the first definitions, it took about
5 years before the reusability of data from the user perspective were considered. For
example, the government of Great Britain proposed in 2012 a five-star scheme for
assessing the degree to which the individual datasets are reusable (HM Government
Cabinet Office 2012): 1 star: the data is available on the web in any format, 2 stars: the
data is available in a structured format, 3 stars: the data is available in an open, non-
proprietary format, 4 stars: Uniform Resource Locators (URIs) are used to identify the data
using open standards and recommendations from W3C, and 5 stars: the data is linked to
other people’s data to provide content. A few years after that, data certification approaches
emerged. For example, the Open Data Institute (ODI) provided Open Data Certificates5

that enabled data providers to assess the extent to which open data is published according
to recognized best practices. The certificate tells data users what the data is about and how
to get hold of it, sharing legal (e.g., licensing, privacy), practical (e.g., discovery),

1 https://okfn.org/
2 http://theodi.org/
3 http://globalopendatainitiative.org/
4 http://inspire.jrc.ec.europa.eu/
5 https://certificates.theodi.org
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technical (e.g., structure, quality), and social (e.g., documentation) information. In the
future, digital services will be able to automatically certificate open data.

Generally, an open data ecosystem consists of actors, i.e., the organizations and individuals
with the roles of data suppliers/providers, data intermediaries, and data consumers (Heimstädt
et al. 2014b). In addition to data and actors, the existing literature contextualizes open data
ecosystems according to the following characteristics (Heimstädt et al. 2014b):

& Nested structure: The data ecosystem has a nested structure with micro, meso, and macro
levels.

& Cyclical: After the data has been released, data consumers are able to view the data,
edit, and update it and also contribute to it and provide their feedback (Pollock 2011;
Sande et al. 2013).

& Demand-driven: The ecosystems are formed in response to the demand for data (Boley and
Chang 2007).

& Sustainable: The ecosystem finds ways to emerge in the event of sudden changes (Boley
and Chang 2007).

These characteristics are also essential for open data-based digital service ecosystems. The
digital service ecosystems can exist on micro, meso, and macro levels, depending on the size
and the amount of the value networks, and the size and scope of the provided digital services.
The digital service ecosystems also implement a cyclical structure and data cycles, which
enable data consumers to act as data providers, and vice versa. In a digital service ecosystem,
the actors cooperate to fulfill a certain demand, and, thus, the ecosystem is demand-driven.
Finally, the digital service ecosystem finds a new balance and substitutes in the event of
changes. For example, new partners and data providers are sought in the case when certain
data is no longer provided as open.

2.3.2 Quality of open data

A lot of work has been done to standardize quality attributes in the field of software
engineering (ISO/IEC 2001; ISO/IEC 2003) and software architecture design (Gorton and
Klein 2015; Immonen and Niemelä 2008; Ovaska et al. 2010; Niemelä and Immonen 2007;
Kazman et al. 2000; Dobrica and Niemelä 2002). Although data quality has been the subject of
several studies (Castillo et al. 2011; Agichtein et al. 2008; Gil and Artz 2007; Dai et al. 2008;
Naumann and Rolker 2000; Nurse et al. 2013), the quality issues are not commonly brought
into use in the case of data. The ISO 25012 data quality model (ISO 2008) defines 15 data
quality attributes and classifies them into inherent quality and system-dependent quality. Some
of the existing research on data quality uses the quality model as a basis, such as (Behkamal
et al. 2014; Rafique et al. 2012). Data quality evaluation is challenging because data quality
cannot be judged without considering the context or situation at hand (Nurse et al. 2011; Bizer
2007; Bizer and Cyganiak 2009). At this moment, there are neither agreed classifications for
the applicability of quality attributes to certain contexts nor are there agreed definitions of
quality attributes themselves. Quality assessment metrics are heuristics and are designed to fit a
specific assessment situation (Bizer 2007; Pipino et al. 2005). Recently, the characteristics of
big data, volume, variety, velocity, and veracity, have also been detected to define new
challenges for data quality and data quality assessment (Ferrando-LIopis et al. 2013;
Cai and Zhu 2015). Recent research on the quality of online data can be summarized
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under three main factors (Nurse et al. 2011): (1) provenance factors refer to the source
of information, (2) quality factors reflect how an information object fits its intended
use, and (3) trustworthiness factors influence how end-users make decisions regarding
the trust in the information.

The availability of the information in a machine-readable format with the commonly
agreed metadata facilitates data cross-reference and interoperability and, therefore, con-
siderably enhances the value of information for reuse (European Commission 2011). For
example, data.gov.uk already includes basic metadata about all its data sets (HM
Government Cabinet Office 2012). Currently, there are some de-facto standards for
metadata, such as the Dublin Core Metadata Element Set (http://dublincore.org/) and the
metadata of the CKAN data portal platform (http://ckan.org/). However, recent metadata
standards do not assist in determining the quality of data from the data end-user’s
viewpoint. Different parties use different, informal ways to ensure the quality of data.
For example, the ODI’s Open Data Certificates rely on the data providers’ assessment,
enabling the users to decide how much to rely on the data.

2.3.3 Ecosystem-based digital service engineering

The digital service ecosystem takes characteristics both from business ecosystems (Zhang and
Fan 2010; Li and Fan 2011; Iansiti and Levien 2004) and software ecosystems (Bosch 2009;
Jansen and Cusumano 2012; Hanssen and Dybå 2012). However, in a digital service ecosys-
tem, the service provider shares the service taxonomy and service descriptions that enable the
dynamic, behavioral, and conceptual interoperability and interactions between services
(Immonen et al. 2015b; Pantsar-Syväniemi et al. 2012). Just like in a business ecosystem,
the members of a digital service ecosystem share the common ecosystem regulations but are
able to act independently. Partner networks are created inside both ecosystems, but there are
also dependencies between the digital service ecosystem members other than business depen-
dences. Unlike in software ecosystems, in a digital service ecosystem, the members are not
bound to a shared development platform or technology. However, the software can be
provided as a service to the ecosystem.

Service engineering in the digital service ecosystem can be characterized according to the
following features (Immonen et al. 2015b):

& Service co-innovation: open innovation enables the potential to co-create ideas for a
service with other actors of other ecosystems (Stathel et al. 2008; Chan 2013;
Chesbrough and Appleyard 2007).

& Service value co-creation: the value is created inside the ecosystem in value net-
works formed by the ecosystem members (Stathel et al. 2008; Wiesner et al. 2012)
(Kett et al. 2008).

& Enabling infrastructure: the ecosystem infrastructure supports the collaboration and coop-
eration of ecosystem members, providing the required services and tools (Pantsar-
Syväniemi et al. 2012) (Khriyenko 2012; Ruokolainen et al. 2011; Ruokolainen and
Kutvonen 2009).

& Utilization of the ecosystem’s assets: the existing ecosystem assets, such as the ecosys-
tem’s rules, methods, and practices for service engineering, enable co-innovation and co-
creation of the services (Pantsar-Syväniemi et al. 2012; Ovaska et al. 2012; Ovaska and
Kuusijärvi 2014).
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Although several methods and approaches exist that take into account some of the previous
features, they do not cover all of them but concentrate on their own viewpoint and not working
together. Furthermore, recent approaches to ecosystem-based service engineering do not take
into account the data and data quality.

3 Evolvable open data-based digital service ecosystem

This section combines and refines the earlier work of the authors on open data based business
ecosystems (Immonen et al. 2014; Immonen et al. 2013), digital service ecosystems (Immonen
et al. 2015b), and the quality evaluation of open data (Immonen et al. 2015a) (see Section 2.2),
and it introduces the main concepts of the Evolvable Open Data based digital service
Ecosystem (EODE). Interesting and certified open data is a key enabler in the EODE. Data
quality certification ensures that the quality of data is verified to be good enough for the
usage of the ecosystem’s services. Thus, the certified data provides added value for the
whole ecosystem, its members, and customers through digital services co-created based on
that open data.

Figure 4 introduces the structure and the elements of the EODE; the models and services
required for establishing and operating open data based service engineering (vs. Fig. 2 in
Section 2). In this work, these models and services are inspected from the viewpoint of the
quality of data. The term Bevolvable^ refers to the abilities of the digital service ecosystem to
be long-lasting and to tolerate internal and external changes; the ecosystem introduces and
activates survival actions based on up-to-date knowledge and support services that exploit the
knowledge to adapt digital service engineering models and practices to the present situation.
The EODE core illustrates a service framework that is a common infrastructure for coordinat-
ing and managing the operation of the EODE. Thus, the core contains all the mechanisms for
controlling the ecosystem, including legal, practical, technical, and social aspects. In this
context, the focus is on the quality certification of open data, i.e., what kinds of knowledge
and support services are required from the ecosystem to ensure the quality of open data and
open data services. Although the main focus is on open data and open data services, there is a
brief discussion of how open data services are exploited in digital service engineering.
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Fig. 4 Overview of an open data-based digital service ecosystem
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The content of an open data based service ecosystem is specified from two viewpoints:

& Ecosystem viewpoint defines governance- and regulation-related actions for (a) acting in an
ecosystem, (b) evaluating and monitoring the quality of open data and open data services,
and (c) developing digital services on the basis of open data services. The ecosystem
viewpoint has been established on the following artifacts (Fig. 4): the ecosystem capability
model, the knowledge management model (KMM), ecosystem support services, and the
EODE core that integrates the models and support services. The ecosystem viewpoint
defines and describes how collaboration among ecosystem members is regulated, guided,
and assisted. The goal is smooth collaboration among the ecosystem’s members.

& Service provider’s viewpoint defines two different viewpoints: An open data service
provider’s viewpoint and a digital service provider’s viewpoint. The first viewpoint
explains how the EODE helps open data providers to create proper open data services
with the required quality. The viewpoint needs the following artifacts: ecosystem support
services, the KMM, and the EODE core. The main goal is trust making among open data
(service) providers and digital service providers. The digital service provider’s viewpoint
describes how open data services are exploited in digital service engineering. The focus is
on quality evaluation of the used open data services and the digital service under
development. The viewpoint exploits open data services, the ecosystem support services,
the domain model, the KMM, the EODE core, and the service engineering model. The
outcome is a new digital service. The main goal is to provide (personalized) digital services
of high-quality.

3.1 Ecosystem viewpoint: models and services for operating in the ecosystem

This section describes the models and services common for all ecosystem members. These
include the capability model, the KMM, support services, and the EODE core from Fig. 4.
Figure 5 illustrates the relationships of these elements; the ecosystem support services and the
knowledge management model implement the ecosystem capability model, and these are
provided as services to the ecosystem through the EODE core. These elements are described
in the following sub-sections from the viewpoint of the quality of open data.

3.1.1 Capability model

The capability model defines the purpose of the ecosystem, its ability to perform actions, and
the rules governing how to operate in the ecosystem. The capabilities define the governance
activities and regulations for directing, monitoring, and managing the ecosystem, and the
activities and regulations for open data certification (including quality, availability, privacy,
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Fig. 5 The relationships of the common elements of the ecosystem
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licensing) and digital service development. In this context, these capabilities will be examined
from the quality evaluation of the open data and open data services perspectives.

The EODE supports community-based cooperation and collaboration among ecosystem
members by providing service engineering facilities for open data service providers and digital
service providers. The capabilities are implemented in the form of actions that, in EODE, are
clustered according to the stakeholders’ activities into three categories:

i. Quality-related activities for governance and regulation actions of the ecosystem for

& Finding reliable and trusted data sources/service providers/ecosystem members
& Contract making with ecosystem members
& The SLA specification of open data service providers and digital service providers. SLA

defines the kinds of tactical rules that are used for quality evaluation. Tactical rules depend
on the member’s role in the ecosystem

& Supporting the bi-directional communication between digital service providers and open
data service providers

& Defining an ecosystem policy that is to be followed by the ecosystem members. The
ecosystem policy defines strategic evaluation regulations of the ecosystem. Examples of
strategic evaluation rules are the quality criteria for open data sources

& Offering standard quality evaluation practices both for open data providers and digital
service providers

& SLA contract making with open data service providers and digital service providers, i.e.,
defining the criteria for tactical quality evaluation

& Marketing open data services and digital services of the ecosystem

ii. Quality-related activities for open data certification that

& Find acceptable open data sources
& Extract data from different types of data sources
& Check the syntax and semantics of open data and transform them to a standard format
& Enable the quality evaluation of open data services
& Change quality policies based on changes on open data sources and/or (the quality of)

open data
& Provide certification of the quality of open data services.

iii. Quality-related activities for service engineering-related actions that

& Provide reusable assets for defining data requirements with the required data quality
& Assist in matching required data quality with the provided data quality of open data

services
& Provide reusable assets for quality requirements specification, quality modeling, and

quality evaluation of digital services
& Test the digital services with the EODE service architecture specification
& Certify the digital services

The rest of this section concentrates on the activities of the second category since these
activities guide the definition of the KMMs and support services required for achieving
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certified open data to be used by the ecosystem members. The activities of the first and the
third categories also influence the content of KMMs and support services and are, therefore,
briefly discussed.

3.1.2 Knowledge management model (KMM)

The KMM includes common models and transformation rules for adapting specific data
models to the common ones shared and accepted among ecosystem members. These models
can include metadata models of (open) data, standard data models of specific application
domains, and rules for how some specific data models can be adapted from a domain-
specific data model to the common data model. The KMM includes the following types of
quality-related knowledge:

& Ontologies that conceptualize the things related to data, quality, metrics, and services. The
quality attribute ontology, e.g., reliability ontology (Zhou et al. 2011), defines the sub-
characteristics of the quality attribute, metrics (García et al. 2006) for each sub-character-
istic, application time, the formula used as a measuring method, value range, and target
value (Immonen et al. 2015a; Niemelä et al. 2008). Context ontologies are required to
identify the situation of the digital service and to carry out the situation-based service
adaptation of that digital service (Pantsar-Syväniemi et al. 2011). Rules can be represented
as ontologies as well.

& Design-time artifacts, i.e., architectural styles and patterns (Ovaska et al. 2010; Ovaska and
Kuusijärvi 2014). It is also possible to use ontology orientation to represent the concepts of
architectural descriptions and styles. In (Guessi et al. 2015), the ISO/IEC/IEEE 42010
standard of an architectural description is formalized and described as an ontology model,
and further specialized to SOA architecture. Thus, the assumption is that integration
architecture is represented as a common knowledge model shared among ecosystem
members. Other common knowledge models may include service description ontologies,
service component models, quality of service models, service composition models, and
service community models (Aubonnet et al. 2015).

& Domain models that define domain-specific quality attributes, variations between the
domain and the common model, and the adaptation rules for mapping the variable things
to the context of the EODE.

& Policies used in quality evaluation and management (Bizer 2007; Rahman et al. 2011;
Bertino and Lim 2010). The ecosystem policy defines a set of governance services that
are common for all ecosystem members, and rules for how to configure and monitor
these services. It also defines how SLAs for service providers are specified, config-
ured, monitored, and adapted. Each SLA follows the same quality evaluation policy
but is configured and adapted according to the service provider and the context of the
used digital service and its user(s). Moreover, ecosystem policy also manages the
following data quality policies:

– Data filtering policy: This policy defines which open data sources are acceptable in the
ecosystem. The data sources must fulfill the quality criteria of the ecosystem.

– Data quality evaluation policy: This policy defines the quality attributes, metrics, and rules
for their applicability for quality evaluation. The policy is used for data quality evaluation
of the ecosystem, but it is also configurable for the specific need of each service provider.

Software Qual J



– Decision-making policy: This policy defines how decisions are made based on the
strategic or tactical operation of the ecosystem. Input for strategic decision-making is
collected with the identification and analysis of changes in the ecosystem and its sur-
roundings, e.g., related open data markets. The tactical operation of the ecosystem needs
different kinds of decision-making: e.g., defining and updating actors’ roles, business
models, and value networks. Service engineers need online guidance realized by means of
semantic wikis, a well-defined model-driven engineering environment, and continuous
synchronization between the wiki and MDE-based models (Baroni et al. 2014).

3.1.3 Ecosystem support services

The purpose of the ecosystem support services is to assist in carrying out the tasks defined as
activities in Section 3.1.1. The support services that evaluate the quality of open data services
are common for all members. Support services provided for open data service development
and digital service development are recommended, but member-specific solutions are also
allowed. In that case, they need to be adapted to work in a way specified in the knowledge
management model and service engineering model. In this context, the focus will be on the
quality-related activities that boost open data service development and ensure the quality of
open data and open data services (Section 3.1.1.ii):

A1: Defining acceptable open data sources—requires services for searching and evaluat-
ing the quality of open data sources, and monitoring the quality of data sources accepted
to the ecosystem; thus ensuring that the quality remains as acceptable.
A2: Extracting data from different types of data sources—requires services for monitoring
the quality of open data sources and open data, ensuring that the quality remains as
acceptable.
A3: Checking syntax and semantics of open data and transforming the open data to a
standard format—requires services to ensure that the data is syntactically and semanti-
cally straight, and to transform the data into the format acceptable to the ecosystem.
A4: Enabling quality evaluation of open data services—requires tailorable services that
enable the evaluation of the quality of the open data service in its usage context against
the required quality.
A5: Changing quality policies based on the changes of open data sources and/or (quality
of) open data—requires services that enable the detection of different contexts and
changes, and adapt the models and support service to the changes or in a situation-
based manner.
A6: Certification of the quality of open data services—requires services to enable the
validation of the open data service in the usage of the ecosystem.

The initial taxonomy of ecosystem support services (Fig. 6) defines an evolving set of
services selected for the common use of ecosystem members. The ecosystem support services
include eight main categories; utility services enable the management of the ecosystem policy
and also the policies for data filtering, data quality, and decision-making. Matchmaking
services assist in verifying the syntax and semantics of the data, thus, ensuring that the data
is in the right form and is usable for the ecosystem members. Monitoring and evaluation
services monitor the open data sources, the open data itself and the open data services, and

Software Qual J



detect changes in their quality. Recognition services recognize the changes in the context
(e.g., a new data source or changed usage context). Adaptation services adapt to the
recognized changes according to policies. Analysis services perform the data quality
evaluation according to the quality policies and also evaluate the SLAs between the open
data service provider and the digital service provider. Visualization services provide views
of the open data and open data services. Finally, tool services assist in all activities of the
ecosystem members.

3.1.4 EODE core

The EODE core is an integration framework for combining models and support services for
developing open data services and digital services based on them. The integration framework
registers open data services, digital services, and support services and provides knowledge
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Fig. 6 The taxonomy of ecosystem support services
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management, service engineering, and domain models also as services. Thus, in addition to
being an integration framework, the EODE core also acts as a means of knowledge sharing.
The core also provides mechanisms to control and manage open data certification; in this
context, the focus will be only on quality certification.

The core is a centralized system for maintaining a list or catalogue of the digital services of
the ecosystem and additional information, such as service user feedback and rating, access
management, availability information, and service logging. Service registration (see Fig. 7) is a
process in which the necessary information for using and discovering the service is published
in a uniform way. First, the service provider registers the services and receives a unique ID
(within this registry) for the service. Second, the service provider adds the required service
descriptions. At the end, the URLs of service endpoints are linked with the service resource
description. Service discovery (see Fig. 7) is based on the registered service descriptions. Basic
service discovery is enabled by the human readable service description and additional infor-
mation associated with the service description. For more intelligent service discovery and, in
particular, intelligent service matching, a semantic service data description is required. Se-
mantically enriched descriptions support (i) multilingual searches, (ii) matching different data
elements that describe the same thing, and (iii) using the relations of data elements in searches.
Semantics also support interoperability between different services. These are discussed in more
detail in Section 4.2.

3.2 Service providers’ viewpoint: models and services for collaboration

Two main types of service providers collaborate and co-create in the evolvable open data-
based digital service ecosystem: open data service providers and digital service providers.
The EODE forms a two-directional communication channel between open data providers
and digital service providers (Fig. 8). Trust making among service providers is supported
by a common open data service model and quality assessment services provided as
ecosystem support services. Due to the common knowledge management model, the
service engineering model and ecosystem support services, the collaboration among
diverse actors is smooth and interoperable at the levels of business, technology, and
processes.

Open data service providers encapsulate their offerings (open data) with the service model
and the quality policy adapted according to the current situation, thus, utilizing the knowledge
management models of the ecosystem. Ecosystem support services are used in service
development and in ensuring that the service is interoperable by the ecosystem members.
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Fig. 7 Digital service framework
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These new open data services are provided for markets (i.e., to ecosystem members and
outsiders) through the EODE core.

Digital service providers use open data services as building blocks in digital service
development, and provide digital services that can be (1) domain-specific services to global
markets, (2) support services to ecosystems, or (3) tool services or technology enablers for
open data providers. Digital service providers utilize the support services and knowledge
management models in their service development activities, and they utilize the EODE core for
searching for applicable data and for registering the digital service into the EODE core registry,
from where it can be searched.

Next, the service model, domain model, and service engineering model are introduced.

3.2.1 EODE service model

Open data providers encapsulate the open data and provide it as an open data service with a
standard service interface, including syntactical and semantic definitions. Each open data
provider can have their own data model or they can utilize the common EODE service model.
The open data service interface must be implemented as a common standard, such as REST-
API or/and SOAP interface.

A generic service model is defined for all kinds of digital services. The KMM can include
several digital service models. A service provider can also utilize their own service model. In
that case, (being an accepted member of the ecosystem), this service model can also be
included as an acceptable service model for the ecosystem. The digital service model defines
a common digital service interface that includes

& Interface description according to the selected architecture style, e.g., as a REST-API
& Service capabilities as a service ontology, e.g., (Kantorovitch and Niemelä 2008)
& Utility services for monitoring service availability and data quality management
& Related rules defined as policies
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Fig. 8 Collaboration between open data service providers and digital service providers
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Ecosystem support services are internal services used by ecosystem members as part of the
service engineering of digital services. The EODE core can be used for marking these digital
services to customers and service users. However, other market places may also be exploited.
In this context, the EODE core will be examined as a means to market open data services and
digital services as well.

Open data services are categorized according to the purposes of usage and application
domains. Generic open data services that can be used in any application domains include, e.g.,
open data from sensors and location6 or information concerning culture and up-to-date
activities.7 Domain-specific data is categorized according to the application domain, e.g.,
traffic, transportation, and health.

3.2.2 Domain model

The domain model provides configuration rules for adopting open data services to match the
quality requirements of the digital service under development. The digital service engineering
context specifies how the open data service should be adapted. Domain-specific adaptation
rules form a means to perform reactive adaptation according to the situation at hand. For
example, the data format alignment service is used to adapt open data to the common data
model of the ecosystem.

3.2.3 Service engineering model

The service engineering model provides the methodology and tools for developing open data
services and digital services. It supports service innovation, business analysis, requirements
identification, negotiation, and specification. The modeling of digital services exploits the
SOA integration architecture described in the KMM and the related tool services used to
describe the functional and non-functional capabilities of a new open data service or a
new digital service. The service engineering model is described in more detailed in
(Immonen et al. 2015b).

4 Open data quality certification process

This section describes how the elements of the ecosystem specified in the previous
section are used to implement the quality certification of open data. The purpose of the
certification process is to verify the trustworthiness and quality of open data, i.e., that
the data comes from a reliable source, and its quality is good enough to be accepted for
the usage of the ecosystem’s services. The certification is a continuous process; the
quality of data sources and the data itself is evaluated and monitored, and its exploi-
tation in the ecosystem and its value is continuously evaluated. Sub-section 4.1 de-
scribes the certification process in more detail. Sub-section 4.2 provides an example of
the usage of the quality policies in connection with the certification process in order to
help understand how the quality certification is managed with the help of the policies in
the EODE.

6 http://www.paikkatietoikkuna.fi/web/fi
7 http://www.hri.fi/fi/
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4.1 Description of the certification process

The quality of open data is certified in five phases in the ecosystem (see Fig. 9). Some of
the phases are continuous processes in the ecosystem, controlled by the ecosystem quality
policies, whereas some of the phases are triggered by an event. The phases are described in
the following:

P1—Acceptance: The demand for open data comes from the ecosystem. The search for
new data sources is either triggered after a certain time period by the ecosystem policy or
the search is triggered by an ecosystem member that demands new data. The open data
source and the open data itself are evaluated to be accepted for the ecosystem with the
help of the quality evaluation. The evaluation target is, first, the data source, then, the data
content, and, finally, the data quality. The data extraction is a continuous process, and the
quality of the (accepted) data source and the open data itself is evaluated in connection
with data extraction.
P2—Adaptation: The accepted open data is modified to follow the interoperability
requirements (e.g. related to format, syntax, and semantics) of the ecosystem. Thus, the
open data is transformed or adapted to an open data service that can be used as a building
block in digital services.
P3—Validation: The digital service provider validates the open data against its intended
use, i.e. whether the data is fit for use within the certain context and situation of the digital
service provider. The service provider configures the quality evaluation policy according
to its own organizational data policy.
P4—Exploitation: The open data sources and the usage of the open data are monitored,
and feedback from users is collected. The users of the data are the digital service providers
that use the data in their services, and the service consumers that utilize the data via digital
services. The ecosystem enables reactions to changes and allows decision-making, based
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Fig. 9 The phases of the open data quality certification process
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on the collected open data, by visualizing the alternatives and enabling the configuration
of parameters.
P5—Valuing: The quantified value of the open data service is continuously evaluated.
This includes the value comparison of open data services and the decision to keep the
service or substitute it with another service.

Table 1 describes the quality attributes with the metrics andmeasurement approaches that were
identified to be applicable in the ecosystem context. The measurement approach is defined as a
sequence of operations aimed at determining the value of a measurement result, being a
measurement method, a measurement function, or an analysis model (García et al. 2006). The
measurement method is a logical sequence of operations that is used to quantify an attribute with
respect to a specified scale (defining a base measure). The measurement function is an algorithm
or calculation performed to combine two or more base or derived measures (defines a derived
measure). The analysis model is an algorithm or calculation that combines one or more measures
with associated decision criteria (defining an indicator). The quality attributes are defined by the
knowledgemanagement models, i.e., policies, and are evaluated with the related support services.

Table 2 maps the activities (A1–A6 described in Section 3.1.3) to the certification phases
(P1–P5), and summarizes the support services and knowledge assets that are required to
implement each activity. Table 2 also maps the derived quality attributes for evaluating the
quality of open data/open data services to each activity.

Data filtering, data quality evaluation, and decision-making policies have different purposes
in each evaluation phase in the ecosystem. Open data can originate from different kinds of
source types, and each type can have different kinds of properties relating to, for example, the
data content, structure, and size. Therefore, the first thing that the data filtering policy must
define is acceptable data source types. Each data set is then classified into these types. The
open data source types can be, for example, web pages (free-formed), Facebook, Twitter,
Instagram, customer feedback, analyses and reports, or other semi-structured documents. The
filtering policy and data evaluation policy must define the quality properties and rules specific
for each data source type for data quality evaluation. These include the following:

& The attributes for data source/open data/open data service evaluation
& The metrics of which the attribute consists and which are used in the assessment
& The value range for each metric
& The formula for achieving the metric value from measured value
& The acceptable value for each metric
& The rules that define which attributes/metrics are taken into account and which weights are

assigned to the metrics

The filtering policy uses the quality metrics and rules in evaluatingwhether or not to accept the
data set to the ecosystem. Thus, the data filtering policy defines the quality criteria for open data
sources, i.e., the strategic evaluation criteria. The data evaluation policy is used by the ecosystem
in data extraction, in data monitoring, and in decision-making. Also, service providers have their
own evaluation policies when searching data for a certain purpose (in phase 3). The quality
evaluation policy is utilized as criteria for SLA specification and tactical quality evaluation of the
data itself. The decision-making policy defines the criteria for actions based on quality evaluation,
such as how to adapt to changes or what actions to take based on evaluation results.
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Table 1 Metrics and measuring methods used in quality attribute evaluation

Quality attribute Description Metric Measurement approach

Believability The extent to which data is regarded as true and
credible; credibility of the data source, comparison
to a commonly accepted standard, and previous
experience (Pipino et al. 2002)

The lowest number of three properties; the believability
of the data source, believability against a common standard,
and believability based on experience.

E.g., the source has a verified account.

Analysis model

Completeness The degree to which data is not missing; schema
level: all of the required classes and properties
are represented, data level: no missing values
of properties with respect to the schema
(Behkamal et al. 2014)

E.g., completeness of data within a data set (A/B);
A = number of data required for the particular context
in the data set, B = number of data in the specified
particular context of intended use

Measuring function

Consistency Consistency of the values of data; implies that two
or more values do not conflict with each other
(Mecella et al. 2002) (Wand and Wang 1996)

Data consistency checks Measuring function

Corroboration The same data comes from different sources
(Dai et al. 2008)

The amount of data sources Measuring function

Coverage of data The extent to which the volume of data is
appropriate for the task at hand
(Pipino et al. 2002)

The minimum of two ratios: The ratio of the number of data
units provided to the number of data units needed, and the
ratio of the number of data units needed to the number
of data units provided

Measuring function

Popularity The data has a number of followers, and/or the data
is liked and repeated by others

Number of data users;
Number of re-tweets

Measuring function

Relevancy The extent to which the data is applicable
and helpful for the task at hand
(Pipino et al. 2002)

The number of occurrences
of relevant key words

Measuring function

Semantic accuracy Data entities must reference a real world
correspondent and must have faultless attribute values
(Behkamal et al. 2014).

Detection of outliers;
Detection of inaccurate values

Measuring function,
Analysis model

Syntactic accuracy Structural validity of a dataset, such as compliance
with the RDF/XML standard (Behkamal et al. 2014)

E.g., A/B; A = number of records with
the specified field syntactically accurate,
B = number of records

Measuring function

Timeliness The freshness of the data A timestamp: data set creation date Measuring function
Uniqueness The non-redundancy characteristic of the entities, classes,

properties, and values of properties in a dataset
Analysis model
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Table 1 (continued)

Quality attribute Description Metric Measurement approach

(Behkamal et al. 2014) Number of redundant data classes; ratio of similar properties;
ratio of redundant instances; ratio of functional properties
with different values

Validity The likelihood that the data in an appropriate format
and the values are still valid (Ramaswamy et al. 2013)

Data syntax and semantic checks;
Data set creation date

Analysis model

Verifiability The degree and ease with which the data/information can
be checked for correctness. E.g., checking the data source
names from the actual source of the data, or whether
the data points to a trusted third party source where the
data can be checked for correctness (Naumann 2002)

Resource identifier,
Relation,
Cross references

Analysis model
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Table 2 Mapping between the activities, support services, knowledge assets, and quality attributes

Phase Activity Support services Knowledge assets Quality attribute Evaluation target

Acceptance (P1) Finding out relevant open data
sources (A1)

Recognition and acceptance of new data
sources (S4.1)

Content recognition of open data (S4.3)
Quality evaluation of open data source (S3.1)

Filtering policy Believability
Popularity
Verifiability
Timeliness

Data source

Extracting open data from
different types of data
sources (A2)

Quality monitoring of open data sources (S3.1)
Content monitoring of open data(S4.3)
Quality evaluation and monitoring of open data (S3.2)

Quality evaluation policy Believability
Popularity
Verifiability
Timeliness
Uniqueness
Coverage of data

Data source,
open data

Adaptation (P2) Checking syntax and semantics
of open data and transforming
these to a standard format (A3)

Checking syntax of open data (S2.1)
Adaptation of open data to the standard

format (S2.3)
Checking semantics of open data (S2.2)
Semantic alignment of open data (S2.3)

Service model Syntactic accuracy
Semantic accuracy

Open data

Validation (P3) Enabling quality evaluation of
open data services (A4)

Recognition of usage context of open data (S4.2)
Quality evaluation of open data services (S3.3)

Quality evaluation policy Validity
Completeness
Relevancy

Open data

Exploitation (P4) Changing quality policies based
on the changes of open
data sources and/or (quality of)
open data (A5)

Monitoring the quality of open data sources
and open data (S3.1, S3.2)

Monitoring the use of open data (S6.1)
Analyses of open data sources and (quality of)

open data (S6.3)
Visualizing quality measurements (S7.3)
Configuring quality policy (S1.1–S1.4)
Visualizing changes in quality policy (S5.2, S7.2)

Quality evaluation policy
Decision-making policy

Popularity
Corroboration
Coverage of data
Relevancy
Validity

Open data service

Valuing (P5) Certifying open data services (A6) Checking syntax of open data services (S2.1)
Checking semantics of open data services (S2.2)
Quality evaluation of open data services (S3.3)

Service model
Quality evaluation policy

Syntactic accuracy
Semantic accuracy
Uniqueness
Completeness
Consistency

Open data service
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The policies are expressed using event-condition-action (ECA) rules. ECA rules take
the form Bwhen Event occurs and Condition holds, then execute Action,^ in other words,
the ECA rules are composed of event definitions, triggering conditions, and the actions to
be taken.

4.2 An example of the usage of policies in data quality certification

Table 3 provides an example of a detailed description of how policies and support services are
related to the two activities of phase 1 of the certification process. Data filtering policy enables
the selection of reliable data and data sources for the ecosystem. The description of the policies
of the example concentrates on the data source type BTwitter.^ Table 3 describes two activities.
Activity 1 is described in more detail below.

4.2.1 Introduction of policies

According to Table 3, the data filtering policy is used in phase 1, activity 1 (‘Finding out
relevant open data sources’). The content of the policy is described in more detail below:

A) Acceptable data source types and the acceptable content for each data source type: The
filtering policy defines the list of acceptable data source types and the content for each
data source type, e.g.,

Data source type ¼ Twitter; content type ¼ tweet

Data source type ¼ Youtube; content type ¼ videos

Data source type ¼ Facebook; content type ¼ text; pictures; videos

Table 3 The policies and support services that implement the activities

Policy Policy content Support services

Phase 1 activity 1: finding out relevant open data sources
Data filtering policy A) Acceptable data source types and the

acceptable content for each data source type
Content recognition (S4.3)

B) Quality attributes and evaluation metrics
for each data source type

Quality evaluation of data
source (S3.1)

C) Value range and rules for acceptance
for each data source

Data source recognition
service (S4.1)

Phase 1 activity 2: extracting data from different types of data sources
Data filtering policy Description of acceptable data sources Data source recognition

service (S4.1)
Quality evaluation policy Definition of quality attributes and metrics

for each data source type
Definition of rules for data set acceptance

Quality evaluation of open
data (S3.2)
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B) Quality attributes and evaluation metrics for each data source type: Table 4 describes an
example of the attributes, metrics, and their value range included in data filtering policy
for the data source type BTwitter .̂

C) Value range and rules for acceptance for each data source: The following describes
the filtering policy rules for the data source type BTwitter^:

Event: Finding out relevant open data sources
Condition:

IF the data source type ¼ Twitter AND the content type ¼ tweet
AND
IF Data publication date > 1:1:2015ð Þ AND Popularity > 0:6 OR Believability > 0:9ð Þ
AND Verifiability ¼ 0:7

Action: The data source is assigned as an acceptable data source for the ecosystem.

4.2.2 Usage of the policies

Figure 10 illustrates how support services exploit policies in phase 1, activity 1 and in phase 1,
activity 2. The usage of the policies is described in more detail below:

Table 4 An example of the elements of the data filtering policy

Attribute Metric Formula Value range (% of
the estimated maximum
value of the topic; normalized
between 0…1)

Acceptable
value

Timeliness Data publication date Retrieving the date 1.1.2015–today Newer than
1.1.2015

Popularity Number of followers
in a day

Followers count <0.2 = Bnot relevant^;
<0.4 = Bnot acceptable^;
≥0.6 = Bacceptable^;
≥0.8 = Brelevant^;
≥0.9 = Bhighly relevant^

≥0.6

Believability
(of source)

Registration age of
the author in days

Retrieving
registration age

<0.3 = Bnot relevant^;
≥0.5 = Bacceptable;
≥0.8 = Brelevant^;
≥0.9 = Bhighly relevant^

≥0.6

Author frequency: the
number of tweets/
comments/questions
at posting time

Counting all tweets/
comments/questions

<0.4 = Bnot relevant^;
≥0.5 = Bacceptable;
≥0.8 = Brelevant^;
≥0.9 = Bnot relevant^

≥0.4
and <0.9

The source’s account
is verified

Is verified 1 = yes;
0 = no

1

Verifiability
(of
content)

Resource identifier Resource identifier
search

1 = yes;
0 = no

1

Number of cross
references

Cross references
search

<0.4 = Bnot acceptable^;
0.4 = B1^;
1.0 = Bestimated max^

≥0.4 ≤ 1.0
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Phase 1, activity 1: finding out relevant open data sources The ecosystem evaluates
whether or not the new data source can be accepted to the ecosystem. The trigger for this
activity can come from an ecosystem member, or the activity can be triggered after a certain
time period according to ecosystem policy.

1.1. The user (or the search monitor) that follows the ecosystem capability model/ecosystem
policy wants to add a new data source to the ecosystem. The user defines the data source
to the EODE system through a user interface.

1.2. The recognition service checks the content of the data.
1.3. After the content has been verified, the recognition service notifies the monitoring and

evaluation service to evaluate the quality of the data source.
1.4. The monitoring and evaluation service identifies the data source type, and it evaluates

the quality of the data source utilizing the data filtering policy. The data filtering policy
defines the quality attributes and metrics for the data source type at hand.

1.5. The monitoring and evaluation service returns the evaluation results to the recognition
service.

1.6. The recognition service checks the value range for the quality attributes and compares
them with the evaluation results. The value ranges are defined in the data filtering policy.

1.7. The recognition service returns the decision whether to accept or reject the data source.
In this case, the data source is accepted to the ecosystem.

Phase 1, activity 2: extracting data from different types of data sources The data is
brought to the ecosystem from an acceptable data source. The data is evaluated at the time of
extraction.
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Fig. 10 The usage of quality policies at run-time

Software Qual J



2.1. The user/monitor wants to extract data from a data source and to see the quality of
the data.

2.2. The recognition service checks with the data filtering policy whether the source is an
acceptable source for the ecosystem.

2.3. If the data source is accepted by the ecosystem, the recognition and adaptation service
permits data extraction service to extract the data.

2.4. The data is extracted to the ecosystem.
2.5. After the data extraction, metadata is created (beyond the scope of this paper, see

Immonen et al. 2015a) and the evaluation and monitoring service is requested to
evaluate the quality of the data set.

2.6. The monitoring and evaluation service evaluates the quality of the data set according to
the quality attributes and metrics defined in the quality evaluation policy for this kind of
data source type. (Some of the quality attributes that have already been evaluated in the
case of activity 1 are now reevaluated at the time of extraction.)

2.7. The visualization service is requested to illustrate the data with its quality for the user.
2.8. The visualization service illustrates the extracted data with its quality attribute values for

the user according to the user profile.

5 Analyses and discussion

This section describes the maturity analyses of the main elements of the EODE concept and
discussion of ongoing and future work.

5.1 Concept development and validation

In this paper, all our earlier works related to open data-based ecosystems, service ecosystems,
and data quality evaluation have been combined, adapted, and extended; the concept of an
evolvable open data-based digital service ecosystem is introduced. The concept specifies the
capability model with the required support services and knowledge models to implement the
actions related to the quality certification of open data. The development and validation of the
EODE concept has been carried out incrementally in several international and national
research projects. The research described in this paper was conducted in co-development in
the ODEP, N4S, and DHR projects in 2015–2016. The validation of the work remains in
progress in the N4S and DHR projects until 2017. The development and validation of the parts
of the EODE concept are described in the following sub-sections, including the status and the
maturity of the evaluation.

5.1.1 Main elements of the service ecosystem and ecosystem-based service engineering
model

The digital service ecosystems were researched in Innovative Cloud Architecture for the Real
Entertainment (ITEA2-ICARE)8 project during in 2011–2014. The term digital service

8 https://itea3.org/project/icare.html
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ecosystem was relatively new at that time and not properly defined, and, therefore, a compar-
ative definition of the properties of the business ecosystem, digital service ecosystem, and
software ecosystem were first presented. Based on this state-of-the-art review, it was detected
that methods for how to take the digital service ecosystem elements into account in service
engineering were missing. The main requirements for ecosystem-based digital service engi-
neering were identified, and the main elements of a digital service ecosystem and an
ecosystem-based service engineering model were specified (Immonen et al. 2015b). The
service engineering model included a requirements engineering (RE) method for digital service
ecosystems, and it included two document templates for requirements elicitation and identifi-
cation and for communication, knowledge sharing, negotiation, and decision-making. The RE
method was validated in use with the ecosystem concept in two different ecosystems. The first
case took place in the ITEA2-ICARE project, when the ecosystem concept and the RE method
were applied to specifying the digital services and related support services for an interactive
multi-screen TV services ecosystem. The goal for applying the RE method was to collect
and analyze requirements from the ecosystem members for a shared service-oriented
platform, which would enable the provisioning, integration, and use of services among
the members of the ecosystem. The second case took place in the Connecting Digital Cities
(EU-EIT-CDC)9 project, in connection with the open service platform offering open real-
time data from several data providers. The goal of the RE method application was to extract
high-level user and business requirements for the open real-time data platform. Altogether, the
method was used by 32 European partners that collected 298 requirements, including func-
tional, non-functional and business requirements, and constraints (Immonen et al. 2015b). A
feedback collection among the partners that were involved in the requirement engineering in the
ICARE and CDC projects was performed to obtain user experiences and opinions about the
ecosystem concept and the method and to find out any advantages, shortcomings, and devel-
opment targets (Immonen et al. 2015b). The RE method was seen as valuable and useful in the
beginning of the service engineering process when the long-term development of new service
architecture was started for digital ecosystem-based services. The service RE method was
especially useful for describing, documenting, and communicating the capabilities of the digital
services and the service architecture they required. The method was also seen as useful in the
analysis phase, where the different stakeholders work together. However, the definition of
quality requirements was identified as a development target; special skills and knowledge on
quality attributes are required and should be present in the innovation and requirements analysis
and in the negotiation and specification phases.

5.1.2 Concept of open data-based business ecosystem

In our initial research on open data (Immonen et al. 2014; Immonen et al. 2013), the first draft
of an open data ecosystem was defined from the business viewpoint. The work was performed
in 2012–2014 on the national strategic research project, ODEP (Open Data End-user Pro-
gramming), funded by the Finnish Funding Agency for Technology and Innovation (TEKES)
and VTT Technical Research Centre of Finland. The purpose of the ODEP project with the
research theme BOpen data and analytics^ was to create new technology and business potential
utilizing open data. The subject was, at the time, relatively new and the utilization of open data
in business by companies was at the outset. The requirements of such an ecosystem were

9 EIT ICT Labs project No. 14465
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collected with the help of interviews of industry representatives and the motives and challenges
of acting in the open data ecosystem were identified. Altogether, 11 industry representatives
participated in the interviews, including ecosystem actors such as data providers, application
developers, infrastructure providers, and application users. Companies were selected from
different application domains to be interviewed, and they differed in company size and service
types. The interviewees, for example, product developer managers, customer and development
managers, and finance and administration managers, were selected based on their knowledge
of the business viewpoint of their company. The interviews provided valuable insight and
requirements for the concept of an open data-based ecosystem and enabled a response to the
actual needs of the data-based industry. Furthermore, the interviews enabled identifying the
challenges and opportunities of open data, and applications and services of open data, and
enabled evaluating the feasibility of the open data ecosystem (Immonen et al. 2014).

5.1.3 Solution for quality evaluation of open data

The evaluation of the open data quality was the main concern in the work in (Immonen et al.
2015a), in which the elements and phases of quality evaluation of open data in big data
architecture were defined. The research was conducted under DIMECC’s Need for Speed
(N4S) program10 funded by TEKES, in 2013–2016 and will continue until 2017. A solution
for quality evaluation of open data was developed, which based on data quality policies,
defines the evaluation metrics, extracts and evaluates data from Twitter, and visualizes the data
for users weighting the relevant quality attributes of the user. The solution was validated with
the help of an industrial case example; the solution provided a major data consulting company
insight into customer needs, facilitating the R&D of the company. The solution evaluated the
quality and trustworthiness of data and, thus, provided verified data for the company’s business
decision-making. The data in the case study was social media data (mainly from Twitter), but
the approach can be extended to other data source types as well. The validation showed that
although the evaluation succeeded within the case example, much more work remained to be
done to extend the solution to be applicable to other data source types as well.

The current implementation of the quality evaluation of open data supports quality evalu-
ation inside a single company; the quality policies must be implemented to be applicable to the
ecosystem context. In EODE, the evaluation is done with the help of quality policies on two
levels; ecosystem and service providers. The purpose of the quality evaluation performed by
the ecosystem is to ensure that the quality of data is good enough to be accepted to the
ecosystem. The purpose of the quality evaluation performed by the service provider is to
ensure that the data fits the intended use of the provider. The service provider must first
identify the intended use of data. This should be defined in the company’s strategy. The
ecosystem assists the service provider in specifying their own quality policies. After that, the
service provider evaluates the data quality with the help of quality attributes and metrics
applicable to their own context. These should be defined in the company’s own quality
policies. The service provider does not necessarily have to know anything about data quality
evaluation methods or techniques. The provider can specify their data requirements with the
help of the evaluation policy Btemplate^ provided by the ecosystem. The Btemplate^ of policy
assists in selecting the evaluation attributes applicable, and, depending on the type of data
source, the applicable metrics and techniques can then be selected automatically. The

10 http://www.n4s.fi/en/
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evaluation can also be automated, i.e. the service matchmaking algorithm can perform the
quality evaluation with the help of the quality policy defined by the service provider.

5.1.4 Semantic data model

Previous attempts at the application of semantic data structures to the presentation of data, and
thus bringing necessary understanding to the data, have not become widely adopted because of
the additional work required. The presentation of data semantics would require modification
not only to the data structure itself but also to all the applications that produce and use the
particular data. To tackle this problem, the authors have made several contributions to data
semantics. In (Pantsar-Syväniemi et al. 2012), a generic adaptation framework for developing
situation-based applications for smart environments is described that embodies a novel
architecture and general ontologies that solve the semantic, dynamic, behavioral, and concep-
tual interoperability problems of most physical environments. The semantic models (in the
form of ontologies) ensure interoperability beyond communication and the interoperability of
the information exchanged, the interoperability of context and its changes and the interoper-
ability of application behavior. The applications developed based on the framework can use
and apply semantic information in different kinds of smart places (for example, in homes,
offices, and cities). A presentation of how the applications are developed based on the
ontologies is provided in (Ovaska and Kuusijärvi 2014), in which the run-time quality
adaptation is also described. The developed approach was applied to the development of a
semantic facility data management system (Niskanen et al. 2014) that was incrementally
developed and validated with four industrial pilots that were carried out in 2011–2014. The
semantic models included domain-specific parts, which complicated their usage in different
domains, but the security and context ontologies were generic and applicable to any domain.

Commonly, open data is published as a REST (REpresentational State Transfer)11 resource
without any description of the data structure. Thus, the content and structure of the data remain
unknown, complicating the utilization of the data. Even in the cases when a data structure is
presented in a commonly accepted way, e.g., XSD,12 the XML Schema definition, the nature
of the data and the purpose of the attributes cannot be detected. As a response to this problem,
the service data description with the semantic data model was developed in the Digital Health
Revolution (DHR)13 project funded by TEKES in 2015. The service data description of the
model enables linking the service data description to commonly available schematics, e.g.,
schema.org or domain-specific ones, or optionally to a service-specific dictionary. The solution
allows the presentation of heterogeneous data from different domains using a common
description format that still allows the presentation of the domain-specific semantic informa-
tion. Linkage to commonly available schemas minimizes the need for service-specific ontol-
ogy development. The structure of the data remains unaffected, which allows the data to be
presented using multiple schemas, e.g., linking to different vocabularies depending on the
attribute. This kind of data description model is an efficient tool for relevant data discovery; the
data search can be targeted directly to the service data descriptions using the terminology of the
schema. For example, the search can be targeted to find all health data that provides
continuous heart rate information. Different data structures from different data services

11 http://www.service-architecture.com/articles/web-services/representational_state_transfer_rest.html
12 http://searchsoa.techtarget.com/definition/XSD
13 http://www.digitalhealthrevolution.fi/
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that all provide the same information, e.g., the heart rate, are linked to the same concept
regardless of the parameter names in the original data structure and the presentation
method of the data. To aid the creation of the open data service descriptions, a service
framework implementation14 provides graphical tools for service registration. The digital
service registry implementation15 provides the service description database, related REST-
interfaces, and data models as open source implementation.

In summary, interoperability on the data level is achieved by the service data description,
dataset descriptions, and their relations to the Concept Schema and the concepts defined in it.
Service level interoperability is realized by using common service interface descriptions based
on the REST architecture style. The further development of the semantic data model is still
ongoing in the DHR project, and will continue until 7/2017. At this moment, tools for creating
the data descriptions and linking to applicable dictionaries, and service matchmaking, based on
the data descriptions, are in progress. Online testing environment deployment is also ongoing
with project partners, where data and service providers can publish data sources and services
that produce additional value from data to service consumers. The tool for creating a semantic
data description for a service uses the normal data model as input, asks the service developer
for the parameters, e.g., heart rate or pulse, and possible links to domain-specific schemas and,
thus, transforms the non-semantic data model to the semantic data model.

5.1.5 EODE core

The core is based on the authors’ work on a Digital Service Registry. The Service Registry is a
centralized system for maintaining a list or catalogue of any digital services reachable through
a URL and additional description information, such as technical and human readable descrip-
tions, location (geographic and endpoint URL), service user feedback and rating, access
management, availability information, and service logging.

The EODE core, and the Digital Services Hub as its initial implementation, was developed
within the scope of the ITEA2-ICARE project. The implementation was done completely
using a model-based software development method. An instance of the core was published as
an open service platform16—Digital Services Hub—that is free to use for research and
innovation purposes. The Digital Services Hub was used and demonstrated in the ITEA2-
ICARE project, where project partners registered their services and used the Digital Services
Hub for authorizing and visualizing service connections. The Digital Services Hub provides a
user interface with which the service providers can register their services. The Digital Services
Hub fulfilled its purposes well in the multimedia domain of eight international service
providers. However, the context was closed, and, therefore, more validation is required.
Further development of the Digital Services Hub is in progress in the N4S and DHR projects.
Practical experiences of the applicability of the knowledge management and capability models
in digital service ecosystems are especially required.

The Digital Services Hub can contain any kind of digital entities that have a digital API,
e.g., open data, support services, and digital services. The service description can include
information about the service characteristics, such as the throughput and latency, with which
the service consumer can evaluate whether the service is working correctly and is good enough

14 www.digitalserviceshub.com
15 https://github.com/digitalhealthrevolution/serviceregistry
16 https://www.digitalserviceshub.com/registry/
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for the consumer’s purposes. The Digital Services Hub also handles service availability in the
following ways: (1) the reported availability; the registered service notifies the services Digital
Services Hub regularly when they are active. (2) Requested availability; the Digital Services
Hub continuously queries its services for availability and represents the status to the service
users. The service provider must implement the management API that responds to the queries.

The trust between services and data privacy is implemented in the Digital Service Hub in
the context of personal data; MyData. MyData is a service in which own personal data is
provided in an exploitable format. Trust and privacy management is implemented on two
levels (see Fig. 11):

Level 1: The trust making. The Digital Services Hub manages the trust between two
digital services by granting a binding key between two services, e.g. service A can use
service B (Fig. 11). The key ensures that the service is a recognized and trusted service,
and both services are controlled though the service registry.
Level 2: Consent management. The data owner consents to whether or not service B can
use their personal data, and also consents to whether or not their data can be transformed
over the binding between services A and B. By giving consent to the binding, the data
owner also must accept the terms of data usage of service A.

The implementation of consent management is a part of the ongoing work with the test
environment deployment of the DHR project. The data owners can give consent about the
usage of their personal data using the MyData dashboard UI (see Fig. 11).

5.2 Limitations, open issues, future research items

The validation of the last two phases of the data certification process; BExploitation^ and
BValuing,^ requires a real environment. These two phases are the focus of future work: an
ecosystem of trusted, interoperable, and legally compliant cloud services will be set up, and the
focus will be on developing the required mechanisms to register, discover, compose, use, and
assess the services. The Digital Services Hub framework may be used as the core of the
ecosystem to register and monitor services, but it must be extended to monitor more quality
attributes. The quality evaluation approach (Phase 1) must be adapted to work in the connec-
tion with the Digital Service Hub in the way that they can utilize each other.
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Service user
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Fig. 11 The trust making and privacy management in the EODE core
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Data quality was detected as the most important issue for data utilization (Immonen et al.
2014), and, therefore, in this work, data certification focused on data quality; the evaluation
targets were, first, the data source, then, the data content, and, finally, the data quality itself.
However, when the data quality has been ensured to be good enough, there are also many other
issues that affect data selection and utilization, such as the data licenses that must be evaluated
and selected. Originally, the licenses grant the Bbaseline rights^ to distribute copyrighted work,
and most licenses still contain some elements that restrict the utilization of data, such as
Attribution, Non-Commercial, No-Derivatives, and Share Alike.17 The different restricting
elements can be mixed and matched, and, therefore, a huge amount of customized licenses
exist for data. The selection of a license must, therefore, be done carefully and must be
applicable to the situation at hand.

On the ecosystem level, there are two ways to deal with the data licenses. When the data is
verified for the ecosystem based on data quality, the ecosystem can

1. Accept all data without considering the data licenses
2. Restrict data acceptance for the ecosystem based on the licenses of the data, e.g., data with

certain licenses are accepted w.hile others are rejected.

In both cases, the final license selection is the responsibility of the data user, i.e., the service
provider. The data provider may provide several licenses for the data. Furthermore, the service
provider may utilize data from several sources in the same service. The ecosystem must bring
all the license options available to service providers and assist in license selection. The service
provider must be able to compare the licenses and to select the most applicable one. In the
event that data from several data sources is combined to the same service, the service provider
should be explicitly informed about the licenses attached to each data and the cumulative effect
of the all the licenses merged together. Some assistance for the license selection has been
provided for data providers. For example, Creative Commons currently provides two methods
for integrating license selection into applications: the Partner Interface and the web service
API. In (Daga et al. 2015), an ontology-based tool is presented for a data provider to select the
license for their data. However, the selected licenses must obey the wish and intention of the
data owner who, in the end, owns the rights to the data (Boris et al. 2016). In the same way, a
Btool^ is required for data users to compare and select licenses and to integrate several licenses
of different data. This tool, Ba license selection tool,^ could be provided as a support service of
the ecosystem for service providers.

The aim is to extend the EODE with the other aspects of data certification; legal aspects,
i.e., license selection and data privacy, and practical aspects (the availability of open data, open
data services, and support services). These are our upcoming research topics to be examined in
the upcoming international project scheduled to begin in the autumn, 2017. The data privacy
aspects are domain-specific and often regulated differently in each country. Final license
selection is the responsibility of the service provider; the ecosystem only assists in license
comparison, selection, and integration. The concept of the EODE will be refined to include
services and knowledge management models to assist the service provider in data certification
based on legal aspects. Furthermore, the ecosystem’s filtering policy will be used to ensure that
the licenses applicable for the data are applicable also for the ecosystem. The data filtering
policy may contain restrictions on license conditions that may prevent data selection for an

17 https://creativecommons.org/licenses/
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ecosystem even if the quality of the data has been ensured to be good enough. The domain
knowledge model must include knowledge of how to take data privacy issues into account
separately in each domain, e.g., healthcare, traffic, or financial. Thus, when applying the
EODE in different domains, privacy issues must be solved case by case. The work on
transforming the non-semantic data model to semantic data model is still ongoing in the
DHR project, and the aim is to continue with the research topic in other research projects (not
yet defined). In the next step, the concept schema will be extended and linked with the license
ontologies in the same way that it is already linked with the data ontologies.

Furthermore, the transformation of the solution of the data quality evaluation to the
ecosystem context is work the authors plan for the future, and it will be the focus of the
upcoming international project planned to start in 2017. The quality policies will be refined to
be applicable in the ecosystem context, both for evaluating and accepting data for an
ecosystem, and for enabling users to configure policies specific to their own purposes.

The generic EODE concept described in this paper can be applied to certain domains when
content of the ecosystem elements is to be specified on a more detailed level as the domain of the
ecosystem becomes known. The domainmodel specifies the domain/application-specific knowl-
edge used together with the generic knowledge management models to adapt the service
engineering and digital services to the case at hand, e.g. to the healthcare, energy, and traffic
domains. The generic EODE concept with the KMM and service engineering models, however,
assists in defining these domain-specific models. The application of the EODE to different
application domains and business fields is naturally the next step in the validation of the concept.

6 Conclusions

Poor and unknown quality has widely been recognized as one of the major obstacles for open
data utilization. The main motivation of this paper is how to guarantee the quality of open data
in the service ecosystem context. This paper combined the authors’ earlier research on open
data ecosystems, data quality evaluation, and service engineering in a digital service ecosystem,
and it introduced the concept of an Evolvable Open Data-based digital service Ecosystem
(EODE), which defines the kind of knowledge and services that are required for validating open
data in digital service ecosystems. Open data is brought into EODE as an open data service that
encapsulates the open data for the usage of the digital service developers. This paper introduced
the main concepts of the EODE; the capability model that provides activities for quality
evaluation of the open data, and the knowledge management models and the ecosystem support
services that support these activities, thus enabling the quality evaluation of the data source, the
open data itself, and the open data service. The EODE concept is general and applicable to any
domain through domain models that describe the domain-specific concepts and rules.

This paper also introduced an open data certification process, which implements data
quality certification with the help of EODE’s knowledge management models and support
services. The open data quality certification consists of five phases, which enable bringing
validated open data to the ecosystem from trustworthy sources, transforming it to the accept-
able form of the ecosystem, validating it against its intended usage of each service provider,
monitoring the data sources and the usage of the data, and continuously evaluating the
quantified value of the open data service. Some of the phases are continuous processes
controlled by ecosystem quality policies, whereas some of the phases are triggered by an
event in the ecosystem. The certification process is generally described, and must be adapted
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and specialized using the domain model that defines domain- and application-specific exten-
sions, replacements and adaptation rules, and regulations. Although several validation exper-
iments of the EODE elements have been carried out during the last three years, the whole
EODE concept still requires more experimental tests in different application and business
fields in order to guarantee that generic and domain-specific knowledge can be maintained
separate but smoothly exploited together using the generic capability and knowledge manage-
ment models during the run of digital services.

Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0 International
License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and repro-
duction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a
link to the Creative Commons license, and indicate if changes were made.
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