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List of symbols  
𝛼 Droplet volume fraction (-) 

𝑐 Total molar concentration (mol/m3) 

𝐶 Empirical coefficient (-) 

𝑐𝑝 Specific heat capacity (kJ/kg·K) 

𝐷 Diffusion coefficient (m2/s) 

𝑑 Droplet diameter (m) 

𝒈 gravitational acceleration vector 

ℎ Sensible enthalpy (kJ/kg) 

 or convective heat transfer coefficient (W/ m2K) 

ℎ𝑚 Mass transfer coefficient (m/s) 

Δℎ𝑣 Latent heat of evaporation (kJ/kg) 

Δℎ𝑔 Δℎ𝑣 + ∫ 𝑐𝑝(𝑇)𝑑𝑇
𝑇𝑏
𝑇0

. Total heat of evaporation (kJ/kg) 

𝐼 Intensity (W/Sr· m2) 

𝑘 Thermal conductivity (W/ m2·K) 

 or sub-grid kinetic energy (m2/s2) 

𝜅 Absorption coefficient (1/m) 

𝜇 Dynamic viscosity (Pa·s) 

𝜈 Kinematic viscosity (m2/s) 

𝜌 Density (kg/m3) 

R Universal gas constant R=8.3144598 (kg /m2 s2 K mol) 

 or droplet radius (m) 

𝝉 Stress tensor  
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𝜏 Characteristic time (s)  

𝑇 Temperature (K) 

𝒖 Velocity (m/s) 

𝑽 Particle velocity (m/s) 

p Pressure (Pa) 

𝑱 Mass flux tensor 

𝐿 Characteristic length (m) 

𝑀 Mass (kg) 

𝑁 Number of moles (mol) 

𝒒̇″ Heat flux vector 

𝑌 Mass fraction (kg/kg) 

𝑋 Volume fraction (mol/mol) 

〈⋅〉 Expected value 

⟨𝑥|𝑦⟩ Expected value of x conditional on y 

‖𝒙‖ Vector norm ‖𝒙‖ = √∑ 𝑥𝑖
23

1 . 

 

Superscripts 

(𝑖) i:th particle property 

S Property evaluated at a surface 

∞ Property evaluated in “free stream”  or ambient conditions 

@𝑝 Property evaluated at particle position 

″  Flux (-/m2) 

‴ Volumetric term (-/m3) 

   ̇ Rate  (-/s) 

 

Subscripts 

𝛼 Species 𝛼 

𝑏 Boiling temperature or blackbody intensity 

𝑓 Fuel 
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𝑔 Gas phase property 

𝑙 Liquid phase property 

𝜆 At wavelength 𝜆 

𝑜 Oxidizer 

𝑡 Turbulent 

𝑟 Radiant 
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1. Introduction  

1.1 Motivation and background 

Liquid fuel spills present a potential fire hazard in many situations. The fuel dispersal 
leading to the formation of the spill may be a result of e.g. a pipe burst, vessel 
rupture, transport accidents, arson or terrorist attacks. Depending on the dispersal 
process, these incidents may lead to fireballs, pool fires, or spill fires.  Evaluation of 
the consequences of such incidents is needed in the safety analyses of critical 
infrastructure. 

The most important parameter in determining the impact of a fire on its 
surroundings is the heat release rate (HRR). The heat release rates of spill fires and 
pool fires are known to depend on the pool size. The pool size, in turn, depends on 
the fuel dispersal process. Spill fire sizes and heat release rates have been studied 
extensively. However, the conditions involved in the incident, such as the geometry, 
wind and oxygen concentration, as well as the fuel dispersal process, may be 
outside the domain of validity of traditional empirical methods.  

For example, aircraft impacts must be considered in safety analyses of nuclear 
power plants (NPPs) [1]. Initially, the impact was envisioned to be from a small 
aircraft or possibly a fighter plane. Following the September 11 terrorist attacks in 
2001, these analyses have been extended to assume the impact of a large 
commercial aircraft [2].  

Such an aircraft can damage safety-related structures and components through 
mechanical impact and fire. Fires induced by an airplane impact may influence the 
NPP by three different mechanisms. Initially, a large fireball is created by the fuel 
cloud erupting from the breaking fuel tanks. This fireball has a duration of a few 
seconds and can be a hundred meters in diameter [3]. The most serious threat from 
a fireball to its surroundings is thermal radiation. The dose of thermal radiation 
received by a target is dependent on the size and duration of the fireball. 

Only a fraction of the fuel carried by the plane will burn in the initial fireball [4]. 
The remaining part of the fuel will accumulate and burn in pools near the aircraft 
impact position. The size and burning rate of the pool fire depend on the geometry, 
properties of the roof and ground surfaces, and possible fire suppression activities. 

The third mechanism involves the penetration of aviation fuel inside the plant 
through openings. These openings may exist beforehand (e.g. for ventilation) or be 
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created by the aircraft impact. Even if the amount of penetrated fuel is small, it can 
cause a rapid ignition of existing fire loads and result in internal fires. 

Each portion of the problem touches on a widely researched problem in fire safety 
science: pool fires, fireballs and spray flames. However, the conditions are well 
outside the region of validity of most correlations. Because of this, their analysis 
would require the use of simulation software.  

Fire safety analyses are commonly carried out using computational fluid 
dynamics (CFD) software. Although CFD models could in theory be used to predict 
the HRR of fires, this is usually predicted using correlations. The capability of CFD 
models  the burning rates hinges on their ability to predict the important phenomena 
such as radiative heat transfer to the surface, fuel dispersion and suppression 
activities.   

The methods developed in this thesis can be applied in more general settings 
than just nuclear safety. For example, pool fires are a significant fire hazard in all 
industries, not just the nuclear industry, and not only after a plane crash.  Fireballs, 
on the other hand, can be formed from ruptures of pressure vessels or pipelines.  
Water mist is, of course, a widely used method of fire suppression.   

The issues faced when modeling the sprays from liquid-filled missiles and water 
mist systems are the same.  The first problem is characterization of the initial spray 
in terms of droplet sizes, velocities, and shape. The second problem is the 
simulation of spray transport.  Correct prediction of the two-way coupling between 
the gas phase and the spray is crucial for successful simulations of either phase. 
From the computational standpoint, the simulation of high-pressure water mist 
systems and the simulation of liquid dispersal from missile impacts are both just 
simulations of high-speed sprays. The droplet sizes are similar in both cases, and 
even the droplet velocities are of the same magnitude.       

1.2 Objectives and scope of the thesis 

The purpose of this thesis is to develop numerical models for the transport, 
evaporation, and combustion of liquids present in large-scale fire incidents. The 
modeling efforts are limited to developing the sub models and boundary conditions 
for an existing CFD code Fire Dynamics Simulator (FDS), and to demonstrating their 
applications for fire safety problems. Each paper of this thesis aims to improve one 
aspect of the modeling. 

The objectives of Paper I are 
1. the development of a spray boundary condition for use in high-pressure 

water mist simulations, 
2. validation of the spray model in FDS for simulations of high-speed liquid 

sprays, and  
3. modeling dense spray effects in an LES context. 

The objectives of Paper II are (the contribution of the author) 
1. characterization of the initial spray from impacts of liquid-filled missiles. 
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The objective of Paper III is to “develop and validate a computational fluid 
dynamics (CFD) methodology for predicting the spreading and combustion of 
liquid fuel released upon an aircraft impact.” This overall objective is broken down 
into smaller goals: 

1. development and validation of the spray boundary condition describing 
the fuel release.  

2. validation of FDS predictions of fireball diameters and lifetimes. 
3. investigation of the amount of liquid fuel left unburnt in the initial fireball 

following a crash 
4. evaluation of the adequacy of physical separation based on a full-scale 

simulation study of aircraft impact on a nuclear island. 
The objectives of Paper IV are 

1. prediction of the liquid surface evaporation rate using a boundary 
condition based on an engineering mass transfer expression, 

2. development of an appropriate technique for the specification of the 
liquid phase radiation absorption coefficients, 

3. investigation of the importance of in-depth heat transfer in laboratory 
scale (0.5-3 meters) pool fires, and 

4. validadtion of the proposed modeling approach using experimental 
results for different fuels. 

The objectives of Paper V are 
1. validation of the modeling methodology proposed in Paper II for the 

simulations of pool fires in mechanically ventilated compartments, and  
2. further investigation of the in-depth heat transfer effects on the 

development of liquid pool fire burning rates. 
Figure 1.1 visualizes the goals and contributions of this thesis.  
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Section 3 describes the models used and developed in Papers I-V. The first part 
of the section presents an overview of the governing equations of the CFD software. 
The rest of the section describes the methods developed in Papers I-V.  

Section 4 divides the results of the research into spray modeling, liquid pool fire 
modeling, and risk analysis. The sections on spray and pool fire modeling further 
divide the results into verification and validation.  Papers I-V describe the Validation 
work. This thesis summary adds a description of the verification work.   

Section 5 summarizes the conclusions from the research.  
Section 6 presents suggestions for future research topics.  
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2. Literature review 

2.1 Governing equations  

2.1.1 Governing equations for the gas phase 

The governing equations of compressible viscous follow from the conservation of 
mass, momentum, species, and enthalpy. The mass conservation equation is  
𝐷𝜌

𝐷𝑡
= 𝑚̇‴ , (1) 

where 𝜌 is the density,  𝑚̇‴  is the mass source term due to e.g. evaporation, and  
𝐷𝜙

𝐷𝑡
=

𝜕𝜙

𝜕𝑡
+ (𝒖 ⋅ ∇)𝜙 is the substantial derivative. The conservation of momentum can 

be written as 
𝐷𝜌𝒖

𝐷𝑡
= 𝜌𝒈 − ∇𝑝 + ∇ ⋅ 𝝉 + 𝒇.  (2) 

In the momentum equation, the body force term 𝒇 accounts for external forces 
acting on the fluid. Conservation of species is written as 
𝐷𝜌𝑌𝛼

𝐷𝑡
= ∇ ⋅ 𝑱𝛼,  (3) 

where 𝑌𝛼 is the mass fraction of species 𝛼. The species mass flux 𝑱𝛼 accounts 
for the diffusion mass flux. Finally a conservation equation for the sensible enthalpy1 
ℎ is given by: 
𝐷𝜌ℎ

𝐷𝑡
=

𝐷𝑝

𝐷𝑡
+ ∇ ⋅ 𝒒̇″.  (4) 

The heat flux vector 𝒒̇″ includes  heat transport by conduction and radiation. The 
system of equations (1)-(4) is closed by the equation of state. For most fire 
situations, the ideal gas equation of state is sufficient. 

𝑝 =
𝜌𝑅𝑇

𝑊
;𝑊 =

1

∑ 𝑌𝛼/𝑊𝛼𝛼
.  (5) 

With a different choice for the equation of state, equations (1)-(4) are equally valid 
for describing the motion of liquids.  

2.1.2 Radiation 

Radiation transport is usually the dominant heat transfer mechanism in fires. In a 
non-scattering medium, the radiation transport equation (RTE) in direction 𝒔 is given 
by 

𝒔 ⋅ 𝛻𝐼𝜆 = 𝜅𝜆𝐼 + 𝜅𝜆𝐼𝑏,𝜆. (6) 

                                                           
1 This equation may also be written in terms of temperature, enthalpy, energy or sensible 

energy (see e.g. [130]).  
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Here, 𝜅𝜆, 𝐼𝑏,𝜆 and 𝐼𝜆 are the absorption coefficient, black body intensity and intensity 
at the wavelength 𝜆. The radiation transport gives rise to a source term in the energy 
equation: 

−∇ ⋅ 𝑞̇𝑟
″ = ∫ 𝜅[𝑈 − 4𝜋𝐼𝑏,𝜆(𝒙)]𝑑𝜆

∞

0
; 𝑈 = ∫ 𝐼𝜆(𝒙, 𝒔

′)𝑑𝑠′
4𝜋

 . (7) 

From a numerical standpoint, the above equation is problematical. Equation (7) 
involves a double integral: one over the solid angle and another over all the 
wavelengths. In most fire applications, the gray gas assumption is invoked, 
removing the wavelength dependence.   

2.1.3 Governing equations of dispersed phase 

Equations governing the motion of a single particle are quite well known by now. 
Several books [5–7] and review articles [8–10] have been written on the subject. 
Maxey and Riley [11] derived an expression for the forces acting on a rigid spherical 
particle in non-uniform flow 
𝑑𝑚𝑝𝒗

𝑑𝑡
= 𝐹𝐷 + 𝐹𝐺 + 𝐹𝑃 + 𝐹𝐻 + 𝐹𝐿. (8) 

On the LHS,  𝑚𝑝 and 𝒗 are the mass and the velocity of the particle. The force terms 
appearing on the RHS are the drag force, gravitational acceleration, pressure 
gradient force, the Basset history force and lift force. The linear decomposition of 
forces in Eq. (8) is not always valid, since there may be non-linear interactions 
between the forces. These interactions are poorly understood and are usually 
neglected [8]. The last three terms are generally found to be negligible when the 
density of the particles is much higher than that of the carrier phase [8,9,12]. This 
type of model is commonly called a “quasi-steady drag” model since the unsteady 
terms are ignored.  

If the droplet does not affect the carrier phase, the model is described as one-
way coupled. In sprays, the influence of the droplets on the carrier phase usually 
needs to be taken into account. Typically, Lagrangian particle models only consider 
two-way coupling of the gas phase and the dispersed phase. The two-way coupling 
means that each particle interacts with the carrier fluid individually. Momentum lost 
from a particle is gained by the fluid and vice versa.   

If the spray is dense enough, the droplets may start to travel in each other’s 
wakes. The Lagrangian-Eulerian model cannot capture these effects for two 
reasons: First, the Lagrangian particles have no volume in the Eulerian space, 
preventing the model from seeing effects that take place in the length scale of the 
droplet diameter. Secondly, the effects of this length scale would be sub-grid scale 
in most practical simulations. Therefore, these effects need to be modeled. This 
kind of modeling is sometimes called three-way coupling. 

These aerodynamic interactions are often assumed to become important when 
the average droplet spacing is less than ten droplet diameters [8]. Ten droplet 
spacings correspond approximately to a droplet volume fraction 𝛼 = 0.01. Volume 
fractions as high as this can sometimes be achieved inside the sprays considered 
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in this thesis. If the spray was even more dense, particle-particle collisions or four-
way coupling would need to be considered.  
 

2.1.4 Governing equations for liquid evaporation 

Equations (1)-(4), with the appropriate equation of state, describe the motion of both 
gases and liquids. At the interfaces of liquids and gases, such as on the surface of 
a liquid droplet or on the surface of a liquid pool, models are needed for the 
interfacial fluxes. This section discusses evaporation mostly from the perspective of 
pool fires. The discussion in this section is equally valid for evaporation from liquid 
droplets. In practice, droplets are usually much smaller than the computational grid, 
leading to somewhat different models of evaporation.   

In a binary mixture of gases A and B,  the molar flux of A relative to species B, in 
the z - coordinate direction, is [13] 

𝑁̇𝐴
″  = 𝑐𝐷𝐴,𝐵

𝜕𝑋𝐴

𝜕𝑧
+ 𝑋𝐴(𝑁̇𝐴

″ + 𝑁̇𝐵
″). (9) 

Here 𝐷𝐴,𝐵 is the binary diffusion coefficient of A in B, 𝑋 is the volume fraction of a 
species, and 𝑐 is the total molar concentration. In the case of evaporation from a 
surface, we can take species A to be our evaporating species and B to be air. We 
will furthermore assume that the molar flux of air at the evaporating surface is zero, 
𝑁̇𝐵
″ = 0.  The evaporated molar flux from the surface can then be calculated from  

𝑁̇𝐴
″ =

𝑐

1−𝑌𝐹
𝑠𝐷𝐹 (

𝜕𝑋𝐴

𝜕𝑛
)
𝑠
= 𝑐𝑢𝑆. (10) 

Here 𝑢𝑆 is the Stefan velocity, the velocity caused by the evaporation, 𝐷𝐹 is the 
binary diffusion coefficient of the evaporating species in the ambient air, and 𝑛 
denotes surface normal direction. Terms marked with the superscript s are 
evaluated at the surface.   

For an ideal gas the volume fraction can be calculated from the Clausius-
Claypeyron relation for the partial pressure of saturated vapor: 

𝑋𝐴 =
𝑝𝑠𝑎𝑡(𝑇)

𝑝0
= exp [−

Δℎ𝑣

𝑅
(
1

𝑇
−

1

𝑇𝑏
)]. (11) 

On the liquid side, full Navier-Stokes equations would be needed to capture all 
the physics involved in predicting the surface temperature 𝑇𝑠. In numerical 
simulations, one of the main difficulties involved in the solution of Equation (10) is 
evaluation of the vapor volume fraction gradient (𝜕𝑋𝐹/𝜕𝑧)𝑠. The length scales 
involved become very small as the surface is approached. In order to resolve the 
concentration boundary layer, increasingly fine grids are needed.   

In numerical simulations, the near wall grid resolution is often reported in terms 
of non-dimensional distance y+. This is the distance from the surface to the first grid 
cell center divided by the local viscous length scale, δν  [14]: 

  y+  =
1

2
 
δn

𝛿𝜈
;   𝛿𝜈 =

𝜇

𝜌𝑢𝜏
 ;   𝑢𝜏 = √𝜏𝑤/𝜌. (12) 
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Here 𝜏𝑤 = 𝜇𝜕|𝒖|/𝜕𝑛 is the viscous stress evaluated at the wall, and 𝑢𝜏 is the 
friction velocity. For a direct evaluation of the volume fraction gradient,  a near wall 
grid resolution of y+ = 1 is needed. Such grid resolutions are often infeasible. 
Therefore, the near wall gradients need to be modeled.  

A commonly used approximation is based on the  “film  theory” (See, e.g. [13, pp 
554-580]). If we assume that the vapor mass flux is constant within a thin film near 
the boundary, Equation (10) may be integrated over the film thickness 𝛿 to give  

𝑁̇″ = 𝑐
𝐷𝐹

δ
𝑙𝑜𝑔 (

1−𝑋𝑓
∞

1−𝑋𝑓
𝑠 ). 

(13) 

Here 𝑋𝑓∞ is the “free stream” volume fraction of the evaporating species.   
In the literature on spray evaporation Equation (13) is often written in terms of 

mass fractions instead of volume fractions. The difference between formulations 
based on molar fractions and mass fractions is in the assumptions needed for 
integrating Eq. 9. When molar fractions are used the assumption is that the total 
molar concentration and diffusivity stay constant. This is true in isothermal systems 
with constant pressure. If mass fractions are used, the total density of the gas 
mixture is held constant.  Neither of these assumptions can be rigorously defended, 
but the former assumptions are perhaps slightly less restrictive.   

 Equation (13) still requires an estimate for the film thickness 𝛿. This can be done 
e.g. by relating the film thickness to a mass transfer coefficient: 
𝐷𝐹

δ
=

𝑆ℎ𝐷𝐹

L
= ℎ𝑚 . (14) 

In the above, 𝑆ℎ is the Sherwood number, ℎ𝑚 is the mass transfer coefficient, 
and L is the characteristic length.  Models based on film theory are commonly used 
to predict droplet evaporation (See, e.g. [7, pp.  9-29]).  Droplets are usually much 
smaller than the grid size in CFD codes, and the “free stream” values and the length 
scale 𝐿 have natural definitions. This is not the case when Eq.  (13) is applied as a 
wall model in CFD. 

In wall-bounded flows, a commonly used method for approximating the wall 
normal gradients is to use mixing length arguments to derive an analytical profile for 
the scalar near the wall.  In the traditional flat plate boundary layer theory, this gives 
rise to the log-law velocity and scalar profiles. One problem with using the log-law 
for evaporation problems is the non-zero wall normal velocity or “blowing.” Blowing 
changes the shapes of the near wall velocity and concentration profiles. The overall 
effect of blowing is to decrease the convective heat flux to the wall and to reduce 
the wall shear stress. [15, pp. 414-493] 

Desoutter et al. [16] attempted to derive wall models that would account for the 
effect of blowing. They performed DNS simulations of the boundary layer above an 
evaporating liquid film in turbulent channel flow. By introducing new scaling for the 
variables, they were able to recover the traditional log law behavior of the boundary 
layer in the presense of evaporation. However, the parameters of their wall-law were 
found to be case dependent, reducing the usefulness of the approach. 

Perhaps due to the above-described difficulties in wall modeling, many pool fire 
models ignore the boundary layer resistance to mass transfer (e.g. [17,18]). Instead, 
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they assume that the amount evaporated is ultimately determined by the energy 
balance at the surface [18] 

𝑚̇″ =
𝑞̇𝑛𝑒𝑡
″

Δℎ𝑔
. (15) 

The exact way in which 𝑞̇𝑛𝑒𝑡″  is calculated varies from author to author. In the context 
of pool fire modeling, this approach can be justified by examining equation (10). The 
volume fraction of the evaporated species 𝑋𝐴 grows as the surface temperature 
approaches boiling point. Consequently, the denominator in equation (10)  tends 
towards zero and the mass flux grows without bound. When the surface temperature 
is near the boiling point, evaporation mass flux is limited only by the amount of 
incoming heat flux. However,  blowing tends to decrease the incident convective 
heat flux and this effect may  be important if convection heat transfer is the dominant 
mode of heat transfer.   

2.2 Spray characterization 

2.2.1 Structure and breakup of sprays 

Liquid sprays are used in many industrial processes, including combustion, coating 
and fire suppression to name just a few. Regardless of the particular application, 
the efficiency of the system depends on the properties of the spray. For purposes 
of numerical simulations, the important properties of the sprays are the initial droplet 
velocity and size distribution.  

The processes that lead to formation of a spray from a continuous jet or sheet of 
liquid are called atomization or breakup processes. Figure 2.1 shows a close-up 
picture of the spray atomization processes in a Spraying Systems LN-02 water mist 
nozzle. Spray formation is often broken down into two steps. The first step is the 
primary atomization. Typically, primary atomization is achieved by injecting a jet or 
sheet of liquid into a gas. The shear between the gas and the injected liquid causes 
instabilities to form on the liquid surface. These instabilities grow until the continuous 
liquid is broken into fragments. [19] 

The fragments produced by the primary atomization are often relatively large and 
may be deformed by the aerodynamic forces acting on them. If the deformation is 
sufficient, the fragments may become unstable and break up into smaller pieces. 
This process is called secondary breakup [20]. The breakup of the droplets 
continues as long as the aerodynamic forces are strong enough to overcome the 
surface tension forces holding the droplet together. The balance between surface 
tension and inertia is usually reported in terms of  

𝑊𝑒 =
𝜌𝑉2𝑑

𝜎
, (16) 

where 𝑉 is the velocity of the fragment (or droplet), 𝑑 is the diameter of the droplet 
and 𝜎 is the surface tension. The critical Weber number at which breakup processes 
begin is between 10 and 20 [7, p.144].  



 

20 

The breakup of water jets has been a subject of active research for many years, 
and the results of the research have been presented in many reviews on the subject 
[20–22].  

 From a practical standpoint, the structure of a spray resulting from the primary 
and secondary atomization depends on several factors. First is the existence of 
disturbances in the initial liquid flow. Second is the liquid surface tension. Due to 
differences in surface tension, different fluids may produce different sized droplets, 
even if they are generated by the same nozzle.   

Simulation of all the primary and secondary atomization is usually not feasible. 
Sometimes a stochastic model is used to account for the entire spray formation 
process [23–26]. In other cases the breakup processes may be modeled by 
deterministic models, with the stochastic component stemming from the droplet 
motion. The modeling of spray atomization is still an active research topic. 

   

 

Figure 2.1  Close-up image of a Spraying Systems LN-02 water mist spray, 
showing primary and secondary atomization processes occurring. Picture 
from the Tampere University of Technology.   

2.2.2 Water mist sprays 

Commercially available sprinklers may differ substantially in the spray pattern they 
produce as well as in droplet sizes and velocities of the sprays. Water mist is a 
particular type of fire suppression spray that is characterized by small droplet size 
(99% of the spray volume is composed of droplets that are under 1000 microns in 
diameter [27]).   

 The usual way of characterizing sprinkler sprays is by measuring spray 
dispersion patterns. The dispersion patterns are measured by placing collection 
bins on the floor and measuring the water flux into each bin.  Sprinklers are usually 
designed with a certain shape of dispersion pattern in mind.  This kind of data is not 
useful for the development of spray models for use in CFD. Experimental 
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uncertainties and low resolution also diminish the usefulness of the data for 
validation purposes.   

Measurements in the near field of the spray are needed for use in simulations. 
This has been recognized in the research community, and progress has been made 
in the detailed characterization of fire sprinkler sprays [28,29]. However, these 
efforts have mostly focused on traditional sprinkler sprays and not on water mists.  
Detailed measurements of water mist sprays have been conducted with PDPA and 
using direct imaging techniques [30–34].  Since water mist is often produced by 
pressure-swirl type nozzles, a significant amount of research is available on the 
spray structure and droplet size in the context of combustion applications.   

 

2.2.3 Sprays from liquid-filled missile impacts 

In addition to spray nozzles, the spray may be a result of a transportation accident 
or a tank rupture. From the perspective of this thesis, the most important class of 
transportation accidents is aircraft impacts.  In a plane crash, the fuel dispersal 
process is similar to the spray formation process in a pressure-atomized spray. 
Tieszen [35] summarized the process as follows: First, due to the rapid deceleration 
of the crashing plane, liquid fuel is ejected from the tanks through ruptures formed 
because of the crash. What follows is the primary breakup phase, in which the 
discharged liquid sheets undergo atomization due to the instabilities generated by 
aerodynamic drag. The resulting liquid fragments are usually so large that the 
aerodynamic forces deform them. The deformation increases until the fragment 
breaks up into smaller droplets.   

Unlike the spray formation from a nozzle, the spray formation from a liquid tank 
impact is not very well characterized. The ejection velocity of the liquid is unknown, 
and the size and shape of the initial liquid sheets are uncertain. Fragments of the 
impacting structure may also interfere with the spray.  

Experimental data on the sprays formed by aircraft impact are scarce. The focus 
of experimental research has usually been on either crash worthiness of tanks 
(castor tanks or fuel tanks) or the effect of the impact on structures. Sandia National 
Laboratories conducted a full-scale test, in which a Phantom F-4 aircraft carrying 
4.8 tons of water impacted a reinforced concrete target [36–38]. They did not make 
detailed measurements of water dispersal, but video footage shows the propagation 
of the spray cloud (See Figure 2.2). However, at least part of the cloud seen in the 
footage is made up of dust particles and debris of the impacting plane.    
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Figure 2.2 Still images from the video clips of the Phantom F-4 test by Sandia 
National Laboratories 

VTT conducted a series of experiments with liquid-filled missiles impacting on a 
concrete block. Droplet size distributions were measured using a direct imaging 
method, and the resulting spray shapes were recorded on high-speed video. The 
results of the spray characterization experiments are reported in a paper by Silde et 
al.  [39] and in Paper II. 

Very few attempts at predicting the liquid dispersal process are available in the 
open literature. Brown et al. [40,41] coupled a transient dynamics code Presto with 
a low-Mach number fire code Fuego to predict the liquid dispersion from the high-
speed impact tests of Jepsen [42]. They used Smoothed Particle Hydrodynamics 
(SPH) to predict the motion of liquid within the tank on impact. The particles from 
the SPH solution were then transferred to the fire code once the distance between 
the particles dropped below a certain threshold level.  They found that their model 
was able to reproduce the observed liquid dispersal patterns reasonably well. Brown 
et al. did not compare the droplet size predictions with experimental results [41].   
 

 

Figure 2.3 Spray front in the IMPACT experiments. 
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2.3 Modeling liquid pool fires 

2.3.1 Physical mechanisms 

Pool fires have been studied for decades, and the results have been collected in 
several review articles [43–46]. The result of such studies has usually been an 
empirical or semi-empirical correlation for the steady state burning rate of a pool fire 
as a function of the pool size.  A recent example is a study by Ditch et al. [47], in 
which the authors correlated the incident radiation on the pool surface with the fuel 
heat of gasification and smoke point.  The ambient temperature, radiation level, side 
wind and vitiation of the atmosphere in situations of practical interest may 
significantly differ from those in experimental conditions. Furthermore, the transient 
nature of the analyses may require knowledge of the time-dependent burning rate, 
not just the peak or steady-state value. 

Figure 2.4 illustrates the main heat transfer mechanisms in a burning liquid pool. 
The heat from the flame is transported to the liquid by thermal radiation and 
convection. Heat conduction takes place between the vessel and the liquid. The 
size of the pool dictates which mode of heat transfer dominates, although the type 
of fuel also plays a role [44,45]. For very small pool diameters, conduction through 
the vessel walls dominates the heat transfer. For slightly larger pool fires, convective 
transport is the primary mode, and for large pool fires, radiative transport dominates. 
The exact diameters at which these transitions between dominant heat transfer 
mechanisms occur are fuel dependent.  For low sooting fires such as methanol, 
transition to the radiation dominated regime occurs at larger diameters compared to 
sootier fuels [47]. 

  

Figure 2.4 Heat transfer mechanisms in evaporation.  

The capability of CFD models to predict the burning rates of liquid pool fires 
hinges on their ability to predict the heat feedback to the fuel surface. It is also not 
certain that the liquid side modeling capabilities in commonly used CFD software 
are up to the task.   Wall-modeling for LES is also still an active research area.  It is 
therefore necessary to develop sub-models for the CFD fire models that can predict 
the pool fire dynamics and burning rate during the simulation.  

2.3.2 Pool fires in open atmosphere  

Several authors have attempted to predict the burning rates of pool fires using either 
laminar or RANS equations fully coupled with the liquid phase. Prasad [48] solved 
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the laminar form of Navier-Stokes equations for a small 1 cm methanol pool fire. His 
model included heat transfer within the liquid by conduction but ignored in-depth 
radiation and convection.  Snegirev et al. [17] predicted the burning rates of a wide 
range of acetone pool fires. They solved the Favre averaged governing equations 
together with the standard k- turbulence model. They used a Monte Carlo method 
to solve the weighted average of gray gases form of the RTE and included a model 
for turbulence radiation interaction. Novozhilov and Koseki [49] included one-
dimensional heat transfer within the liquid in their model. The liquid evaporation rate 
was calculated based on a mass transfer calculation.  They did not account for the 
blowing effect on the boundary layer. Pretrel et al. [18] attempted to reproduce the 
oscillatory behavior of a liquid pool fire in a mechanically ventilated compartment.    

LES prediction of the pool burning rate of a methanol pool fire was performed by 
Hostikka et al. [50] In their model, the liquid evaporation rate was calculated 
iteratively over the course of the simulation to maintain an equilibrium fuel vapor 
pressure in the first gas-phase cell above the liquid boundary. The heat transfer 
inside the liquid layer was calculated using a one-dimensional heat conduction 
solver, ignoring the effects of convection and radiation. In the results, only the 
steady state burning rate value was observed, paying no attention to the temporal 
development. The main weakness of this kind of evaporation model is that the 
realized vapor concentration is highly sensitive to the spatial resolution.  

Paper IV of this thesis presents simulations of an ethanol pool fire experiment 
conducted by Thomas et al. [51], who also reported simulations with FDS version 
4.  More recently, the same experiment was simulated using FDS version 6  [52]. 
They used the liquid pool boundary condition developed in this work.  The 
evaporation model in FDS 4 maintained saturation pressure in the first grid cell 
above the evaporating surface, whereas in FDS 6 the evaporative mass flux is 
based on a mass transfer calculation. Despite the considerable differences in the 
evaporation models of FDS 4 and FDS 6, both models gave similar results.  Neither 
model was able to reproduce the transient development of the burning rate.  

In the light of the discussion in Section 2.1.4, the similarity in results of FDS 4 
and FDS 6 is not surprising.  Once the liquid heats up to a temperature near its 
boiling point, the boundary layer resistance to mass transfer is negligible and the 
evaporation rate is determined by prediction of incoming heat flux.  

The mass transfer model developed in this thesis may be expected to differ from 
the equilibrium approach of FDS 4 in situations where the liquid temperature is 
below boiling point. These situations include pools evaporating in the absence of 
flame and liquid pool fires during the initial heat up phase. Modeling the evaporation 
in the latter case is likely to require detailed modelling of the internal heat transfer 
within the liquid  

In paper IV, we investigated the hypothesis that the slowly growing burning rate 
is related to heat transfer within the liquid fuel.  
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2.3.3 Pool fires in confined spaces 

The burning rates in confined spaces, possibly coupled with mechanical ventilation, 
can be significantly different from those measured in open atmosphere. These 
differences are caused by e.g. air vitiation and heat radiation from hot walls and the 
hot gas layer. Empirical correlations have been proposed to relate the open 
atmosphere burning rate to the burning rate in compartments [53,54]. 

Suard et al. [55] related the total pool burning rate to the pool size and local 
oxygen concentration according to empirical correlations. Three experiments with 
hydrogenated tetrapropylene fuel in a mechanically ventilated compartment were 
used to validate the model. Wahlqvist and Hees used a similar methodology of 
modifying the experimentally observed burning rate for compartment fire conditions 
[56].  Such approaches cannot be considered to be fully coupled, since they still rely 
on knowledge of the burning rate in open atmosphere. 

Ventilation systems may also give rise to a new kind of dynamics in the fire: 
burning rate oscillations [18,57].  The oscillatory phenomenon is explained as a 
coupling process between the heat release rate and inlet flow rate.  These two 
variables are coupled through the compartment pressure.  During oscillations, a 
phenomenon of “ghosting flame" is seen, in which the flame moves away from the 
pool and towards the air inlet. The prerequisites for the oscillatory phenomenon are 
under-ventilated conditions and high enough temperatures to allow combustion at 
low oxygen concentrations.  

A numerical and experimental study was carried out by Pretrel et al. [18] on the 
oscillatory phenomenon. Simulations with the CFD code ISIS successfully predicted 
the two dominant low frequencies  of the oscillatory behavior of the fuel MLR.. 
However, the amplitude of the oscillations was substantially under predicted. FDS 
simulations of a heptane pool fire from the same set of experiments had similar 
results [58]. 

2.3.4 Heat transfer within the liquid phase 

In the liquid phase of a pool fire, the dominant modes of transport are convection 
(fluid movement) and radiation. The heat to the surface is provided by conduction 
and convection from both the liquid phase and the gas phase.  Therefore, the liquid 
side convection can have a major effect on the heat balance on the liquid surface 

There are several possible sources of fluid movement within the fuel. One source 
is the uneven burning rate of fuel, which will cause it to flow towards regions of high 
burning rates. The second source is the hot walls of the pool, where heat transferred 
through the pool walls creates natural convection currents. The third source is  in-
depth radiation absorption. During pool combustion, the pool surface is cooled by 
evaporation and the liquid is internally heated by absorption of radiation. Uneven 
heat flux to the liquid surface may also give rise to convective currents. Higuera [59] 
numerically explored a liquid layer with a cold bottom plate heated non-uniformly 
from above. For liquids with Prandtl numbers near unity, both thermocapillary and 
buoyant flows were induced. 
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Studies have also been conducted to determine the spectra of emitted radiation 
[60] and to characterize the radiation absorption by gases within the flame [61]. Heat 
transfer within the liquid phase of a pool fire has received less attention. In modeling 
efforts, the heat transfer is often ignored. In experiments, steps are often taken to 
minimize the effect of in-depth radiation absorption and convection. For example, 
rocks or glass beads may be placed in the fuel pan to reduce the heat transfer within 
the pool [47,62].  In [62], Suo-Anttila et al. investigated the effect of convection in 
the liquid phase by removing the rocks from the pan. They found the effect to be 
negligible. The in-depth absorption by semi-transparent fuels has been studied for 
PMMA [63], polymer films [64] and liquid pool fires [60]. Most of the research related 
to the in-depth radiation absorption in liquids considers the boil-over of liquid pool 
fires on water [65]. The effect of in-depth radiation absorption on evaporation of fuel 
droplets has also been studied [66]. 

Vali et al. at the University of Alberta conducted detailed studies of the liquid side 
convection in laboratory scale methanol pool fires [67–70]. They found that there is 
a nearly constant temperature region directly below the surface of a pool fire. In this 
region, convection driven by heated pool walls is the primary mode of heat transfer.  
They also noted that varying the temperature of the pool boundary affected the 
burning rate.  The importance of the initial temperature of the liquid fuel on pool fire 
dynamics has been noted previously by Hayasaka et al. [71] and  Chen et al.  [72]. 
Chen et al. recorded the temperature gradient within the fuel. They found that the 
initial temperature affected the temporal development of the burning rate but did not 
significantly influence the steady state burning rate.   

Depending on the fuel, the penetration depth of thermal radiation can vary 
considerably. In fuels that are optically very thick in the infrared region, a thin layer 
on the surface absorbs the majority of the thermal radiation. In this case, the 
radiation can be taken into account as a boundary condition of the liquid's internal 
heat transfer problem. If the liquid is not optically thick, the in-depth absorption may 
need to  be included as an internal source term of the heat conduction/convection 
problem. Additionally, the re-radiation of the fuel and vessel must be considered to 
ensure the conservation of energy in the case of optically thin fuels and high 
temperatures.  In liquid spills, the layer thickness is often of similar magnitude or 
smaller than the absorption thickness in liquids.  
 

2.4 Fireballs 

Fireball may be defined as  “ fire, burning sufficiently rapidly for the burning mass to 
rise into the air like a cloud or ball.” [73]. Ignition of dust or vapor clouds or releases 
of flammable gases from pressurized containers will often result in a fireball. Various 
types of transportation accidents can also result in fireballs, as vessels containing 
liquid fuel burst and disperse their contents into the surrounding atmosphere. An 
important class of accidents that may result in a fireball are boiling liquid expanding 
vapor explosions (BLEVEs).  A BLEVE occurs when a vessel containing pressurized 
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liquid is heated until it bursts [3]. The difference between a vapor cloud explosion 
and a fireball is that in fireballs there is little mixing of fuel and air before ignition.  

Fireballs have relatively short lifetimes, during which they pass through three 
distinct stages: growth, steady burning, and burnout. In the growth phase, air is 
entrained into the fireball and the diameter, 𝐷(𝑡), of the fireball increases. The rate 
of increase depends on the release type. If the fireball results from a high 
momentum release, such as pressurized vessel burst, 𝐷(𝑡) ∝ 𝑡1/4. If the fireball is 
buoyancy dominated, 𝐷(𝑡) ∝ 𝑡2  [74]. During the steady state burning phase, the 
diameter of the fireball is relatively constant; the fireball begins to lift off and starts 
to form the familiar mushroom cloud shape.  During the burnout phase, the fireball 
diameter remains the same, but the flame becomes translucent and finally 
disappears.   

Knowledge of fireball size, duration, and height are critical for estimating the 
hazard caused by the fireball.  Several empirical correlations exist for determining 
the diameters and lifetimes of fireballs. The review by Abbassi and Abbassi [3] is an 
excellent calculation methods used to model BLEVEs. These methods can also be 
used to analyze fireballs from aircraft impacts. However, they cannot be used to 
estimate the fraction of the unburnt fuel. Baum and Rehm [4] proposed a model for 
the global energy release rate of fireballs and used it to characterize the energy 
releases during the 2001 WTC attacks in New York. They used video footage from 
the attacks  for calibrating the model. They concluded that only a fraction of the fuel 
carried by the planes burned in the initial fireballs. Thus, the majority of the aviation 
fuel was available to accelerate the fires in the buildings. Apart from the efforts of 
Baum and Rehm, the fraction of fuel left unburnt has not attracted much attention. 

Large scale fireballs are difficult to study experimentally. As a result, very few 
well-documented experiments are available in  open literature. The most commonly 
cited experiment was conducted by The Federal Institute of Material Research and 
Testing (BAM) in Germany [75,76].  They exposed a 45 m3 tank partially filled  with 
10 m3 of liquefied propane to an open pool fire. The resulting fireball was around 
100 meters in diameter and had a duration of 7 seconds.   

Numerical studies are much more common. Fireballs resulting from vertical fuel 
gas releases were investigated numerically by Makhviladze et. a [77]. Makhviladze 
et al. [78] extended this model to investigate two-phase fuel releases from 
pressurized containers of liquefied gas. Their model solves two-dimensional Favre-
averaged Navier--Stokes equations by using the standard k-𝜀 turbulence model and 
an infinitely fast one-step reaction. The dispersed phase is treated in a Lagrangian 
fashion. They assumed a monodisperse droplet size distribution with the initial 
velocities of the droplets derived from Bernoulli's law. They compared the predicted 
lifetimes of fireballs with the experimental correlation of Roper et. al. [79], and  the 
transient shapes and sizes of the fireballs with the experiments of Hasegawa and 
Sato [80]. Makhviladze [81] used this model to analyze total loss of containment 
scenarios for BLEVEs. They also investigated the overpressures that would occur 
in such events. 

Yakush et al. [82] compared RANS and LES predictions of the fireball lifetime 
with the empirical correlation of Roper [79]. They used Fire Dynamics Simulator 
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(FDS) version 4 for the LES calculations. FDS was found to underestimate the 
fireball lifetimes. The fuel release was modeled with a gas inflow boundary 
condition. Hu [83] used a modified version of FDS to investigate deflagrations of 
premixed fuel vapor clouds. High-speed jets were not considered. Instead, the 
vapor clouds were created by slowly injecting gas into the simulation domain. Luther 
et. al. [84]  used FDS version 5 to determine the spreading and extent of the fireball 
around a generic NPP. They also modeled the fuel insertion by using a gas inflow 
boundary condition. Shelke et al. [85] used FireFoam to simulate the fireball from 
the BAM BLEVE experiment and from a plane crash. 

In the above fireball simulations, the fuel inlet boundary condition consisted of 
either a vertical spray or injection of fuel gas from a boundary patch. Initial velocities 
of the gas and droplets have been based on, for example, the theoretical 
calculations of flash evaporation. When multiphase models have been used, droplet 
sizes have been assumed to be monodisperse. The possibility of fuel droplets 
raining out of the fireball has usually been neglected. Ignoring the raining out of 
droplets may be justified because of the highly volatile nature of liquids such as 
liquefied natural gas (LNG) and propane that are being considered. 

2.5 Numerical methods 

2.5.1 Large eddy simulation 

Due to the wide range of length scales present in a turbulent flow, direct solution of 
equations (1)-(4) is prohibitively expensive. For example, in a 1-meter wide pool fire 
with a heat release rate of 1 MW, the largest eddies are of the order of 0.5 m. On 
the other hand, the flame sheet thickness, which characterizes the length scale over 
which reactions occur,  is of the order of 1 mm [86].  Such grid resolutions are not 
feasible with current hardware and will not be in the foreseeable future.  

In large eddy simulation (LES), only the large energy-containing flow structures 
are resolved, and smaller structures are modeled. Formally this is achieved by low-
pass filtering of the governing equations: 

𝜙̅(𝒙, 𝑡) = ∫ 𝐺(𝒙 − 𝒚)𝜙(𝒙, 𝑡)𝑑𝒚
𝑉

.   (17) 

Here 𝜙 is a variable (such as pressure or velocity) and 𝐺 is a filter kernel. If density 
is not constant, favre filtering  𝜙̃ = 𝜌𝜙̅̅ ̅̅ /𝜌̅ may be used.  The real value of a variable  
is then related to the value available in an LES by the relation  𝜙 = 𝜙̃ + 𝜙′. Here 𝜙̃ 
is the resolved, filtered value and  𝜙′ the unresolved fluctuation. The filtering 
operation is rarely applied explicitly. The numerical grid itself functions as a low pass 
filter and this is usually the only filtering considered. 
  As a result of the application of the low-pass filter, new unclosed terms appear in 
the governing equations. These are the product of applying the filtering operator to 
nonlinear parts of Equations (1)-(4). These new terms correspond to the effects of 
the unresolved scale on the solution, and their closures are called subgrid-scale 
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models (sgs models). The turbulent stress tensor is commonly closed with gradient 
diffusion type models 

𝜏 = 𝒖̅𝒖̅ − 𝒖𝒖̅̅ ̅̅ = 𝜈𝑡𝑺|𝑺|, (18) 

where 𝜈𝑡 is turbulent viscosity. Other models available for the subgrid scales 
stresses include models based on approximate-deconvolution, scale-similarity and 
Taylor expansion (see, e.g. [14,87] ) 

In two-way coupled flows, the dispersed phase affects the large scales of the 
flow. The particles may enhance or modulate the turbulence. However, only a few 
researchers have proposed modifications to turbulence closures that account for 
the existence of the dispersed phase [88–92]. 

Finally, the filtered emission and absorption terms in the radiation transport 
equation need modeling. Often, the Optically Thin Fluctuation model is evoked 
allowing one to write: 

𝜅𝐼̅ = 𝜅̅𝐼 ̅ (19) 

However, the absorption-emission correlation 𝜅𝑇4̅̅ ̅̅ ̅   cannot be ignored.  
In addition to the terms discussed here, filtering of the governing equations also 

gives rise to unclosed terms in the governing equations of the dispersed phase. 
These terms will be discussed in Section 2.5.3.  
 

2.5.2 Statistical description of spray 

This section reviews the statistical framework that forms the basis for most spray 
models used in CFD codes. The theoretical framework provides justification for the 
spray models discussed in this thesis. The implications of the statistical description 
are discussed at the end of this section. 

Williams [93] defined spray as any system of liquid or solid particles in a gas, 
where there are so many particles that only a statistical description of their behavior 
is feasible. All of the sprays considered in this thesis are included in this definition. 
One of the earliest attempts at complete statistical description of a spray is also due 
to Williams [94]. He derived an evolution equation for the droplet density function 
(ddf), defined as 𝑓(𝒙, 𝒗, 𝑟, 𝑡). The density function describes the probability of finding 
a droplet within a volume of the phase space. The discussion of the spray equation 
here follows [95], see [96–99] for more detailed derivations.  

Suppose that the spray is made up of an ensemble of 𝑁𝑠 droplets which can all 
be described using 𝑀 variables. The state of particle 𝑖 is then represented by a 
vector  𝚽𝒊 = {𝜙1

𝒊 , … , 𝜙𝑀
𝒊 } . We then define the probability 𝑃(𝝍, 𝑡) that describes the 

probability of finding a particle at position 𝝍 in the phase space, e.g. a droplet with 
certain velocity and radius at a certain position, at a time instant 𝑡. For the sprays 
considered in this thesis, the properties of the sprays can be described by 
position,velocity, radius and temperature of the droplets. The state space is then  
𝝍 = [𝑽, 𝑅, 𝑇]. 

The modeled pdf is governed by the evolution equation 
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𝜕𝑃

𝜕𝑡
+ ∇𝒗 ⋅ [𝑨(𝒗, 𝑟, 𝑇)𝑃] +

𝜕

𝜕𝑟
[𝑅̇(𝒗, 𝑇, 𝑟)𝑃] +

𝜕

𝜕𝑇
[𝑇̇(𝒗, 𝑇, 𝑟)𝑃] = 0 

(20) 

Here 𝑨, 𝑅̇ and 𝑇̇  denote the conditional expectation ⟨𝜓̇𝑗|𝝍 = 𝝓⟩  with  𝜓̇𝑗 = 𝑽 ,R 
or T. Here, 𝜓̇𝑗 is the rate of change of property 𝜓𝑗 and the brackets ⟨𝜓̇𝑗|𝝍 = 𝝓⟩ 
denote the expectation of 𝜓̇𝑗 conditional on the particles being found in state 𝝍 =

 𝝓.   
Equation (20) is an exact, but unclosed, hyperbolic partial differential equation for 

the joint probability 𝑃(𝝍, 𝑡). Due to the high dimensionality of the problem, the 
solution of Equation (20) with the usual finite volume and finite difference type 
methods is difficult.  The equation is commonly solved using particle methods. If the 
continuous phase equations are solved in the Eulerian frame, the resulting method 
is called Lagrangian - Eulerian (LE). LE methods represent the spray by an 
ensemble surrogate of droplets {𝑿(𝒊)(𝑡), 𝑽(𝑖)(𝑡), 𝑅(𝑖)(𝑡), 1…𝑁𝑆(𝑡)}. The properties of 
the surrogate droplets evolve according to: 

𝑑𝑿(𝑖)

𝑑𝑡
= 𝑽(𝒊) 

 (21) 

𝑑𝑽(𝑖)

𝑑𝑡
= 𝑨(𝑖) 

(22) 

𝑑𝑅(𝑖)

𝑑𝑡
= 𝑅̇(𝑖) 

(23) 

𝑑𝑇(𝑖)

𝑑𝑡
= Θ(𝑖) 

(24) 

Here, 𝑨(𝑖), 𝑽(𝑖) , 𝑅̇(𝑖) and Θ(𝑖) are the modeled acceleration, velocity, vaporization 
rate and heating rate of the 𝑖:th surrogate particle. From the perspective of the work 
in this thesis, the main implications of the statistical description of sprays are  
[97,98]: 

1. Primary atomization cannot be modeled with the spray equation that 
underlies LE methods. Instead, the initial spray needs to be described 
at a boundary where the primary atomization has finished. 

2. The correspondence between real droplets in a spray and the surrogate 
droplets is only on the level of the conditional expected values. This 
gives considerable freedom in modeling the evolution equations of the 
surrogate drops. Particularly, this provides the possibility of using 
statistical models and adding random terms to the equations.  

3. The point particle assumption has not been invoked in the derivation of 
Equation (20).  As a result, Equation (20) is also valid for dense flows. 
LE methods can be used to model dense sprays. The influence of the 
volume fraction can be modeled through the expected drag. 



 

31 

2.5.3 Lagrangian-Eulerian particle models 

In most engineering applications, the unsteady forces acting on a particle are 
negligible. The equation of motion of a rigid spherical particle is: 

𝑑𝑽(𝑖)

𝑑𝑡
=
𝒖̃ − 𝑽(𝑖)

𝜏𝑝
+ 𝒈 

(25) 

Where the particle response time 𝜏𝑝 is given by  

𝜏𝑝 =
3

8
𝜌𝑔𝐶𝐷‖𝒖̃ − 𝑽

(𝑖)‖/ρ𝑝𝑅
(𝑖) (26) 

When solving Equation(25), we need to make some approximations. The first 
approximation is the continuous phase properties at the particle location, also called 
forward interpolation. The second is the method used to project the particle forces 
and mass source terms back to the Eulerian grid. 

The most common approach for the forward interpolation is to use linear 
interpolation. However, simple linear interpolation does not preserve the divergence 
and curl of the interpolated velocity field. As inertial particles preferentially 
concentrate in regions of flow with high strain and low vorticity [100], such 
interpolation errors could lead to errors in predictions of particle concentration.   

 Perhaps a more serious problem with the simple approach is that, in LES, only 
the low-pass filtered values 𝒖̃ are available. The fluctuating quantities 𝒖′ need to be 
modeled.   Bellan and O’Kong [101]  considered three types of models for the 
velocity seen by the particle: baseline, a deterministic and a stochastic model. Their 
baseline model directly utilized the low pass filtered velocity. Their assesmentwas 
that, for the purpose of calculating drop source terms, the random model performed 
most poorly and the deterministic model was the best. 

Some authors have proposed Langevin-type equations for the fluid properties 
seen by the particle [96,102,103].  These models require solution of an extra set of 
ODEs for the fluctuating components.  

Park et al. [104] developed a dynamic subgrid-scale model for the velocity seen 
by the particle.  They used an approximate deconvolution method together with a 
differential filter to estimate the unresolved velocity seen by the particles. They 
developed a dynamic procedure to determine the filter width Δ.  

On the other hand, Bini and Jones [95,96] developed a model for the acceleration 
experienced by a particle in turbulent flow.  Their model could reproduce the non-
Gaussian acceleration PDF’s observed in direct numerical simulations.  
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3. Methods 

In this section, the methods used in the present work are reviewed. The simulation 
tool used in this thesis is the Fire Dynamics Simulator (FDS)2. The equations solved 
by FDS are reviewed in Section 3.1. The rest of this section reviews the modeling 
contributions from this thesis.  

3.1  Description of the computational tool 

3.1.1 Gas phase  

FDS solves the Navier-Stokes equations in a form suitable for low-Mach number, 
thermally driven flows. The turbulence model in FDS is Large Eddy Simulation 
(LES). The low pass filtered equations of Low-Mach buoyancy-driven flow are given 
by [105] 

𝜕𝜌

𝜕𝑡
+ ∇ ⋅ 𝜌𝒖 = 𝑚̇‴ 

 (27) 

𝜕𝜌𝒖

𝜕𝑡
+ ∇ ⋅ 𝜌𝒖𝒖 = −∇𝑝 + ∇ ⋅ 𝜏 + (𝜌 − 𝜌0)𝒈 + 𝒇𝑏 

(28) 

𝜕𝜌𝑌𝛼
𝜕𝑡

+ ∇ ⋅ 𝜌𝑌𝛼𝒖 = ∇ ⋅ 𝑱𝛼 + 𝑚̇𝛼
‴ 

(29) 

𝜕𝜌ℎ𝑠
𝜕𝑡

+ ∇ ⋅ 𝜌ℎ𝑠𝒖 =
𝐷𝑝̅

𝐷𝑡
+ 𝑞̇‴ − ∇ ⋅ 𝒒̇″ 

(30) 

𝜏 = 𝜌(𝜈 + 𝜈𝑡) ((∇𝒖 + ∇𝒖
𝑇) −

2

3
(∇ ⋅ 𝒖))  

 

(31) 

𝒒̇″ = 𝜌𝑐𝑝(𝑘 + 𝑘𝑡)∇𝑇 + ∑ 𝜌𝐷𝛼ℎ𝛼∇𝑌𝛼𝛼 + 𝒒̇𝒓
″  

 

(32) 

𝜌 =
𝑝̅𝑊̅

𝑅𝑇
; 𝑊 =

1

∑ 𝑌𝛼/𝑊𝛼𝛼
 (33) 

Here the over bars denoting the low-pass filtering operation have been omitted for 
clarity. The low-Mach number approximation enables us to split the pressure into 
background pressure 𝑝̅ and perturbation pressure 𝑝. Only the background pressure 
appears in the equation of state. Formally the low-Mach number equations can be 
derived from the compressible Navier-Stokes equations by expanding the variables 
in powers of the Mach number [106].  

                                                           
2 Availble form https://pages.nist.gov/fds-smv/ 

https://pages.nist.gov/fds-smv/
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Unless otherwise indicated, the turbulent viscosity is given a modified version of 
the model proposed by Deardorff [107]. The eddy viscosity is calculated from: 

𝜇𝑡 = 𝜌𝐶𝑑𝑒𝑎Δ√𝑘𝑠𝑔𝑠; 𝑘𝑠𝑔𝑠 =
1

2
‖𝒖′‖; 𝒖′ = 𝒖̅ − 𝒖̅̅. (34) 

Here Δ is the filter width and 𝐶𝑑𝑒𝑎=0.1 is an empirical constant. The main difference 
between the above model and the usual one-equation turbulence closures is that 
the sgs kinetic energy is obtained by a scale similarity argument. In addition to the 
default Deardorff model, the dynamic Smagorinsky model [108,109] is also used. 

3.1.2 Radiation 

The contribution of thermal radiation to the energy equation is computed from 

−∇ ⋅ 𝑞̇𝑟
″ = 𝜅[𝑈 − 4𝜋𝐼𝑏(𝒙)]; 𝑈 = ∫ 𝐼(𝒙, 𝒔′)𝑑𝑠′

4𝜋
 . (35) 

In the above,  𝐼(𝒙, 𝒔′) is the spectrally integrated intensity in the direction 𝒔′ at the 
location 𝒙, 𝐼𝑏(𝒙)is the source term, and  𝜅 is the absorption coefficient. The intensity 
𝐼 is obtained as a solution to the radiation transport equation (RTE): 

𝒔 ⋅ 𝛻𝐼𝜆 = [κ + κd + 𝜎𝑑]𝐼 + 𝜅𝐼𝑏 + 𝜅𝑑𝐼𝑏,𝑑 +
𝜎𝑑
4𝜋
∫ Φ(𝒔, 𝒔′)𝐼(𝒙, 𝒔′)𝑑𝑠′

4𝜋

. (36) 

Here 𝜅𝑑 is the droplet absorption coefficient, 𝜎𝑑is the droplet scattering 
coefficient, and 𝐼𝑏,𝑑 is the emission term of the droplets. The scattering phase 
function Φ(𝒔, 𝒔′) gives the scattered intensity fraction from the direction 𝒔′ to 𝒔. 

The mean absorption coefficient κ is tabulated as a function of the gas species 
and soot concentration by using the narrow-band model RadCal [110]. The 
absorption coefficient is given by 

𝜅 = min[𝜅𝑝, 𝜅𝑒𝑓𝑓]  (37) 

where 𝜅𝑝 is the planck mean absorption coefficient, and the effective absorption 
coefficient is solved from 

∫ 𝐼𝜆

∞

0

(𝑆) =
𝜎

𝜋
[𝑒−𝜅𝑒𝑓𝑓𝑆𝑇𝑟𝑎𝑑

4 + (1 − 𝑒−𝜅𝑒𝑓𝑓𝑆)𝑇4] 
 (38) 

Here 𝑇𝑟𝑎𝑑 is the assumed temperature of incident radiation. It is taken to be 900 
ºC, corresponding to typical flame emission temperatures. The path length 𝑆 is set 
to five times the nominal cell size. In engineering practice, the attainable grid 
resolutions are usually of the order of five grid cells across the plume. The effective 
mean absorption coefficient approaches the Planck mean absorption coefficient as 
the path length decreases. During simulations, the absorption coefficients are 
obtained by table lookup. The absorption and scattering coefficients of the liquid 
droplets are based on Mie theory [111]. The scattering integral is approximated as 
a sum of isotropic and forward components [112].  The RTE is solved using the 
Finite Volume Method for radiation [113]. 
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As was discussed in Section 2.5.1, the source term in Eq. (36) requires modeling. 
In FDS the source term is computed as follows: 
 

𝐼𝑏(𝒙) = 𝐶 
𝜎𝑇(𝒙)4

𝜋
  𝐶 = max [1,

∫ 𝜒𝑟𝑞̇
‴+𝜅𝑈 𝑑𝑉

𝑞̇‴>0

∫ 𝜎𝜅𝑇4 𝑑𝑉
𝑞̇‴>0

]  (39) 

This method aims to ensure that the fraction of energy released from flames as 
radiation is globally equal to the radiant fraction 𝜒𝑟.  

3.1.3 Combustion 

For all simulations in this thesis, the gas phase combustion is treated as a single 
step irreversible reaction of fuel and oxidizer:  

𝐹𝑢𝑒𝑙 + 𝐴𝑖𝑟 → 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑠 . (40) 

The chemical heat source term in Equation (30) is given by 

𝑞̇‴ = 𝑚̇𝑓
‴Δℎ𝑐 , (41) 

where Δℎ𝑐 is the heat of combustion of the fuel. The rate of combustion is given 
by a model similar to the eddy dissipation concept (EDC) model [114]  

𝑚̇𝑓
‴ = −𝜌min

(𝑌𝑓 ,
𝑌𝑜
𝑠
)

𝜏𝑚𝑖𝑥
 , 

(42) 

where 𝑌𝑓and 𝑌𝑜 are the mass fractions of the fuel and oxidizer, respectively. The 
mixing time scale 𝜏𝑚𝑖𝑥 is based on the local flow field [115]. 

FDS contains a simple extinction model based on the concept of critical flame 
temperature. For each computational cell, the extinction is determined by two 
criteria: The first rule suppresses the combustion if the temperature in the 
computational cell does not exceed a user defined auto ignition temperature. The 
second rule considers a stoichiometric pocket of fuel, air, and products in a 
computational cell. If the combustion energy of this fuel is not sufficient to increase 
the temperature of the gas mixture above the critical flame temperature, the 
combustion reaction is again suppressed. Both the critical flame temperature 𝑇𝐶𝐹𝑇 
and auto ignition temperature 𝑇𝐴𝐼𝑇 are user-defined constants 

3.1.4 Evolution equations for the Lagrangian particles 

FDS uses the LE method for the description of the dispersed phase. Buoyancy, lift, 
and forces arising from fluid acceleration are neglected. With these assumptions, 
the motion of a single computational droplet is governed by  

𝑑𝑽(𝑖)

𝑑𝑡
= 𝜏𝑝

−1[𝒖@𝒑 − 𝑽(𝑖)] + 𝒈. (43) 

The drag coefficient 𝐶𝐷 is given by  
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𝐶𝐷 = {

24

𝑅𝑒
𝑅𝑒 < 1

24(0.85 + 0.15𝑅𝑒𝐷
0.687) 1 ≤ 𝑅𝑒 < 1000

0.44 1000 ≤ 𝑅𝑒

 

(44) 

  The mass of the particle evolves according to the pair of ODEs: 

𝑑𝑀(𝑖)

𝑑𝑡
= 𝐴ℎ𝑚(𝑌𝛼

𝑆 − 𝑌𝛼,𝑔
@𝑝
), (45) 

𝑀(𝑖)𝑐𝑝
𝑑𝑇(𝑖)

𝑑𝑡
= 𝐴h(𝑇𝑔

@𝑝
− 𝑇(𝑖)) + 𝑞̇𝑟 +

𝑑𝑀(𝑖)

𝑑𝑡
Δℎ𝑣. (46) 

As discussed earlier, each droplet represents several real droplets with the same 
properties. The fluid properties are interpolated at the droplet position using tri-linear 
interpolation. The backward interpolation is performed using a variant of the 
Particle-In-Cell (PIC) method, in which the mean particle source terms in Eqs (27)-
(30) are calculated as the summation of  the individual contributions of each particle 
in the control volume surrounding a grid node  

The quasi-steady drag approximation is employed here, and it can be justified on 
the grounds of the large density difference between the carrier phase and the 
dispersed phase.  The grid resolutions used in most fire simulations are also too 
coarse to resolve the pressure gradients and mean shear forces in Eq. (8). The 
errors caused by the numerical discretization are likely to be much larger.  

3.1.5 Condensed phase heat transfer model 

The FDS condensed phase heat transfer model is used in modeling the liquid phase 
in papers IV and V. FDS calculates the heat transfer in the solid phase based on 
conduction and radiation. The model is applied on a cell-by-cell basis. This section 
describes the model as it is applied to liquid pool fires. 

The FDS solid phase model solves the one-dimensional heat conduction 
equation  for the liquid fuel given by 

𝜌𝑐𝑝
𝜕𝑇𝑙

𝜕𝑡
=

𝜕

𝜕𝑥
𝑘𝑙

𝜕𝑇𝑙

𝜕𝑥
+ 𝑞̇‴  

 −k (𝜕𝑇𝑙
𝜕𝑥
)
𝑆
= ℎ(𝑇𝑔 − 𝑇𝑙

𝑠) − Δℎ𝑣𝑚̇
″ 

 ℎ = max [1.52|𝑇𝑔 − 𝑇𝑙𝑠|
1
3,
𝑘𝑔𝑁𝑢

𝐿
] 

𝑁𝑢 = 0.037𝑅𝑒4/5𝑃𝑟1/3. 

(47) 

Here 𝜌, 𝑐𝑝, 𝑘𝑙, and ℎ𝑣  are the fuel density, specific heat, thermal conductivity, 
and evaporation heat, respectively. The subscripts 𝑙 and 𝑔 refer to the liquid and 
gas phases. The superscript 𝑆 denotes the liquid surface. 

The heat source term 𝑞̇″  in Equation 47 accounts for the effect of the in-depth 
absorption of radiation and therefore radiation is not accounted for in the surface 
boundary condition. The radiation heat transfer within the one-dimensional layer is 
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calculated using a “two-flux” model in which the radiative intensity is assumed to be 
constant in the “forward” and “backward” hemispheres. The forward radiative heat 
flux into the fuel is  

𝑑𝑞̇+

𝑑𝑥
= 𝜅(𝜎𝑇4 − 𝑞̇+). (48) 

A corresponding formula can be written for the backward flux 𝑞̇−. The heat source 
term in Equation 47 is the difference between the forward and backward fluxes 

𝑞̇‴ =
𝑑𝑞̇+

𝑑𝑥
−
𝑑𝑞̇−

𝑑𝑥
. (49) 

Boundary condition at the fuel surface is given by 

𝑞̇+|𝑥=0 = 𝑞̇𝑖𝑛
″ + (1 − 𝜀)𝑞̇−, (50) 

where 𝜀 is the fuel emissivity and 𝑞̇𝑖𝑛″  is the incoming radiative flux. 
 

3.2 Spray modeling 

3.2.1 Overview 

In order to correctly predict the spray dispersion, the characteristics of the initial 
spray must be accurately determined.  This means that the droplet size distribution, 
initial velocity, and shape of the initial spray need to be described.  For the present 
methodology, this means developing appropriate spray boundary conditions.  

Section 3.2.2 discusses how to determine suitable droplet size distributions for 
use with the spray boundary conditions developed in Papers I and III. 

Section 3.2.3 reviews the spray boundary condition for simulation of water mist 
sprays, developed in Paper I.   Section 3.2.4 discusses the spray boundary condition 
for liquid dispersal from aircraft and liquid-filled projectile impacts, developed in 
Papers II and  III. 

Section 3.2.5 describes the three-way coupling model presented in Paper I.   
Additionally, Section 3.2.6 describes a turbulent dispersion model that was not 
presented in Papers I-V. 

3.2.2 Droplet size distributions 

The classical approach for modeling the droplet size distributions is to fit an 
analytical distribution to the experimental data. Several choices for the droplet size 
distribution are available in the literature (see e.g. [116]). This thesis considers only 
three different analytical distributions: the Rosin-Rammler distribution, the 
lognormal distribution and the combination of the Rosin-Rammler and log-normal 
distributions. These three distributions were chosen because they are available for 
modeling the droplet size distributions in FDS. 
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The Rosin-Rammler distribution was initially developed for modeling the size 
distribution of coal particles, but has been widely used for modeling spray droplet 
size distributions [116]. The lognormal distribution is usually considered as a model 
for the Cumulative Number Fraction (CNF). Here it is used as a model for the 
Cumulative Volume Fraction (CVF) instead. The combination of these two 
distributions, called Rosin-Rammler-lognormal distribution, has been found to 
describe the droplet sizes in sprinkler sprays and is commonly used among fire 
safety engineers.  

The Rosin-Rammler distribution is described by the CVF: 

𝐹(𝑑) = 1 − 𝑒𝑥𝑝 [−0.693(
𝑑

𝑑𝑚
)
𝛾
]. (51) 

CVF of the lognormal distribution is given by: 

𝐹(𝑑) =
1

√2𝜋
∫

1

𝜎𝑑′
d

0
𝑒𝑥𝑝 [−

𝑙𝑜𝑔(
𝑑′

𝑑𝑚
)
2

2𝜎2
] 𝑑𝑑′. (52) 

The Rosin-Rammler-lognormal combination: 

𝐹(𝑑) =

{
 
 

 
 1 − 𝑒𝑥𝑝 [−0.693(

𝑑

𝑑𝑚
)
𝛾
] , 𝑑 > 𝑑𝑚

1

√2𝜋
∫

1

𝜎𝑑′
𝑑

0
𝑒𝑥𝑝 [−

𝑙𝑜𝑔(
𝑑′

𝑑𝑚
)
2

2𝜎2
] 𝑑𝑑′ , 𝑑 ≤ 𝑑𝑚

, (53) 

where 𝑑𝑚 is the volumetric median diameter of the size distribution (half of the 
volume of the particles is in droplets smaller than this).  

The numerical algorithm draws the droplet diameter from the cumulative number 
fraction (CNF), defined as 

𝑓(𝑑) =
∫ 𝐹′
𝑑

0
(𝑑′)𝑑′

−3
𝑑𝑑′

∫ 𝐹′
∞

0
(𝑑′)𝑑′

−3
𝑑𝑑′

. (54) 

Since the numerical algorithm picks the droplet sizes from the CNF, the CNF was 
also used in the parameter estimation in Papers I and II. The distribution parameters 
were found by least squares fit of Eq. (54) to the experimentally determined 
cumulative number distribution. The difference between using CVF or CNF for 
parameter estimation is that the former places more weight on large droplets, 
whereas the latter emphasizes the smaller drop sizes. This point was discussed 
extensively by Ditch et al. [117].   

From the perspective of the work described in this thesis summary, it is important 
that the spray boundary condition is situated far enough from the nozzle so that all 
atomization processes have finished and the droplet distribution can be considered 
to be stable.  Consequently, the droplet size distribution should also be determined 
sufficiently far from the spray inlet.  

Ideally, the droplet size distribution would be determined at a position at which 
the breakup processes have finished but the entrainment into the spray and 
turbulent mixing has not had time to affect the measured distributions significantly. 
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However, finding this distance may be difficult.  Measurements further away from 
the nozzle can be used if the effect of the entrainment and mixing on the droplet 
size distributions is taken into account. This can be done by using appropriate 
averaging of distributions measured at several positions.   

Unlike the initial droplet size distributions, the initial velocities and flux densities 
should be determined as close to the location of the spray boundary condition as 
possible. Measurements of fluxes and velocities further away from the spray inlet 
can be used for validation.  

 

3.2.2.1 Water mist nozzles 

In Paper I, the droplet size distributions of three high-pressure water mist nozzles, 
called A, B, and C, were characterized based on data from NFPA750 
characterization experiments.  Measurements and the calculation of gross 
cumulative volume (GRV) distribution were in accordance with the NFPA750 
standard, except that one measurement point was added in the center of the spray. 
The measured nozzles (called A, B, and C in Paper I) produced a relatively narrow 
cone with a dense core. The central point was included to capture this dense core 
of the spray better.  

The GRV distribution was calculated as 

𝐺𝑅𝑉(𝑑𝑗) =
∑(𝑅𝑖,𝑗×𝐴𝑖×𝑣𝑖)

∑(𝐴𝑖×𝑣𝑖)
. (55) 

where 𝐺𝑅𝑉(𝑑𝑗) is the cumulative volume fraction of all droplets equal to or less 
than 𝑑𝑗, and 𝑅𝑖,𝑗  is the cumulative volume fraction of droplets equal to or less than 
𝑑𝑗 at location 𝑖. 𝐴𝑖 and 𝑣𝑖  are the cross-sectional area and the mist flux at location 
𝑖.  

The Gross CFN was calculated similarly. The parameters for the Rosin-Rammler-
Lognormal distribution (Eq. (53)) were found by least squares fitting of the CNF 
defined by Eq. (54). Table 3.1 lists the FDS simulation parameters for the A, B, and 
C nozzles from Paper I. The K-factor is based on manufacturer info, whereas the 
spread angle 𝜃 was visually approximated from photographs of the spray. 
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Table 3.1 FDS Simulation parameters for nozzles A, B, and C from Paper I. 

Nozzle K (l/min/bar½) 𝜃  () 𝑑𝑚 (𝜇𝑚) 𝛾 

A 0.200 10 83 2.90 

B 0.433 12 79 2.26 

C 0.767 14 116 1.98 

3.2.2.2 Sprays from liquid-filled missiles 

The model is based on qualitative observations and quantitative characterization of 
the sprays resulting from high-speed impacts of water-filled missiles. Paper II 
describes the details of the experimental campaign and analysis methods. In this 
case, only a single measurement point was available. However, unlike the water 
mist sprays, the spray behavior was transient.  Each experiment produced a slightly 
different droplet size distribution.  

In all the tests, the spray concentration was found to follow a similar time 
dependence. The concentration peaks soon after the spray reaches the 
measurement position. A relatively long and dilute tail follows this initial front. 
Between 60% and 90% of the spray mass was found to pass the measurement 
position within the first 50 ms after the spray reached the measurement location.  

Based on these observations, the experimental data was split into the “spray 
front” and “continuous” spray. In the analysis, the first 15 ms of the observations 
were assumed to belong to the spray front. The spray front contained approximately 
20% of the total mass of the spray (approximated from measured volume fractions). 
The continuous spray is the rest of the spray. Table 5 shows the resulting size 
parameters.  

The fitted distribution functions cannot capture all the features of the 
experimentally determined distributions. In particular, the experimental distributions 
had a sharp spike at the small particle diameters, followed by a long tail. The 
lognormal distribution function can reproduce this behavior most accurately. The 
Rosin-Rammler distribution significantly overpredicts the number of very small 
particles. In experiments SFP2-7, the continuous part of the spray contained large 
droplets, which increased the estimates of the volumetric median diameter dm. 
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Table 5. Fitted distribution parameters. 

  Distribution 

Experiment Rosin-Rammler Rosin-Rammler- Log-normal 

Log-normal 

  dm γ dm γ dm σ 

 (μm) (μm)  (μm) 

S
FP

 2
-5

 Whole 80 0.89 78 0.86 77 1.12 

Front 90 1.03 87 0.98 85 0.98 

Continuous 80 0.87 78 0.85 77 1.14 

S
FP

 7
-1

2 Whole 101 1.04 99 1.01 98 0.96 

Front 84 1.42 82 1.33 80 0.76 

Continuous 105 1.01 103 0.98 101 0.98 

A
ll 

Whole 85 0.93 83 0.89 82 1.08 

Front 88 1.09 85 1.03 84 0.94 

Continuous 86 0.90 84 0.87 83 1.10 

 

3.2.3 Spray boundary condition for water mist nozzles 

As was discussed in Section 2.5.2, the Eulerian-Lagrangian particle model is not 
applicable in the solid region of the spray. Therefore, we did not attempt to model 
the atomization processes of the spray. Instead, we injected droplets to the 
simulation on a section of a spherical surface at distance R from the nozzle. The 
section of the surface that launches the droplets is determined by the elevation 
angle 𝜃. Figure 3.1 illustrates the spray boundary condition.  All atomization 
processes (primary and secondary) are assumed to have finished at this position. 
The size distribution of the inserted droplets then represents a stable size 
distribution, measured far from the spray inlet.   

The spray boundary condition developed in Paper I assumes a Gaussian profile 
for the initial droplet volume fraction.  Experimentally measured and predicted liquid 
volume fractions in a pressure atomized spray [21] achieve a Gaussian-like profile 
between 12.5 and 50 nozzle diameters from the inlet.  If the spray boundary 
condition is very close to that of the jet inlet, the assumptions behind the Gaussian 
profile are less valid.   

For large-scale simulations of fire suppression systems, it is critical that the spray 
boundary condition injects the correct amount of momentum along with the correct 
volume of water into the system. The momentum works as a driving force for large-
scale mixing in the compartment. In Paper I, a simple relationship between the initial 
velocity of the droplet and the operating pressure of the nozzle was assumed:  
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𝑣0 = 𝐶√
2𝑝

𝜌
 . (56) 

Here 𝑝 is the operating pressure of the nozzle, and 𝜌 is the density of the liquid. 
In Paper I, we gave the discharge coefficient 𝐶 the value 0.95. This value is not 
based on measurement and we did not carry out an extensive sensitivity analysis.  
All the droplets are given the same initial speed in the direction of the surface 
normal.  

Note that the spray boundary condition defined here ignores deceleration of 
particles between the real injection point and the injection point in the simulation.  
The initial velocity defined by Eq. (56) ensures that the correct amount of momentum 
is injected into the simulation. Another approach would be to calculate the correct 
velocity of the droplets at distance corresponding to the spray boundary condition.  
In this approach, the gas phase velocity at the spray boundary condition should also 
be increased in order to conserve momentum.  

The former approach is more complex than the one adopted in this thesis.  The 
difference in the two approaches would likely be most important for small particles. 
However, small particles quickly reach their terminal velocity and therefore, the 
choice of using initial velocities defined by Eq. (56) simply causes the particle to 
slow down farther away from the nozzle than in reality. This effect is likely to be 
important only in the immediate vicinity of the spray boundary condition.   
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Figure 3.1. Illustration of the spray boundary condition for water mist spray simulations 

The initial position of a particle is picked randomly from the conical section 
described previously. The variable flux density within the spray is implemented by 
defining a probability density function for the initial position that depends on the 
latitude 𝜃 but not longitude 𝜑. The joint probability of the initial latitude and longitude 
is 

𝑝(𝜃, 𝜑) = 𝑝(𝜃)𝑝(𝜑) =
1

2𝜋
sin 𝜃 𝑓(𝜃) (57) 

Here the longitude is assumed to be independent of the latitude. If the function 
𝑓(𝜃) is taken to be unity, the resulting mass flux is uniform. Prior to the implantation 
of the spay boundary condition in Paper I, FDS used uniform distribution to pick the 
latitude 𝜃. This corresponds to a flux distribution 𝑓(𝜃) = sin 𝜃−1.  

The exponential shape of the mass flux is implemented by using the probability 
density function 

𝑓(𝜃) = 𝑒𝑥𝑝 [−𝛽 (
𝜃−𝜃𝜇

𝜃𝑚𝑎𝑥−𝜃𝑚𝑖𝑛
)
2

], where 

𝜃𝜇 = {
1/2(𝜃𝑚𝑎𝑥 + 𝜃𝑚𝑖𝑛) 𝜃𝑚𝑖𝑛 ≠ 0

0 𝜃𝑚𝑖𝑛 = 0
 

 

(58) 
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The spread parameter 𝛽 = 5 was  chosen so that the simulations best fit the 
nozzle characterization experiments.  In Paper I we did not attempt to provide a 
theoretical estimate for  𝛽.  The following discussion is an addition to the discussion 
in Paper I.  

For the case where 𝜃𝑚𝑖𝑛 = 0 (full cone spray), an estimate for the spread 
parameter 𝛽 can be derived using the theory of turbulent round jets. We 
approximated the profiles of velocity and scalar density in a round jet with an 
exponential distribution  

𝑐(𝑥, 𝑟) = 𝑐0𝑒𝑥𝑝 [−
𝑟2

2𝑟1/2
2 ]. 

(59) 

Here 𝑟 is the radial coordinate in the jet and 𝑟1/2 is jet half-width.   For a turbulent 
round jet, 𝑑𝑟1/2\𝑑𝑥 ≈ 0.1 [13 p.111]. The jet width at distance 𝑥 is then  𝑟1/2  = 𝑥/10. 
On the other hand, 𝑟 = 𝑥 tan 𝜃 ≈ 𝑥 𝜃. Substituting gives  

𝑐(𝑥, 𝑟) = 𝑐𝑚𝑎𝑥𝑒𝑥𝑝[−50𝜃
2] = 𝑐𝑚𝑎𝑥𝑒𝑥𝑝 [−50𝜃𝑚𝑎𝑥

2 (
𝜃

𝜃𝑚𝑎𝑥
)
2

]. 
(60) 

The estimate of 𝛽 is then 50𝜃𝑚𝑎𝑥2 = 2.37.  This is approximately half of the value 
used in Paper I.  It is possible that  nozzles A, B and C considered in Paper I place 
more water at the center of the jet by construction.  

3.2.4 Spray boundary for liquid-filled missiles 

Our model of an aircraft impact only describes the liquid dispersal from ruptured fuel 
tanks. The deformation of the missile and ejection of debris are ignored. The fuel 
dispersal process is modeled as a high-speed spray boundary condition. The model 
is based on qualitative observations and quantitative characterization of the sprays 
resulting from high-speed impacts of water-filled missiles [118]. 
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Figure 3.2. Illustration of the spray boundary condition for aircraft impact simulations 

Droplets enter the simulation at a randomly selected position on a spherical 
surface at  distance R from the impact location. All droplets have the same initial 
speed, but the diameter of the droplets is randomly selected. Based on the analysis 
in Paper III, the initial speed of the inserted particles is 1.8 times the speed of impact. 

Figure 3.2 illustrates the shape and parameters of the spray injection surface. The 
surface consists of two elements of a spherical surface, representing fuel released 
upwards and downwards. Visual observations from the Sandia experiments 
revealed that no fuel is released in the directions of the wings. The gaps in the 
injection surface account for the effect of the wings. The distance between the 
spherical surface and impact location should be greater than or equal to the 
characteristic length scale of missile deformation and primary liquid ejection. The 
particle distribution should represent a stable particle size distribution.  

3.2.5 Three-way coupling between droplets and gas 

As discussed in Section 2.5.3, in dense sprays the wakes behind individual droplets 
may start to influence other droplets. In Paper I, we presented a model for the drag 
reduction in dense sprays.  

We base our model on the analytical formula developed by [119]. The model 
builds on the idea that in a configuration in which two particles with the same 
diameter are directly in line, the hydrodynamic force on the trailing particle can be 
calculated using drag correlations for an isolated sphere. However, the reference 
velocity in this calculation needs to be correctly defined. The authors employed the 
well-known analytical results for the wake of a sphere in laminar flow [119 p. 349]. 
They developed the following analytical formula for the hydrodynamic force to the 
second sphere. 
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𝐶𝐷 = 𝐶𝐷0
𝐹

𝐹0
, (61) 

where 𝐶𝐷0 is the single droplet drag coefficient and 𝐹/𝐹0 is the hydrodynamic 
force ratio of trailing droplet to single droplet: 

𝐹

𝐹0
= 𝑊̅ [1 +

𝑅𝑒

16(
𝐿
𝑑
−
1
2
)
2  𝑒𝑥𝑝(−

𝑅𝑒

16 (
𝐿
𝑑
−
1
2
)
)], 

(62) 

where 𝑅𝑒 is the single droplet-Reynolds number, L is the distance between the 
droplets and 𝑊̅is the non-dimensional, non-disturbed wake velocity at the center of 
the trailing droplet 

𝑊̅ = 1 −
𝐶𝐷0
2
[1 − 𝑒𝑥𝑝(−

𝑅𝑒

16(
𝐿
𝑑
−
1
2
)
)], 

(63) 

In our implementation, the separation distance 𝐿/𝑑 between droplet centers is 
calculated from the local droplet volume fraction, 𝛼, and local average droplet 
diameter  〈𝑑〉 

𝐿

𝑑
= 〈𝑑〉 (

𝜋

6𝛼
)

1

3
,  (64) 

Eq. (64) gives the separation distance for evenly distributed spherical particles of 
diameter 〈𝑑〉. 

The hydrodynamic force predicted by Eq. (62) can be compared with the 
numerical results of Prahl et al. [121]. According to their study, Eq. (62) significantly 
underestimates the drag reduction  at small drop-to-drop distances, where the wake 
is not fully developed, and (63) does not hold. At greater distances the two results 
are similar, the present correlation showing more drag reduction. The sprays 
considered in this paper are relatively dilute, and hence these short separation 
distances are not expected to be important. 

3.2.6 Turbulent dispersion 

Turbulent dispersion models were not used in Papers I-V. However, in Paper I, 
some features of the simulation results were credited to the turbulent mixing of 
particles.  In this thesis summary, the effect of turbulent dispersion on water mist 
sprays is studied using the model developed by Bini and Jones [95,96]. The particle 
velocity evolves according to  

𝑑𝑽(𝑖) = 𝜏𝑝
−1[𝑽(𝑖) − 𝒖@𝒑 −]𝑑𝑡 + 𝒈𝑑𝑡 + √

𝑘𝑠𝑔𝑠

𝜏𝑡
𝑑𝑾𝑡 , with 𝜏𝑡 =  

𝜏𝑝
1.6

(
Δ

√𝑘𝑠𝑔𝑠

)

0.6 
(65) 

Here 𝑑𝑾𝑡 = √Δ𝑡𝝃 ,with 𝝃 ~𝑁(0,1), is an increment of the Wiener vector process. 
The subgrid scale kinetic energy is approximated from  

𝑘𝑠𝑔𝑠 = (𝜇𝑡/𝜌𝐶𝑑𝑒𝑎Δ)
2, (66) 
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This model is easy to implement, as it does not require the solution of additional 
ODEs for the turbulent velocity seen by the particle.  Note that this model of turbulent 
dispersion is isotropic.  Bini and Jones [95] developed an  anisotropic version of the 
model,  but this was not pursued here. 

3.3 Modeling liquid pool fires 

3.3.1 Mathematical model 

The liquid pool fire model utilized In Papers IV and V is based on treating the liquid 
fuel as a semi-transparent solid with evaporation at the fuel surface. Heat transfer 
in the liquid is calculated using the condensed phase model in FDS, described in 
section 3.1.5. In Paper IV the earlier [50], equilibrium-based, mass transfer model 
was replaced by a mass transfer expression. 

In Paper IV, the mass flux from the surface is calculated by a simple approach 
based on film theory. The molar flux in Eq. (13) can be related to mass flux using 
the ideal gas relation 𝑐 = 𝑃/𝑅𝑇. The mass flux is then given by  

𝑚̇′′ = ℎ𝑚
𝑝̅𝑊𝑓

𝑅𝑇
𝑙𝑜𝑔 (

Xf
∞ −1

Xf
S−1

) ; Xf
S = 𝑒𝑥𝑝 [−

Δℎ𝑣𝑊

𝑅
(
1

𝑇𝑆
−

1

𝑇𝑏
)] (67) 

Here ℎ𝑚 = 𝑆ℎ𝐷𝑓,𝑔/𝐿 is the mass transfer coefficient and 𝜌𝑓,𝑔 and  𝑋𝐺 are the 
density of the fuel vapor and the volume fraction of fuel vapor in the grid cell adjacent 
to the pool surface, W is the molar mass of the fuel gas and R is the universal gas 
constant. 𝐷𝑓 is the binary diffusivity of the vapor and  the Sherwood number is given 
by 

𝑆ℎ = 0.037𝑆𝑐
1

3𝑅𝑒
4

5;  𝑅𝑒 = 𝑚𝑎𝑥 [5 ⋅ 105, 𝜌𝑢𝐿
𝜇
]  . (68) 

The Reynolds number is calculated based on the conditions in the cell adjacent 
to the surface. In the above, L is some characteristic length. Note that the Reynolds 
number is bounded from below, which ensures a non-zero mass flux from liquid 
fuels and thus circumvents the need to model the ignition process. The Reynolds 
number varies over time through the gas speed dependence, and so do the 
Sherwood and mass transfer numbers.  

Papers IV and V did not present alternative methods for determining the mass 
transfer coefficient. In Paper IV, we briefly discussed the effect of mass transfer 
coefficient on predicted evaporation rates and concluded that because of the log 
term in Eq. (67), the importance of the mass transfer coefficient rapidly decreases 
as the liquid temperature approaches boiling point. The rest of this section adds to 
the discussion presented in Papers IV and V. 

The Sherwood number in Eq. (67) and the Nusselt number in  Eq. (47) represent 
average mass and heat transfer coefficients for a horizontal flat plate.  The situation 
at the pool surface could perhaps more realistically be described as natural or mixed 
convection.   
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The use of flat plate correlations can be justified from two perspectives. Firstly, 
as discussed above, the mass transfer coefficient is important only in the initial 
phases of a pool fire, when surface temperature is far below boiling temperature. 
Secondly, the gas phase flow in pool fires is not driven by the temperature difference 
between  the liquid surface and gas. Instead it is driven by heat generation outside 
the boundary layer. As such, the use of traditional natural convection based 
correlations is questionable. From the point of view of the pool surface, the situation 
is close to forced convection, where the entrainment in to the flame is driving the 
flow.     

A simple alternative for the mass transfer coefficient can be derived using the 
viscous wall units given by Eq. (12).  Assume that the non-dimensional film 
thickness 𝛿+ is constant. The mass transfer coefficient can then be related to the              
non-dimensional film thickness by  

δ =
𝛿+𝜈

𝑢𝜏
; ℎ𝑚 =

𝐷𝐹𝑢𝜏

𝛿+𝜈
. (69) 

We could, for example, assume that the film thickness is equal to the laminar 
sublayer thickness, 𝛿+ = 5. However, in the following discussion  𝛿+ is treated as a 
fitting parameter.  

 Figure 3.3 shows predicted evaporation velocities for toluene, calculated from 
Eq. (67). The mass transfer coefficient was calculated using Eq. (69). The black 
dots in Figure 3.3 correspond to the wind tunnel data of Reijnhardt and Rose [122].  
In their experiments, they measured the evaporation rate of toluene in a wind tunnel. 
The pool was a square with 0.25 m side length. In their toluene evaporation 
experiments, the friction velocity derived from measurements directly in front of the 
pool was 0.43 m/s. 

The fitting parameter 𝛿+ = 21.16 produced the best fit to the data. The 
corresponding value of the mass transfer coefficient for this case is ℎ𝑚 = 0.01 m/s. 
The  mass transfer coefficient  used in Paper II gives ℎ𝑚 = 0.034 for this case.  
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Figure 3.3 The normalized evaporation rate of toluene as a function of 
temperature. The solid line is computed from Eqs. (67) and (69) with 𝑫𝑭 =
𝟕. 𝟔𝟗 ⋅ 𝟏𝟎−𝟔 𝒎𝟐/𝒔 (toluene at 20 ºC) ,𝝂 =  𝟏. 𝟓𝟎 ⋅ 𝟏𝟎−𝟓 𝒎𝟐/𝒔 (air at º20 C) and 
𝜹+=21 (curve fit). Black dots correspond to experimental data from wind 
tunnel experiments [122,123] with 𝒖𝝉 = 𝟎. 𝟒𝟑 𝒎/𝒔 .  

The experimental data shows the importance of accounting for  convective mass 
transfer. As the fluid temperature approaches boiling point, the mass flux increases 
exponentially. The log-term in Eq. (67) can capture this increase in evaporation rate 
quite well. This data was not used for validation of the evaporation model in Paper 
II and is reported here to highlight the effect of convection on mass transfer.  

Note that the evaporation model used for droplets, Eq. (45), does not contain the 
logarithmic term appearing in in Eq. (67).  Figure 3.3 shows that the effect of blowing 
is only important near the boiling point.  For the sprays considered in this thesis the 
liquids are injected at room temperature (20 ºC) and into similar ambient 
temperatures.  Therefore, the effect of the logarithmic term is expected to be 
negligible.   

The heat transfer coefficient in Equation (47) does not consider the effect of 
nonzero wall transpiration. The effect of blowing is to reduce the convective heat 
flux to the boundary [15]. The pool fires considered in this thesis are relatively large 
(0.5-3 meters in diameter), and radiation is the dominant heat transfer mode. For 
smaller pool fires the effect of blowing on convective heat transfer may have to be 
considered. 

 

3.3.2 Effective absorption coefficients for in-depth radiation absorption 

Absorption of thermal radiation in semi-transparent media is highly dependent on 
the wavelength of the radiation. A spectrally resolved (line-by-line) solution of Eq. 
(68) would be prohibitively expensive. It would also be unwarranted, as fire models 
often assume the gas to behave as a gray medium, and thus, the spectrum of 
incoming radiation is not known. 
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Paper II presents a method for determining effective absorption coefficients. The 
procedure is as follows: 

 
1. Start with spectrally resolved absorption coefficients 𝜅𝜆 for a liquid. 
2. Calculate the transmitted fraction of radiation at distance 𝑥 from the liquid 

surface by  

𝑞̇𝑒𝑥
+ (𝑥) = ∫ 𝑞̇𝜆,𝑒𝑥

+
∞

0

(𝜏)𝑑𝜆 (70) 

𝑞̇𝜆,𝑒𝑥
+ = 𝐸𝑏,𝜆(𝑇∞)2𝐸3(𝜏) + 𝐸𝑏,𝜆(𝑇(𝑥))2∫ 𝐸2(𝜏

′)𝑑𝜏′
∞

0

 (71) 

Here, 𝜏 = 𝜅𝑥 is the optical thickness,  𝑇(𝑥) and 𝑇∞ are the temperatures 
of the liquid and the external source.  𝐸𝑏,𝜆(𝑇∞) is the black body emissive 
power at wavelength 𝜆 

𝐸𝑏,𝜆(𝑇)  =
2ℎ𝑐2

𝜆5
1

𝑒𝑥𝑝 ⌊
ℎ𝑐
𝑘𝐵𝜆𝑇

⌋ − 1
 (72) 

where 𝑐,𝑘𝐵 and ℎ are the speed of light, the Boltzmann constant and the 
Planck constant, respectively.  𝐸2 and 𝐸3 are exponential integrals of the 
second and third kind, respectively 

3. Optimize to find a value for absorption coefficient κ that minimizes some 
error metric between the predicted flux 𝑞̇+  from the solution of Eq. (48) 
and the flux calculated from Eq. (70) .  

Three choices need to be made in this process: 
1. Choice of optimization metric. 
2. The path length 𝐿 at which the flux 𝑞̇+is matched or over which the heat 

source distribution 𝑞̇‴  is matched.  
3. The spectrum of the incoming radiation.     

We investigated two optimization metrics in Paper II. The first one tries to produce 
an accurate flux at the bottom of the liquid layer 𝑥 = 𝐿, thus giving a good estimate 
for the amount of energy absorbed by the liquid. The absorption cofficients 
corresponding to this criterion are given by: 

𝜅 = argmin [𝑞̇
+(𝐿)

𝑞̇+(0)
−
𝑞̇𝑒𝑥
+ (𝐿)

𝑞̇𝑒𝑥
+ (0)

]. (73) 

The absorption coefficients determined by the above criterion produce an 
accurate flux at the bottom boundary only at the beginning of the simulation.  As the 
liquid layer thickness decreases, the flux will be increasingly inaccurate.   

The second, alternative criterion attempts to reproduce the distribution of radiant 
flux over the entire thickness of the liquid layer. This choice should provide more 
accurate distribution of temperature inside the liquid, but it may not conserve the 
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energy as well as the first criterion. The absorption coefficients corresponding to the 
second criterion are given by: 

𝜅 = argmin [∫ (𝑞̇
+(𝑥)

𝑞̇+(0)
−
𝑞̇𝑒𝑥
+ (𝑥)

𝑞̇𝑒𝑥
+ (0)

)
2

𝑑𝑥
𝐿

0
]. (74) 

This second criterion is less sensitive to the choice of the path length 𝐿 than the 
first.   

In Paper II, the former method was termed M1 (for Method 1), and the latter was 
named M2 (Method2). Figure 3.4 shows the transmitted fraction of radiation as a 
function of path length for liquid heptane. The continuous black line corresponds to 
the solution of  Eq. (70). The dotted line shows the predicted flux 𝑞̇+  from solution 
of Eq. (50) using the two different methods of determining the absorption coefficient.  

 

 

Figure 3.4 Left: Results from a simulation of radiation transport in heptane. 
Comparison of line-by-line solution and the two approaches for determining 
the effective absorption coefficient. Right: The absorption coefficient spectra 
of heptane with black body emissive power imposed (in red). 

Figure 3.4 shows that neither method of determining the absorption coefficient 
can reproduce the exact attenuation of radiation predicted by Eq. (70). In order to 
correctly capture the long tail of the attenuation, the wavelength dependency of 
radiation would need to be addressed in some way. The line-by-line solution in 
Figure 3.4 also shows that for heptane, most of the absorption of thermal radiation 
takes place within 4 mm of the fuel surface.  However, a fraction of the incoming 
radiation (approximately 10% for heptane) may penetrate deep into the liquid layer.   

3.3.3 Modeling the effects of convection in the liquid phase 

As discussed in Section 2, accurate description of the liquid phase in pool fires 
would require solving the full Navier-Stokes equation with radiation heat transfer 
within the liquid. Such an approach is very complex and time-consuming. In Paper 
II, we explored an alternative approach of adjusting the thermal conductivity to take 
into account the internal convection. The Nusselt number gives the non-dimensional 
heat flux due to convective and conductive motions at an arbitrary plane in the liquid:  

  𝑁𝑢 =
𝑞̇𝑐𝑜𝑛𝑣
″

𝜌𝑐𝑝𝑘Δ𝑇
. (75) 
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If we assume that heat conduction can model the heat transfer by convection with 
an effective conductivity 𝑘𝑒𝑓𝑓, Eq. (75) becomes 

  𝑁𝑢 =
𝑘𝑒𝑓𝑓

𝑘
. (76) 

In Paper IV, we assumed that in large pool fires the primary source of convective 
motions is buoyancy generated by in-depth radiation absorption.  We then 
calculated an effective thermal conductivity that reproduces the heat flux through 
the liquid layer at the surface of the fuel. We calculated the Nusselt number from a 
correlation for an internally heated horizontal plane layer with an isothermal top 
boundary and a thermally insulated bottom boundary[124]:  

  𝑁𝑢 = 0.338𝑅𝑎𝑖
0.227. (77) 

 Here 𝑅𝑎𝑖 is the internal Rayleigh number: 

 𝑅𝑎𝑖 =
𝑔𝛽𝑞̇‴𝐻5

𝑘𝜈𝛼
, (78) 

where 𝛽 is the coefficient of thermal expansion of liquid, 𝑞̇‴ is the volumetric heat 
source and 𝐻 is a characteristic length scale. In the denominator, 𝛼 is the thermal 
diffusivity of the liquid. Correlation (78) is derived for a case in which the internal 
heating is uniform. However, heat source distribution due to the absorption of 
radiation is approximately exponential. A Rayleigh number corrected for this 
distribution type is given by [125] 

 𝑅𝑎𝑖,𝑐𝑜𝑟𝑟 =
𝑔𝛽𝑞̇‴𝐻5

𝑘𝜈𝛼

𝜂2

𝑄(𝜂)
[1 − (1 +

1

𝜂
) 𝑒𝑥𝑝 (−

1

𝜂
)]. (79) 

Here 𝜂 = 1/𝜅 is the length scale associated with the source distribution.  The 
normalization constant 𝑄(𝜂) in Eq. (79) is calculated from 

 𝑄(𝜂) =  ∫ exp [−
𝑧

𝜂
] 𝑑𝑧 = 𝜂 [1 − exp (−

𝐻

𝜂
)]

𝐻

0
. (80) 

The effective thermal conductivity model described above is likely to work better 
for relatively thin layers of fuel. In thin layers, convection can be thought to cause 
mixing through the whole layer. In deeper pools, the convective currents are likely 
to involve only a part of the liquid. Table 3.3 lists the thermophysical properties of 
the liquid considered in Paper II. 

Table 3.2 gives calculated Nusselt numbers for the situation considered in Paper 
IV (Table 5). For this case 𝑞̇‴ = 20 𝑘𝑊/𝑚2 and the layer thickness 𝐻 is 1 cm. It can 
be seen that for most liquids the Rayleigh numbers are O(107) and the Nusselt 
numbers are O(10).  Therefore, we conclude that the heat transfer through the fuel 
would be greatly enhanced by convection.  

A significant source of uncertainty in calculating the effective thermal conductivity 
is the characteristic length scale. We take the characteristic length 𝐻 to be the depth 
of the liquid layer, which is constantly changing as the fuel is consumed. 
Furthermore, Eq. (78) also depends on knowing the volumetric heating rate.   
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Table 3.2 Nusselt numbers calculated from Eqs. (77)-(80).  𝑅𝑎𝑖 is the internal 
Rayleigh number for uniform heating given by Eq. (78).  𝑅𝑎𝑖,𝑐𝑜𝑟𝑟 is the corrected 
Rayleigh number given by Eq. (79). 

fuel 𝜅 
(1/m) 

𝜂 
(mm)  

𝑅𝑎𝑖   
108 

𝑅𝑎𝑖,𝑐𝑜𝑟𝑟 
107 

Nu based 
on 𝑅𝑎𝑖 

Nu based 
on 𝑅𝑎𝑖,𝑐𝑜𝑟𝑟 

Methano
l 

1000 1 1.6 1.6 25 15 

Ethanol 1140 9 1.1 0.99 23 13 
Water 1345 7 5.9 0.044 12 6 

Benzene 162 6 2.1 7.9 26 21 
Heptane 335 3 3.4 8.8 29 22 
Toluene 289 4 2.2 6.3 26 20 

 

Table 3.3 Thermophysical parameters of the liquids considered. 
 

𝑘 𝜈 𝛽 𝜌 𝑐𝑝 
 

W/m m2/s 10-7  1/𝐾 10-3 kg/m3 kJ/kg K 
Heptane 0.14 5.57 1.24 675 2.24 
Ethanol 0.17 13.9 1.09 789 2.72 
Methanol 0.20 7.08 1.18 791 2.51 
Toluene 0.15 6.34 1.08 867 1.72 
Benzene 0.17 6.88 1.25 873.8 1.92 

Water 0.58 8.9 0.21 1000 4.19 

 
The corrected Rayleigh number in Eq. (79) is based on non-dimensional analysis, 

in which all length scales are scaled by the liquid layer height H. The length scale  
𝜂 used in Paper IV (Eq. (81))  is not normalized. Using a normalized length scale 
𝜂 = 1/𝜅𝐻,  the normalization constant 𝑄(𝜂) in Eq. (79) is calculated from 

 𝑄(𝜂) =  ∫ exp [−
𝑧

𝜂
] 𝑑𝑧 = 𝜂 [1 − exp (−

1

𝜂
)]

1

0
. (81) 

Table 3.4 compares the Rayleigh numbers and Nusselt numbers calculated using 
the normalized length scale. The Nu values calculated here are approximately three 
times higher than those calculated in Paper II. This does not affect the conclusions 
of Paper II, as the order of magnitude remains the same. 



 

53 

Table 3.4 Nusselt numbers calculated from Eqs. (77)- (79) and (81).   𝑅𝑎𝑖,𝑐𝑜𝑟𝑟,𝑛𝑒𝑤 is 
the corrected Rayleigh number given by Eq. (79) and the normalization constant 
given in Eq. (81). 𝑁𝑢𝑜𝑟𝑖𝑔 is the Nusselt number calculated using the original 
normalization constant given by Eq. (80).    

fuel 𝜅 (1/m) 𝜂 (-) 𝑅𝑎𝑖,𝑐𝑜𝑟𝑟,𝑛𝑒𝑤   

107 

𝑁𝑢𝑜𝑟𝑖𝑔. 𝑁𝑢𝑛𝑒𝑤  𝑁𝑢𝑜𝑟𝑖𝑔.

𝑁𝑢𝑛𝑒𝑤
 

Heptane 335 0.30 8.83 7.9 21.5 2.7 
Ethanol 1140 0.09 0.992 4.6 13.1 2.8 

Methanol 1000 0.10 1.59 5.1 14.6 2.8 
Toluene 289 0.35 6.27 7.4 19.9 2.7 
Benzene 162 0.62 7.95 8.7 21.0 2.4 
Water 1345 0.07 0.04 2.3 6.4 2.8 
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4. Results and discussion 

4.1 Overview 

This section includes a summary of the most important results described in 
Publications I-V and some additional results that provide more insight into the 
results reported in the Papers.  The published results are divided into Spray 
modeling, Liquid pool fire modeling, and Risk analysis. For each subject, the results 
are divided into verification, validation, and application.  

The verification of computational software is a process in which an attempt is 
made to ascertain the quality of the implementation. The verification can be 
performed by calculating simple problems for which an analytical solution is known.  
The validation of a model is the process in which the predictions of the model are 
compared with experiments, and the predictive uncertainty is quantified. 

One could argue that if the model agrees well with experimental results, this 
should be seen as proof that the model is correctly implemented. However, 
invariably there are discrepancies between the model predictions and experimental 
results. It is then important to determine whether this is due to inaccuracies in the 
models themselves or to their incorrect implementation . It is also possible that good 
results can be obtained even after an incorrect implementation of a model. In each 
case, incorrect conclusions will be drawn concerning the capability of the model. 
Therefore it is important to consider both verification and validation.  

In Paper I, we validated the basic implementation of the LE method in FDS using 
data from high-pressure water mist experiments.  We investigated the capability of 
FDS to predict the drop size, velocity, droplet flux and number concentration profiles 
within the spray cone. The effects of turbulence modeling on the predictions of the 
spray dynamics were assessed. Prediction of air entrainment by high-speed water 
sprays was validated using experiments in rectangular channels with open ends. In 
Paper III, the spray boundary condition for aircraft and liquid missile impacts was 
developed.  Predictions of liquid front velocities were compared with experimental 
results.   Predicted spray shapes were visually compared with still images from 
experiments.  

Paper III presented an application of the developed models for risk analysis. As 
a contribution to the validation work, Paper III compared the predicted lifetimes and 
diameters of fireballs from two-phase releases.    

In Papers IV and V we presented validation of the pool evaporation model. Paper 
IV considered pools in the open atmosphere and investigated the effects of in-depth 
heat transfer on temporal development of the burning rate. Paper V focused on pool 
fires in mechanically ventilated compartments. Paper V also compared the 
predicted temperatures in the liquid phase of a pool fire with experimental 
observations.   

This thesis summary also reports some additional results, that were not included 
in Papers I-V. These additional results are the verification tests and results from the 
turbulent dispersion model described in section 3.2.6. 
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4.2 Spray modeling 

4.2.1 Verification 

The verification of the particle tracking solver in FDS involves checking that the two-
way coupling between the phases works correctly. The momentum transfer 
between particles and gas is verified by test cases that consider a 1 m by 1 m by 1 
m channel with periodic boundary conditions on the x-faces and FREE_SLIP walls 
on the y- and z-faces. Static droplets are placed in the center of the channel, so that 
they form a surface perpendicular to the flow direction. Gravity is set to zero 
Assuming that the droplets are of uniform diameter and the drag coefficient and gas 
density are constant, the velocity in the channel decays according to  

𝑢 =
𝑢0

1+𝐵𝑢0𝑡
; 𝐵 = 1

2

∑𝐶𝐷𝜋𝑟𝑑
2

𝑉
. (82) 

where V is the volume of the channel, rd is the droplet radius, and u is the gas 
velocity in the x-direction. The summation is over all N particles. The common 
parameters used in all the simulations are: 𝐶𝐷 = 10, rd = 0.005 m. 

Table 4.1 lists the initial velocities, u0 and particle numbers. Figure 4.1 shows 
comparisons of computed and analytical results, indicating that the current 
integration scheme accurately predicts the amount of momentum transferred from 
droplets to the gas phase. The FDS verification suite includes this case (with the 
name particle_drag_A-F).  In cases A-C there is one particle per computational 
cell, while in cases D-F there are ten.  

Table 4.1. Parameters for the particle momentum transfer tests. 

Case u0 N 
A 10 16 
B 50 16 
C 100 16 
D 50 1600 
E 100 1600 
F 150 1600 
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Figure 4.1 Comparison of FDS predictions and analytical solutions in the 
particle drag test cases A and F. 

Another simple verification test is prediction of the particle terminal velocity. The 
particle reaches its terminal velocity when the drag force and gravitational force 
exactly match, leading to velocity: 

𝑉𝑡𝑒𝑟𝑚 = √
2𝑚𝑝𝑔

𝜌𝐴𝑝,𝑒𝑓𝑓𝐶𝐷
. 

(83) 

This equation needs to be solved implicitly, since, especially for small droplets, 
the terminal velocity is low, and the corresponding drag coefficient is non-linearly 
dependent on the velocity.  

 Table 4.2 lists errors in terminal velocity predictions for a range of particle sizes. 
There is a significant error in predicting the terminal velocities of very small droplets. 
The integration method employed in FDS holds the drag coefficient constant over a 
time step. When Re<1, as is the case for droplets smaller than 100  µm, drag 
coefficient varies rapidly as a function of velocity.   The terminal velocity of very 
small droplets is also low. The uncertainty in predicting the gas phase velocity is 
likely to be an order of magnitude greater than the error in the terminal velocity. This 
verification case is slightly modified from the particle terminal velocity 
(terminal_velocity) case in FDS verification suite.  

Table 4.2 Error in terminal velocity predictions. 

d (µm) Re 𝑉𝑡𝑒𝑟𝑚 
Eq. (59) 

𝑉𝑡𝑒𝑟𝑚 
FDS 

error (%) 

1 2.14E-06 3.12E-05 1.99E-03 6288 
10 2.02E-03 3.03E-03 1.76E-03 -42 

100 1.87E+00 2.80E-01 2.81E-01 <1 
1000 2.62E+02 3.92E+00 3.93E+00 <1 

10000 1.05E+04 1.57E+01 1.58E+01 <1 
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4.2.2 Simulation of nozzle characterization experiments 

The NFPA 750 nozzle characterization experiments in Paper I were modeled using 
a rectangular computational area 1.5 m high, 0.5 m wide and 0.5 m deep. The 
computational area was open on all sides. The nozzles were placed 0.1 m from the 
top of the computational domain, and the measurements were made 1 meter below 
the nozzle. The simulation results corresponded to droplet properties averaged over 
a sphere with 1 cm radius centered at the measurement location.  

FDS is a continuously developed code, and the simulation results in Paper I are 
several years old at the time of writing this thesis. For this reason, the simulations 
have been rerun with a newer version of the code.  There are some small differences 
in the results, but the conclusions made in Paper I still hold.  Here, only results for 
nozzle B are shown. The results for the other nozzles are similar.  

 Figure 4.2 shows a grid convergence study for mean drop velocity, droplet flux 
and mean drop size d10. In Paper I, discretization intervals of 1, 2 and 4 cm were 
investigated. Here, the simulations were also carried out with a 0.5 cm 
discretization. The spatial resolution had a strong effect on the simulation results. In 
Paper I, the difference between 1 and 2 cm discretization intervals was deemed 
insignificant, but there was a considerable difference between 4cm and 2cm grids.  
However, Figure 4.2 shows that results on a 0.5 cm grid differ significantly from 
those on the 1cm grid. The results on 0.5cm grid are within experimental 
uncertainty. However, the large difference in results on the two finest grids points to 
issues with grid convergence. Section 4.2.5 discusses this issue in more detail. 

The velocities and fluxes tend to be over-predicted except on the finest grid. In 
Paper I, this effect was attributed to the turbulence model and especially to the 
increased turbulent dispersion of particles when using the Dynamic Smagorinsky 
model.   

A distinct feature of the experimental data is the flat diameter profile. Entrainment 
into the spray tends to produce a V-shaped profile of average diameter. Smaller 
droplets have shorter response times and are quickly drawn into the center of the 
jet. The FDS simulations with the default Deardorff model predict the usual V-
shaped average diameter profile.  
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Figure 4.2 Comparison of predicted and experimental velocity, droplet flux 
and average diameter profiles in the NFPA tests of micro nozzle B from Paper 
I. Recreated here using FDS version 6.5.3 and the Deardorff turbulence model.  

The sensitivity of the results to the initial velocity and the offset parameter was 
also investigated. Initial velocity could be varied at least 10% without a significant 
impact on the results. Varying the offset parameter between 5 cm and 15 cm also 
had a negligible effect.  

4.2.2.1 Effect of the drag reduction model 

We investigated the effect of the drag reduction caused by three-way coupling on 
the water spray characteristics by running the nozzle characterization tests with and 
without the drag reduction model described in Section 3.2.5. The model had a very 
modest effect on the results. The most noticeable effect was a slight flattening of 
the droplet diameter profile when the drag reduction model was included. The 
droplet volume fractions in the densest parts of the spray were just slightly over 
α>0.01 for all nozzles. These results indicate that droplet-droplet aerodynamic 
interactions are not significant in modeling water mist systems created with the 
nozzles of this study. The drag reduction model was used in all simulations of Paper 
I. 
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4.2.2.2 Effect of the turbulent dispersion model 

In Paper I, the dynamic Smagrorinsky model was found to perform better than the 
default Deardorff model. The better performance of the dynamic Smagrorinsky 
model was attributed to the increased gas phase mixing with the model.  Here this 
hypothesis is further investigated. The turbulent dispersion model described in 
Section 3.2.6 was implemented in FDS version 6.5.3. 

 Figure 4.3 shows the velocity, diameter and mist flux profiles in the NFPA 
characterization experiments with and without the turbulent dispersion model. The 
model has only a modest effect on the velocity profiles.  The relative velocity 
between the droplets and the gas quickly relaxes towards the terminal velocity of 
the droplets. Further away from the nozzle, the jet motion is driven by the gas 
momentum, and the droplets act as tracers. 

The turbulent dispersion model has a greater effect on the droplet flux curves and 
average diameter profiles. The dynamic Smagorinsky model and the turbulent 
dispersion model together with the Deardorff model have similar effects. On coarse 
grids the flux profiles are flattened but, as the grid is refined, the flux profiles 
converge towards the experimental data. Notably, models produce a flatter diameter 
distribution compared to the default Deardorff model (See  Figure 4.2). This 
provides more evidence that the flat diameter distributions observed for nozzles A, 
B and C are caused by turbulent mixing of the droplets, with smaller droplets being 
more easily ejected from the core of the spray     

The results presented in this section support the conclusions made in Paper I.  
The differences between the Deardorff model and the dynamic Smagorinsky model 
are to a great extent caused by increased turbulent dispersion of droplets when the 
latter model is used.   An advantage of the turbulent dispersion model investigated 
here is that it is computationally cheaper than the dynamic Smagorinsky model.  
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Figure 4.3 Comparison of predicted and experimental velocity, droplet flux 
and average diameter profiles in the NFPA tests of micro nozzle B from Paper 
I.  On the right, results using the Dynamic Smagorinsky model. On the left, 
results using the Deardorff model and the turbulent dispersion model 
described in Section 3.2.6.  

4.2.3 Air entrainment 

Correct prediction of air entrainment is crucial for predicting the penetration 
capability of water mist sprays. The air entrainment results indicate the accuracy of 
simulations in which the capability of the water mist to penetrate to the vicinity of the 
fire and to mix the gas space is important. Air entrainment into sprays is also 
important for predicting the dispersion of liquids from liquid jets. Small droplets 
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behave almost as flow tracers. The air entrained into the spray jet carries the 
droplets further than they could travel on their own.     

The multi-orifice nozzles were modeled by positioning several single orifice 
models with different orientations at one point in the computational domain. The 
center nozzle points in the axial direction and the perimeter nozzles are equally 
spaced and at the same angle in relation to the center nozzle. The smaller the 
perimeter angle, the more parallel are the orifices in the spray head. Details can be 
found in Paper I. 

Comparisons of the air entrainment simulations to the experimental results are 
shown in Figure 4.4. Figure a) shows the centerline velocities for the single-orifice 
spray heads. The center line and close-to-the-wall velocities for the multi-orifice 
spray heads are shown in Figures b and c, respectively. 

Of the single-orifice nozzles, the entrainment for nozzle B is predicted within the 
experimental uncertainty. For nozzle C, the velocities in the channel are 
overestimated by about 20%, and for nozzle A the velocities are underestimated by 
a similar amount. For the multi-orifice spray heads, the agreement with the 
experiment is good on the centerline of the channel. The difference between these 
spray heads is the amount of x-momentum injected into the simulation.  

a)  b)  

c)  

Figure 4.4 Comparison of measured and predicted velocities in the air 
entrainment tests.  Velocity at the channel center for single orifices in a). 
Center and wall velocity for multi-orifice heads in b) and c). Random noise is 
introduced to x-values to avoid symbol overlap. 
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4.2.4 Liquid sprays from missile impacts. 

In paper III, the FDS spray model was validated both by quantitative comparisons 
of the spray front velocity data and qualitative comparisons of spray shapes.  Details 
of the simulation models can be found in Paper III. Details of the experiments and 
analysis of the experimental results can be found in Paper II. 

Figure 4.5 compares the predicted spray front velocities to the velocities 
determined from experiments. The shaded areas in the graphs correspond to the 
minimum and maximum velocities at a given time instant, while including 
experimental uncertainty (+-25 m/s). The circles represent the median velocity from 
all directions. The predicted velocities were close to the median of the 
experimentally observed velocities. Near the impact location, the propagation 
velocity tended to be overestimated. This behavior can be explained by the effect 
of the missile fragments on the propagation of the jets. 

The spray propagation velocity was highest in the directions in which it was 
unimpeded by shell fragments. The spray boundary condition does not account for 
projectile fragments; therefore the simulated liquid front propagation velocities were 
more closely related to the maximum (unimpeded) liquid front velocities. In cases in 
which the missile deformation had a smaller effect, the predicted liquid front 
velocities were close to the median velocity.  

Further away from the impact location, entrainment into the individual jets caused 
the jets to spread and merge with nearby jets. This merging smoothed the edge of 
the spray pattern and consequently decreased the variability in propagation speed 
between directions. Therefore, the good correspondence between the simulation 
and the median velocities at later stages indicated that the entrainment in the sprays 
was correctly predicted. 

The results show that the sprays from missile impacts can be simulated using the 
same methods as are used in simulations of water mist sprays. When the droplet 
size and initial velocity were correctly prescribed, the spray propagation predictions 
fell within the range of experimental uncertainty. This was true especially far away 
from the impact location, where the effects of missile fragments on spray 
propagation had diminished. Note that the initial velocity estimate was derived from 
the same experimental data that was used for the validation of the spray front 
propagation experiments. It is unclear whether this relation holds for other missile 
impact scenarios.  
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𝑀(𝒙) =
𝐾𝑆𝐺𝑆

𝐾𝑅𝐸𝑆+𝐾𝑆𝐺𝑆
, 𝐾𝑅𝐸𝑆 =

1

2
 ‖〈𝒖̅(𝒙) − 〈𝒖̅(𝒙)〉〉‖2  , (84) 

where 𝐾𝑅𝐸𝑆 is the resolved portion of the turbulent kinetic energy (TKE), and 𝐾𝑆𝐺𝑆 is 
the sgs kinetic energy.   

Figure 4.6 shows the measure of turbulence resolution 𝑀(𝒙) defined by Eq. (84) 
for the simulations of nozzle B from Paper I. The left graph in Figure 4.6 shows the 
turbulence resolution when using the Deardorff model, while the graph on the right 
shows the same metric when using the dynamic Smagorinsky model.  For the 
dynamic Smagorinsky model, over 60% of the turbulent kinetic energy is resolved 
on all grid resolutions. With both models, a 1 cm grid is needed for the resolution 
metric to reach the “Pope criterion” of MTR<0.2.  

The results in Figure 4.6 agree with the prior analysis of Section 4.2.2. On the 
coarsest grid, the sgs model  accounts for almost all of the TKE. Therefore, without 
the turbulent dispersion model, the droplets do not see the gas phase turbulence, 
leading to the weaker dispersion of particles from the jet centerline observed with 
the Deardorff model. 
 

 

Figure 4.6 Measure of turbulence resolution in the simulations of NFPA tests 
of micro nozzle B from Paper I. Left: Deardorff model Right: Dynamic 
Smagorinsky model.  

Subramaniam [99] pointed out that, as usually implemented, LE methods are not 
convergent. Traditional LE methods use a fixed number of particles to describe the 
spray. When the grid is refined, the number of computational particles per grid cell 
decreases. As a result of this, the statistical error in estimated source terms in each 
grid cell increases. This may lead to a counter-intuitive result where the error in 
predictions increases as the grid is refined. Garg et al. [127] formulated a model for 
the error in interphase momentum transfer 

𝜖 =
𝑎

√𝑁𝑝
+
𝑏(𝛿𝑥)

𝑁𝑝
+

𝑐

𝛿𝑥𝑝
. (85) 

The terms on the right-hand side represent statistical estimation error, bias error, 
and discretization error.  Equation (85)  highlights the dependence of the error in 
two-way coupling on both the grid size and the number of particles.   
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The large differences between the 0.5 cm and 1 cm grid shown by Figure 4.2 
may be related to the above described estimation error. In the simulations discussed 
in section 4.2.2, the number of particles used to describe the spray was held 
constant for all grid resolutions. This would lead to increased stochastic error in 
estimating the two-way coupling terms and therefore possibly increasing the 
resolved turbulence. This increased turbulence in turn would have a reducing effect 
on the velocities and fluxes similar to the effect of using the dynamic Smagorinsky 
model.  

It was found in Paper I that the grid resolution  had a large effect on the simulation 
results. For multi-orifice spray heads, it is important that each of the individual 
orifices discharges within a different computational cell. This implies that the offset 
parameter and grid resolution need to be selected so that there are separate spray 
jets for each orifice.  This is challenging to achieve if the perimeter angle of the spray 
nozzles is small. Furthermore, the number of Lagrangian particles used to describe 
the spray needs to be sufficiently high. The greater the number of particles used to 
describe the spray, the smoother is the predicted droplet density field.   

4.3 Liquid pool fire modeling 

4.3.1 Verification 

A straightforward test for the liquid evaporation model is to see whether, given an 
imposed heat flux, the correct amount of liquid is evaporated. After the initial heat 
up phase, it is expected that the liquid will evaporate at a rate equal to  𝑞̇″ =
𝑞 ̇ ″/(Δℎ𝑔 ). Here Δℎ𝑔 is the sensible enthalpy of evaporation, Δℎ𝑔 = Δℎ𝑣 + ∫ 𝑐𝑝𝑑𝑇

𝑇𝑏
𝑇0

.  

To decrease the initial transients involved, the in-depth radiation transfer is ignored.  
Figure 4.7 shows the results of the mass conservation test.  The model does not 

exactly conserve mass. This is possibly due to the remeshing procedure used in the 
condensed phase solver. Apart from the initial transient, the evaporation rate is 
relatively close to being correct. Note that errors in the prediction of the surface 
temperature in the simulation will cause the evaporation rate to differ from the 
theoretical value. Inaccuracy in calculating the mass transfer coefficient partly 
causes the difference in the evaporation rate. The surface temperature does not 
reach the boiling point of the liquid and the effective Δℎ𝑔 value in the simulation will 
differ from the exact one.  

Figure 4.7  also shows the evaporation rate of water in the ASTM flame spread 
apparatus and a mass conservation test of water evaporating under 50 kW/m2 heat 
flux. While not strictly a verification test, it is simple enough to be used for checking 
the accuracy of the model implementation. The theoretical evaporation rate is within 
3 % of the steady portion of the experimentally measured evaporation rate. The 
peak evaporation rate predicted by the evaporation model coincides with this value. 
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Figure 4.7 Verification of the liquid evaporation model. On the left: Mass 
conservation test for the evaporation model. On the right: the experimental 
rate of water vaporization in the ASTM flame propagation device.  

4.3.2 Validation of steady state burning rate predictions 

In Paper IV and Paper V, the steady state burning rates of pool fires in open 
atmosphere and compartments were compared with experiments. Figure 4.8 
shows a summary of the results for large pool fires in open atmosphere.   In addition 
to experimental data, Figure 4.8 compares the predictions with the correlations 
[43,47]:  

𝑚̇″ =
𝑞̇𝑖𝑛
″

Δℎ𝑔
;  𝑞̇𝑖𝑛

″ = 12.5 + 68.3 𝑦𝑠
1/4

(1 − 𝑒𝑥𝑝 [− (
4

3
Δℎ𝑔𝐷)

3/2
]). (86) 

𝑚̇″ = 0.001
Δh𝑐
Δℎ𝑔

;  Δℎ𝑔 = Δℎ𝑣 +∫ 𝑐𝑝𝑑𝑇
𝑇𝑏

𝑇0

 
(87) 

 
The simulation results follow the general trends in burning rates for large pool fires. 
Except for methanol and butane, the burning rates are over-predicted compared to 
experimental data. Grid resolution effects at least partly cause the over-prediction. 
Section 4.3.4 discusses these effects in more detail.  
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Figure 4.8 Comparison of predicted pool fire burning rates in open 
atmosphere with correlations and experimental measurements. Experimental 
data from Mudan [43], Klassen and Gore [128], and Ditch et al. [47]. The dashed 
line is Eq. (87) and the diamonds correspond to the correlation given by 
Eq.(86). Figure reproduced from Paper IV.  

Paper V studied the effect of decreased oxygen concentration on the steady state 
burning rates of TPH pool fires.  Figure 4.9 summarizes the results. The predicted 
burning rates are averaged over the steady state burning portion. The model 
predictions tend to be slightly higher than the experimental data. In one case, 
burning rate oscillations appeared in the simulations. In this case, the averaged 
burning rate is lower than in the experiments since the averaging is made over the 
oscillations.  Figure 4.9 also shows the correlation [53] 
𝑚̇″

ṁ0
″ = 10𝑋𝑂2 − 1.1, (88) 

where ṁ0
″ is the burning rate of the pool fire in open atmosphere, and 𝑋𝑂2 is the 

oxygen volume fraction near the pool base.  
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Figure 4.9 Predicted steady state burning rates of TPH pool fires in a 
mechanically ventilated compartment as a function of oxygen concentration 
near the flame base. 

The appearance of burning rate oscillations in the compartment simulations is an 
apparent failure of the model. On the other hand, the result indicates that all the 
physics required to replicate the oscillations observed in other experiments [18] is 
included in the present FDS.     

Overall, the steady state burning rates were predicted with accuracy similar to 
empirical correlations. Neither the 1-meter pool models nor the TPH pool models 
considered the effect of convection. This indicates that  in-depth transport is likely 
to be important mostly in the initial heat up phase of the pool fire and possibly near 
the end. The next section discusses the effects of  heat transfer within the liquid. 

4.3.3 Effect of liquid side heat transfer 

In Paper II, we tested the effects of in-depth absorption of radiation and heat transfer 
using data for water evaporation and an ethanol pool fire. Figure 4.10 presents 
results using two methods for determining the effective absorption coefficient (M1 
and M2) and results from ignorining in-depth absorption of radiation (M3). Thermal 
conductivity was either the molecular value of thermal conductivity or the effective 
thermal conductivity defined in section 3.3.3. The thermal conductivity values are 
calculated with the corrected method of determining the effective thermal 
conductivity.  
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Figure 4.10 Top: Evaporation rate of water in an ASTM E2058 fire propagation 
apparatus. Bottom:  Heat release rate of a large ethanol pool fire case from 
Victoria University [51].  Left column: models with modified thermal 
conductivity. Right column: Models using the molecular thermal conductivity. 

The mean absorption coefficient that produces the more realistic heat source 
distribution (M2) does not reproduce the gradually increasing heat release rate of 
the ethanol pool fire. The evaporation rate of water in the fire propagation apparatus 
is also steady.  Method 1 (M1) produces slowly increasing evaporation rates in both 
cases. This method attempts to model the fraction of radiation passing through the 
liquid layer correctly. The lower absorption coefficient associated with Method M1 
leads to radiation absorption deeper in the liquid.   

Ignoring in-depth radiation (M3) absorption gives virtually identical results to 
method M2. This is likely a result of the relatively high value of absorption coefficient 
for ethanol. For radiation from ethanol flames, ethanol liquid is optically thick.  The 
results could be different for other liquid fuels and thinner layers.  

Liquid phase temperature data were not available for either experiment. Figure 
4.11 shows profiles of liquid temperature in the water evaporation simulations. 
Liquid temperature is on the y-axis and height from the bottom of the pool on the x-
axis. The models that produce gradually increasing burning rates in the ethanol pool 
fire case (M1K2 and M1K1) produced unphysical temperature distributions in the 
water evaporation case. The increasing temperature gradient near the liquid surface 
caused the increasing trend in burning rates seen in Figure 4.10.  In a real pool fire, 
liquid convection could have a similar effect of changing the temperature gradient 
by transporting heat deeper into the liquid.  
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Figure 4.11 Predicted temperature profiles within the liquid in the simulation 
of water evaporation. Unphysical temperatures in the liquid phase in the water 
evaporation experiments.    

In Paper IV, the predicted temperatures within a TPH pool are compared to the 
measured temperatures. Figure 4.12 displays the results from a simulation of a 
TPH fire in open atmosphere. The absorption coefficient was calculated using 
method M2 with data for DTE-medium oil because data for TPH was not available. 
The results show that the presently employed models are not capable of capturing 
the thermal gradient within the liquid. The heat penetration depth in the liquid is 
much thicker than is predicted by the model. The inaccuracy in the prediction of heat 
penetration is at least partly caused by the use of the absorption coefficient for DTE-
Medium Oil.  

 Liquid temperatures in the simulation do not reach the specified boiling 
temperature. This is due to over-prediction of the mass transfer coefficient.  Various 
stages in the burning rate of the pool fire can be matched with the development of 
the temperature gradient in the liquid. Up to around 300 seconds, the burning rate 
increases very gradually, as the surface slowly reaches boiling temperature.  
 

 

Figure 4.12 Left: Burning rate of a TPH pool fire in open atmosphere. Right: 
temperatures within the liquid. Experimental data from the PRISME SOURCE 
S3 experiment.   
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The peak evaporation rates for the liquid evaporation and pool fire cases are 

close to the experimental values. The models are not able to reproduce the transient 
features of the evaporation rate. The simulations and the experimental data show 
that the transient features are related to the heat transfer within the liquid.   

From the results, it seems apparent that the boundary layer resistance to mass 
transfer may only be significant when the liquid temperature is far from the boiling 
point. This is the case during the initial stages of pool fire burning and flame spread.   
Using a more accurate mass transfer model together with the one-dimensional, 
“transparent solid” - approximation is problematic. If the flame produces a very 
uneven radiative heat flux to the surface, a one-dimensional model will result in an 
uneven surface temperature and therefore an uneven burning rate. However, it 
seems improbable that significant differences in surface temperature could persist 
in a real pool fire. The uneven burning rate and heat flux would tend to mix the top 
layer of fuel, producing a uniform surface temperature.  

4.3.4 Grid resolution requirements  

The grid convergence tests in Paper II showed that for square heptane pool fires in 
open atmosphere and with 0.5 to 3-meter side length, the predicted burning rate on 
the coarsest grid was up to 40% higher than on the finest grid. However, full grid 
convergence could not be achieved in the burning rate prediction simulations. 
    In order to assess the role of the gas phase modeling in the grid dependence of 
burning rates, we carried out pool fire simulations with specified fuel mass flux. 
These cases were identical to the burning rate prediction simulations, except that 
the evaporation was specified, not predicted. The mass flux was calculated from the 
correlation [44]: 

𝑚̇″ = 𝑚̇∞
″ (1 − exp (−𝜅𝛽𝐷)). (89) 
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Figure 4.13 Convergence of incident heat flux as a function of grid size for 
different size burners. 

For buoyancy dominated flows, such as flames from a pool fire, the grid resolution 
between two models can be compared using the Plume Resolution Index (RI) [129]. 
The RI is defined as 

𝑅𝐼 =
𝐷∗

𝛿𝑥
  , (90) 

where 𝛿𝑥 is the nominal size of a mesh cell, and 𝐷∗is a characteristic fire diameter 

𝐷∗ = [
𝑄̇

𝜌∞,𝑐𝑝𝑇∞√𝑔
]

2

5
. 

(91) 

Here 𝑄̇ is the total heat release rate of the fire.  𝐷∗ is related to the characteristic 
fire power 𝑄∗ via the relation Q∗   =  (D∗/D)5/2 , where 𝐷 is the physical diameter of 
the fire. 𝐷∗ can be viewed as a measure of the integral length scale in the flame. 
The near wall grid resolution can be monitored in terms of y+.  

We measured the average incident heat flux to the burner surface at different grid 
resolutions and for various burner sizes. Figure 4.13 shows the results of the grid 
convergence study. The solid line corresponds to the expected incident heat flux 
𝑞̇𝑖𝑛

″ = 𝑚̇″/Δℎ𝑔. Incident heat flux predictions converge around  𝐷∗/𝛿𝑥 = 50 for 
larger pool fires and at about 𝐷∗/𝛿𝑥 = 40 for smaller pool fires. This is in line with 
experimental findings, in which the ratio of  integral length scale to the pool size is 
found to get smaller as the pool size increases.   

Grid convergence results in Paper IV showed that in compartment fire scenarios 
the burning rate predictions are less sensitive to the grid resolution.  Since only a 
limited number of experiments with a single fuel were considered, no general 
conclusions can be made from this observation. However, the results from Paper II 
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and Paper IV suggest that the primary source of grid sensitivity of the burning rate 
predictions lies in predicting the radiative heat flux to the surface.   

4.4 Risk analysis 

4.4.1 Motivation 

The stated goal of this thesis is to produce models for simulation of large scale 
incidents. Paper III presents an application of the methods developed in this thesis. 
The application part of Paper III studied the physical extent of the flames and smoke 
generated by the combustion of jet fuel from the impact of a commercial aircraft on 
an NPP reactor building. The goal was to investigate how far from the impact point 
the flames can reach to cause a possible threat to the components of the plant. In 
addition to the assessment of physical separation, the amount of fuel that does not 
burn in the initial fireball was recorded. 

We conducted the risk analysis in two parts. The first part examined the effects 
of mean droplet size and impact height on the amount of accumulated fuel.   After 
this, simulations of aircraft impact on a full-scale model of a nuclear island were 
conducted.   

4.4.2 Validation of predicted fireball lifetimes and diameters 

The threat posed by a fireball is proportional to its size, shape and lifetime. 
Therefore, for risk analysis purposes it is important that these aspects can be 
accurately predicted. Paper IV compared the predicted fireball lifetimes and 
diameters with empirical correlations. The relevant length and time scales of 
fireballs, based on dimensional analysis, are given by [77]: 

  𝐿∗ = (
MΔℎ𝑐

𝜌∞𝑐𝑝𝑇∞
)

1

3
, 𝑈∗ = √𝐿∗𝑔 and 𝑡∗ = √𝐿∗/𝑔. (92) 

Here 𝑀 is the fuel mass and  Δℎ𝑐 is the heat of combustion. Roper et. al. 
determined an experimental correlation for fireball lifetimes resulting from vertical 
fuel releases [79]. The correlation, stated in terms of the fireball length and 
timescales in Eq. (92) , is: 

 
𝑡∗

𝑡𝐹𝐵
= 0.22 + 0.01𝐹𝑟

1

2 ;  𝐹𝑟 = (𝑈0
𝑈∗
)
2
. (93) 

 
Numerical simulations were performed in a domain of 4𝐿∗ × 4𝐿∗ × 8𝐿, and fuel 

was inserted in the time interval 𝑡𝑖𝑛 = [0,0.1𝑡𝐹𝐵]. The domain was discretized with 
220 ×  220 ×  550 cells. The droplet size distribution was based on liquid missile 
impact experiments. However, very large droplets were observed to rain out of the 
fireball before they evaporate. Therefore the width parameter was increased to 
decrease the number of very large droplets. The fuel insertion was modeled as a 
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vertical fuel spray with a spray angle of 15º. Nine simulations were performed with 
fuel masses of 10, 1000, or 10,000 kg and initial velocities of 50, 200, or 300 m/s. 

We defined the end of the fireball lifetime as the time at which 95 % of the fuel is 
burned. The start of the fireball lifetime was taken as 0.5𝑡𝑖𝑛. This definition of the 
start of the fireball lifetime was also used by Roper et. al. They defined the end of 
the fireball lifetime as the time when flames were no longer visible.  

Figure 4.14 compares the simulation results with Eq. (92). Overall, the simulated 
results showed good agreement with the correlation. The predicted fireball lifetimes 
were within 15% of the values predicted by Eq. (92). Despite the low-Mach number 
limitation of FDS, there were no significant deviations from the general trend, even 
for cases in which the droplets were inserted at 300 m/s. 
 

 

Figure 4.14 Comparison of predicted Fireball lifetimes with correlation. 

Figure 4.15 shows the contours of the gas temperature at the midplane of a 
fireball. The contours are shown at  time instants 𝑡𝐹𝐵 = 0.3, 0.6, and 0.9 and for an 
initial velocity 𝑉0 = 200 m/s. The top of  Figure 4.15 shows the results for the case 
with M = 10,000 kg, and the bottom shows the results for the case with M = 10 kg. 
At the early stages of the fireball development, the hot gas cloud was still shaped 
like a jet. At about halfway through its lifetime, the fuel jet decelerated, and its 
movement was now controlled by buoyancy. In the final stages, the cloud rolled up 
in a vortex, reaching its final size. The vortex roll up started earlier for the M = 10,000 
kg case owing to the lower Froude number. If the 1000 ºC contour is taken as the 
fireball edge, the maximum fireball diameter can be visually approximated from 
Figure 4.15  to be ~1.2𝐿∗. This falls within the range given by correlations for fireball 
diameter. 

The threat posed by a fireball is related to the dose of thermal radiation absorbed 
by the target under investigation. The thermal radiation dose is determined by the 
duration and diameter of the fireball. The results from Paper III, summarized in this 
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4.4.3  The effect of impact height and droplet size on pooling fraction 

An important aspect of the fires resulting from an aircraft impact is the fraction of 
the fuel that does not burn in the initial fireball. We call this quantity “the pooling 
fraction”. The specific amount of remaining fuel depends on both the droplet size 
and impact height. The closer the impact location is to the ground, the larger the 
pooling fraction. Because smaller droplets evaporate faster than larger droplets, a 
lower average droplet diameter results in smaller pooling fractions. Paper III 
presents a sensitivity study considering the relationship between impact height and 
pooling fraction. 
 

 

Figure 4.16 Simulation domain used for the pooling fraction sensitivity 
analysis.  

Some numerical experiments were carried out to quantify the effect of impact 
height and droplet size on the pooling fraction. The simulation domain consisted of 
a rectangular building  40 meters wide and 50 meters high. The impact location on 
the building was varied. Figure 4.17 illustrates the simulation model and impact 
locations. 10 000 kg of fuel was released in 0.1 seconds. Grid resolution was 1.0 
meter.  
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5. Conclusions 

Papers I-V present modeling and validation of three fire-related phenomena: liquid 
transport in a spray, rapid spray combustion, and liquid pool burning. Paper I deals 
with water sprays formed by high-pressure water mist nozzles. Papers II and III 
discuss liquid sprays from missile impacts. Despite the apparent differences in the 
formation mechanisms of the sprays, the droplet sizes and speeds were relatively 
similar. Both types of sprays can be simulated using the LE method, when the spray 
boundary condition is correctly defined.    

The correct prediction of air entrainment into liquid sprays is crucial for successful 
predictions of spray penetration and dispersion. The correct amount of air 
entrainment is predicted if the spray boundary condition is defined appropriately.  

Firstly, the droplets need to have the correct initial velocity.  In this work, the initial 
velocity of the droplets accounted for all of the momentum of the injected liquid. This 
ensures that the correct amount of momentum is inserted. Modifying initial velocity 
of the gas phase at the spray boundary condition was not necessary.  

 Secondly, the droplet size distribution  can be selected to represent a stable size 
distribution further away from the nozzle. In fact, any other choice would necessitate 
the use of secondary breakup models.  

In Paper III, we applied the developed models to simulations of airplane impact 
on a nuclear island.  Based on the results of these simulations we made the 
following conclusions: 

1. The simulated fireballs resulted in locally high temperatures and 
velocities but only for a short duration. Physical separation was realized 
for targets situated on opposite sides of the building. 

2. Droplet size and the geometry surrounding the impact location have a 
significant effect on the pooling fraction. Lower impact location and 
larger average droplet size lead to larger pooling fractions. 

3. Up to 20 % of the fuel involved in the crash accumulated on the surfaces 
of the target building. The subsequent burning of this fuel may then be 
a significant hazard to the safety of the NPP and should not be ignored. 
The pool fire models developed in this thesis could be directly applied 
to predict the consequences of the resulting pool fires.  

Papers IV and V showed that the steady state burning rates in compartments and 
open atmosphere could be predicted with accuracy similar to empirical correlations.  

The grid resolution requirements for accurate burning rate predictions of open 
pool fires are very demanding. Accurate steady state burning rates could be 
predicted in compartment fire scenarios on relatively coarse grids. Together, these 
results suggest that the key to easing the grid resolution requirements lies in the 
modeling of the radiation transport.    

Paper IV showed that the in-depth heat transfer, in the form of the in-depth 
radiation absorption and enhanced heat transfer in the liquid due to convective 
motions, might be important in predicting the detailed dynamics of the fire. However, 
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the models employed are not capable of accounting for all the phenomena in the 
liquid.  

 The gray gas approximation of the radiation transport cannot correctly predict 
the transport of radiation through the liquids. This prediction could be improved by 
resolving the wavelength dependence of absorption and re-radiation. In the current 
model, heat transfer is one dimensional. In real liquids, the heat transfer by 
convection in the lateral direction could play a significant role. Better models for the 
internal heat transfer may be needed to capture the dynamics of pool fires correctly. 
A better evaporation model may also be needed in conjunction with the improved 
heat transfer models. 
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6. Future work 

The results presented in this thesis support the conviction of previous researchers 
that radiation modeling is the key factor in predicting burning rates in CFD 
simulations. One avenue that should be explored is spectrally resolved solutions of 
the radiative transfer equations. This would be required for prediction of both the 
heat feedback to the fuel surface and the radiation heat transfer within the liquid.   
For a liquid layer a few millimeters thick, a significant portion of the incident radiation 
will pass through the layer. In such cases, the modeling of in-depth radiation 
transport and heat transfer to the substrate is likely to be the key in predicting the 
burning rate.  

The mass transfer resistance to evaporation is relatively unimportant for 
predicting the steady state burning rates of deep pools, but could have a significant 
effect in cases in which it is attempted to predict the formation of flammable clouds 
from liquid spills. A better model based on e.g. wall functions could help in this 
respect. Better experimental data is needed for liquid evaporation from surfaces 
under relevant conditions.     

There are still several open questions concerning the heat transfer mechanisms 
in pool fires. It would be interesting to see the results of studies in which full 3D 
predictions of heat transfer through the pan and within the liquid were coupled with 
gas phase solution. Such simulations could offer insight into the mechanisms of lip 
height effects and radiation absorption within the fuel.   

The characterization of the initial spray is still an open research question.  Highly 
resolved measurements near the spray inlet would be required to validate the 
Gaussian profile assumption made in section 3.2.3. 

The grid resolution requirements of predictive pool fires and spray simulations 
are still prohibitive for everyday engineering use. The effect of the subgrid scales on 
particle motion is likely to be important, considering the coarse resolutions used in 
engineering calculations of suppression systems. Turbulent dispersion models such 
as the one discussed in this work could be pursued.   

The number of computational droplets used to describe the spray may also be a 
limiting factor in engineering applications. Droplet density control algorithms could 
be explored to alleviate these problems. 
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a  b s  t r  a  c  t

Modelling and  analysing  fires following aircraft  impacts  requires information about  the  behaviour  of  liq-
uid  fuel. In this study,  we investigated sprays  resulting  from  the  impacts  of  water-filled  metal projectiles
on  a  hard  wall.  The weights  of  the projectiles  were  in  the  range of  38–110 kg,  with  8.6–68 kg  water, and
the impact  speeds varied  between 96 and  169  m/s.  The overall  spray behaviour  was  observed  with high-
speed  video  cameras.  Ultra-high-speed  cameras  were used  in  backlight  configuration  for measuring the
droplet  size and  velocity  distributions. The results indicate that  the  liquid leaves  the  impact position as
a  thin  sheet of  spray in  a  direction  perpendicular  to the projectile  velocity.  The initial spray speeds were
1.5–2.5  times  the  impact  speed, and  the  Sauter  mean  diameters  were  in  the  147–344 �m range. This data
can  be  used  as  boundary conditions  in  CFD fire analyses, considering  the  two-phase  fuel flow.  The overall
spray  observations,  including  the  spray  deceleration  rate,  can be  used  for validating  the  model.

© 2015  Elsevier B.V.  All rights reserved.

1. Introduction

Aircraft impacts have been included in the safety analyses of
nuclear power plants (NPP) for a long time, but only recently have
these analyses assumed the impact of a large commercial aircraft.
The impact of such an aircraft can cause damage to the safety-
related structures and components through mechanical impact and
fire.  Three different modes of influence can be identified in aircraft
impact-induced fires: the first mode is a  large fireball, caused by  the
ignition of the aircraft fuel cloud erupting from the breaking fuel
tanks. The diameter of the fireball can be tens of metres and it lasts
for  a few seconds. The second mode of influence is the combustion
of residual fuel as a pool fire in the vicinity of the impact location.

∗ Corresponding author. Tel.: +358 504471582.
E-mail address: simo.hostikka@aalto.fi (S. Hostikka).

The size and burning rate of the pool fire depend on the geometry
and the properties of the surfaces below the pool. The duration of
the  pool fire depends on the amount of aviation fuel that did not
burn  in the initial fireball, the pool burning rate and the possible fire
suppression activities. The third mode of fire influence is the pene-
tration of aviation fuel inside the plant through existing openings,
or mechanical damage caused by perforated aircraft components.
Even if  the mass of the penetrated fuel was  relatively small, it would
cause a  rapid ignition of existing internal fire loads, such as elec-
trical cables. Experimental data and simulation capabilities of the
high-speed fuel dispersal mechanisms are needed to develop engi-
neering methods for protection against aircraft impact-induced
fires.

Tieszen (1997) has summarised and classified the major fuel dis-
persal processes in the context of an aircraft crash as follows: the
first stage is fuel leakage from the ruptured tank due to the iner-
tial and gravitational forces. Because the deceleration of the plane

http://dx.doi.org/10.1016/j.nucengdes.2015.09.008
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occurs very rapidly and the impact forces are enormous, the fuel
spills out from the ruptured tanks and disperses to  surroundings.
The next stage is known as the primary break-up phase, where the
liquid break-up and atomisation begins, due to  the destabilising
processes of aerodynamic drag and turbulence within the liquid
core. The primary break-up phase is followed by the secondary
break-up phase of flying droplets. Due to the interphase momen-
tum transfer from the droplets, the surrounding air is accelerated to
a  speed that is close to the speed of the spray, and the droplets are
decelerated correspondingly. Depending on the speed of a  droplet
relative to the surrounding gas, the secondary break-up can pro-
duce droplets of different sizes. The size  distribution resulting from
the break-up process can be either uni- or  bi-modal in nature. The
size  and velocity distributions have an  influence on the transfer dis-
tance of a droplet cloud. The rest of the liquid stream and partially
atomised droplets may  impact the targets or  fall down due to  grav-
itational forces. Flying structures and fragments of the aeroplane
also affect the fuel dispersal processes.

Very few publications are available on full-scale aircraft crash
tests including fuel. Early test series by FAA and NACA using belly-
landing aircraft demonstrated that fuel spilled from ruptured tanks,
forming a fine mist (droplet) cloud that can be ignited by sev-
eral sources (Pinkel et al., 1953; Ahlers 1977; Johnson and Garodz,
1986). Experiences from numerous real  crash incidents, such as  the
‘9/11’  terrorist attacks on the World Trade Centre September 11,
2001, support this observation. Furthermore, a  film footage analy-
sis  of aircraft crash fireballs has indicated that these flame balls  are
very similar to the fireballs resulting from boiling liquid expanding
vapour explosions, i.e. BLEVEs (Luther and Müller, 2009). However,
none of the analysed accidents included impact on a  rigid vertical
structure, such as modern NPP.

Most of the published studies involving high-speed impacts of
liquids have focused on the fracture and deformations of solid sur-
faces. The fate of the liquid has been investigated mostly in the
length scale of an individual droplet impacting a  surface, serving
the purposes of process industry and manufacturing technologies,
such as spray coating. In his work concerning droplet impacts on
rigid surfaces, Knežević (2002) defined ‘high-speed’ droplet impact
as  an impact causing at least 5% compressibility in the liquid. This
was obtained if the impact speed was in the order of 100 m/s  or
higher. The properties of the splash have in general been found to
depend on the properties of the liquid and the target, air pressure
and the initial speed prior to the impact. The velocity of the splash-
ing droplets has been found to  be several times higher than the
impact velocity (Yarin, 2006). Field et al. (1989), for instance, made
observations of 10–32 mm  droplets hitting various rigid surfaces at
a  speed of 110 m/s, producing splashing jets with initial speeds of
between 670 and 1170 m/s  and splash angles (angle between wall
tangent and splash direction) of between 10 and 19 degrees. They
observed that a harder target material generally leads to smaller
splash angles and higher spray speeds than softer materials.

Experimental scenarios that are qualitatively closer to the air-
craft impact are often related to the crashworthiness of the vehicle
fuel tanks. Fasanella and Jackson (2001) reported on a  drop test of
an  aircraft fuel tank at speed of about 10 m/s. Anghileri et  al. (2005)
used various numerical tools, validated through drop tower tests,
to investigate the liquid-structure interaction within a  tank dur-
ing impact on the ground. The aim of these studies was  to  ensure
that the fuel tanks can withstand impacts at moderate speeds. They
did  not increase our knowledge of the fate of fuel in case of tank
rupture.

Sandia National Laboratories have conducted a  crash test where
a Phantom F-4 aircraft carrying 4.8 tonnes of water was hit into a
reinforced concrete target at a  velocity of 215 m/s  (von Riesemann
et al., 1989; Muto et al., 1989; Sugano et al., 1993). Unfortunately,
the liquid dispersal processes were not measured and documented

in  detail because the main aim of the tests was to  study the impact
forces versus time. However, the liquid spread process can  be
seen in the video clips taken from the test (Fig. 1). According to
the video material, the initial liquid discharge velocity was about
280–330 m/s, i.e.  1.3–1.55 times the impact velocity. The liquid
spread pattern seems be quite symmetrical, except the sideward
direction. The spread direction calculated from the wall plane was
about 0–30◦ ± 10◦ (0◦ is along the wall plane, 90◦ is directly back-
wards). The final size (diameter) of the cloud was 60–80 m.

Jepsen et al. (2009) investigated the usability of various experi-
mental methods for the diagnostics of high-speed liquid dispersion.
In addition to  the numerous small-scale tests on individual drops,
they discussed the use of photometric, PIV and PDPA measurements
in a  large-scale water-slug test with a water-filled 1.2  m diameter
aluminium cylinder hitting a  concrete wall at 105 m/s. The pho-
tometrics showed that the initial speed of the radially spreading
cloud of water was  slightly higher than the impact speed (110 m/s).
The  cloud in their experiment reached distances of 30–40 m from
the impact point. A large-scale PIV, based on the high-speed video
images, showed peak velocities of about 250 m/s, i.e. substantially
higher than the values shown by photometrics. A PDPA measure-
ment of the residual spray indicated a  size distribution in the range
of  6–13 �m,  which was concluded to be a result of the secondary
break-up or atomisation processes, expecting the break-ups mainly
in  the bag break-up regime. PDPA measurements did not succeed
in  capturing the droplets of the primary spray.

BLEVE-induced fireballs are traditionally analysed using ana-
lytical and empirical formulas (Abbasi and Abbasi, 2007). Such
formulas can also be used in the analysis of aircraft impact fires and
explosions. In order to take into account the geometrical aspects
and details of the event dynamics, it is necessary to use compu-
tational fluid dynamics (CFD) tools for the analysis. Using the CFD
tools for the task has three major challenges: the first is to  collect
the necessary input data for prescribing the boundary conditions
for the aviation fuel spray. The second challenge is the develop-
ment of numerical tools with a verified capability to simulate the
extremely dynamic reactive flow involving several different length
scales. The need to validate the simulation methods and tools  forms
the third challenge, because the experimental data on impacts with
fuel-filled projectiles is not available. The validation must therefore
be performed independently for different parts of the modelling
methodology, using water-filled projectiles to validate the spray
formation and transport calculations, for instance.

The  purpose of this work is to contribute to the first and third of
the above-mentioned challenges by characterising experimentally
the liquid spray resulting from a  high-speed impact of a  liquid-
containing projectile against a  hard wall. The intended use of the
results  is the generation of model inputs and validation data for the
CFD  simulations of aircraft impact fires. The work has been done
in  the context of VTT’s IMPACT experiments (Kärnä et al., 2004;
Lastunen et al., 2007). The paper by  Silde et  al. (2011) provided
an overview of the liquid experiments, but as the experimental
methods have been improved from earlier attempts, they will be
presented here in detail. The next section describes the experimen-
tal methods. The third section presents the experimental results in a
form  that can be utilised as model inputs (droplet size distribution,
initial spray velocity) and validation (spray deceleration). Finally,
some concluding remarks will be given.

2. Experimental methods

2.1.  Impact facility

The  facility for impact testing was designed and constructed in
the early 2000s in the wake of the 9/11 terrorist attacks. The facility
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Fig. 1. Still figures from the video clips of  the Phantom F-4 test by Sandia National Laboratories. From https://share.sandia.gov/news/resources/video-gallery/index.
html#rocketsled (accessed 12.03.15).

Fig. 2. Side view of the impact test facility.

was initially designed for the measurement of load-time functions
generated by soft projectile impacts. Shortly afterwards, the facil-
ity  was upgraded for testing concrete walls under impact loading.
A  side view of the test facility is shown in Fig. 2.  Air pressure is used
to accelerate the projectile to its target velocity. Pressure is gradu-
ally increased in a pressure accumulator tube (on the left) until it
reaches a predefined, test-specific value. The pressure accumula-
tor tube is separated from an acceleration tube (in the middle) by
a  flange with a set of plastic membranes taped on both of its sides.
When the predetermined value of pressure is achieved, the plas-
tic  membranes are punctured and the released air pushes a  piston,
which is located inside the acceleration tube. The projectile is then
pushed forward by a fin of this piston. The  projectile travels on the
rails  above the acceleration tube. While the projectile continues its
flight  and ultimately hits the impact plate, the piston is stopped by
a  piston catcher before it hits the target.

The impact plate is placed between two halves of a steel frame
resting on wooden planks. The frame itself is supported in the hor-
izontal direction against the bedrock by four supports, called back
pipes.

The  facility has been designed for projectiles with mass up to
100 kg and diameter between 150 and 500 mm.  Target walls have a
square  shape with a side-length of 2.1 m.  The maximum impact
velocity that can be reached depends mainly on the combined
mass of the projectile and the piston. For example, with a  50 kg

projectile and a  52 kg piston, the maximum speed is currently
165 m/s. A  thorough description of the facility is given by Vepsä
et  al. (2012).

2.2.  Liquid front observations

Three  high shutter speed/high-speed video cameras (1000
frames per second) were used to  observe the propagation of the
water spray up to  3 m from the impact point. The camera pos-
itions within the facility are shown in Fig. 3.  In three experiments
(labelled 632, 652 and FP7), the camera positions differed slightly
from those in the figure. At distances beyond 3  m,  the liquid flow
patterns were affected by the boundaries of the laboratory space.
The facility was lit with 48,300 W halogen lamps with a luminous
flux of 10,000 lm per lamp. The lamps were arranged in three pat-
terns of 28, 18 and two lamps. In addition, three ETC PAR EA  fixtures
with 750 W (19,500 lm)  HPL lamps were used in two patterns to
focus more light on the most important regions of video imaging.

The  radial position of the water front and the spread direction
were measured from the still figures taken from the high-speed
videos. The water front position was  traced in nine different angu-
lar  directions from the point of impact. Image analysis was  used
to  find the exact location of the front (Fig. 4). Since the frame
rate of the videos was known, the momentary velocity of the
spray front could be estimated from the sequential still figures. The

Fig. 3. Positions of the regular high-speed cameras and the ultra-high-speed (UHS) cameras. Fields of view of the regular high-speed cameras are indicated by  areas highlighted
in red, green and blue. The location of the focus volume of the ultra-high-speed cameras is  indicated by  the white dot. (For interpretation of the references to colour in this
figure legend, the reader is referred to  the web  version of the article.)

https://share.sandia.gov/news/resources/video-gallery/index
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Fig. 4. Angular directions where the water front position was measured (left) and
an example of measurement in an impact test  (right).

uncertainty of the water front position measurement is estimated
to be approximately ±0.1 m or less. This is caused by  the factors
which hinder clear sight of the water front in the still figures (e.g.
limited amount of illumination, minimum available exposure time,
limited figure resolution, shadows, mist, other impurities). The
uncertainty may  also vary slightly in different angular positions
and at different moments. Because the period of the sequential still
figures is as small as 1 ms,  the uncertainty of the spray front posi-
tion results in an uncertainty in the temporary velocity of the spray
front of approximately ±25 m/s, or  less. The nearest position where
the liquid velocity could be reliably measured was  about 0.2 m from
the surface of the impacted projectile.

The water spread direction looking from the side of the target is
also measured from the still figures of the high-speed videos (Fig. 5).
In  this method, a straight line is drawn from the centre line of the
ruptured projectile to the leading edge of the water front a  few mil-
liseconds after the impact. The spread angle is calculated from the
wall plane: 0◦ is along the wall plane and 90◦ is directly backwards.
The uncertainty of the angular directions is estimated to  be ±5◦ or
less.

2.3. Spray characterisation

The  local spray properties were characterised using two ultra-
high-speed digital cameras recording images of flying droplets.
The technical challenge of the measurement was  related to the
wide velocity and size ranges that needed to  be observed simul-
taneously: the spray front was known to consist of large and
fast droplets, while the spray following behind mainly consisted
of small and relatively slow droplets. One of the cameras was
therefore used for measuring the smallest droplets 12–750 �m in
diameter, and the other for measuring the larger droplets in the size
range  of 50–2500 �m.  The results of two cameras were combined
to a single distribution, noticing the effective measuring volumes
of both views.

Sharp  still images of droplets were obtained with pulsed high-
speed diode laser illumination. Backlight illumination was utilised

Fig.  6. Principle of backlight imaging.

Fig. 7. Schematic drawing of  the droplet imaging set-up. The size of  the focus vol-
ume is greatly exaggerated for illustration purposes.

to obtain images of droplet silhouettes against a  bright background.
Fig. 6  shows the principle of the backlight illumination technique
with a  camera, backlight and flying droplets that cross the mea-
suring volume. An  example of an  obtained image is shown on the
right.

A schematic drawing of the droplet imaging set-up is shown
in Fig. 7. The images were taken using two  Photron Fastcam cam-
eras (SA-1.1 and SA-X) at frame rates from 40,000 to  100,000 fps
and image resolutions from 640 × 208 to  640 ×  144 pixels. The cam-
eras have 12-bit 1024 × 1024 pix CMOS sensors with a  pixel size of
20 �m. The backlight was produced using Cavilux HF lasers from
Cavitar Ltd at 810 nm wavelength and guided through an  optical
cable to  the laser optics. A holographic diffuser was placed between
the measurement plane and the laser optics to even out the back-
light intensity. The lasers were triggered by the camera frame rate
and  a  200 ns long laser light pulse was shot once per image frame.
The cameras started recording when the trigger signal from the
pressure accumulator arrived. Both lasers and the cameras were
placed inside a  shelter box to protect them from the water spray and
flying  fragments of the projectile. The shelter box was positioned
on the side of the impact position (Fig. 3) at distance of 2  m from
the centre of the impact position and equipped with a 20 mm-wide
vertical gap that allowed a sheet of water spray to  enter the mea-
surement volume between the lasers and the cameras. The total
distance of the cameras from the centre of the impact point was
2.2 m.

Fig. 5. Examples of the method to  measure the water spread direction (side views). Note that each image is  taken from a  different test.
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The SA-X camera was equipped with an  Infinity K2-S long-
distance microscope, including a  CF-2 front lens and a 2× optical
converter. With 640 × 144 pixel resolution and 100,000 Hz frame
rate, this set-up produced a  3.2 × 0.7 mm2 field of view at a  work-
ing distance of 110 mm,  which corresponds to the scaling of 5.0 �m
per  image pixel. Therefore, droplets as  small as  12 �m  in diameter
could be detected. The droplets smaller than 12 �m in diameter
were visually observed in the images, but they were not analysed
due to high level of imaging noise that disturbed the evaluation of
single pixel objects. The depth of field of the microscopy images
was about 4 mm and it halved for micro-droplets with a  diam-
eter of less than 30 �m.  This means that the smallest droplets
(d < 30 �m)  where detected only when they were located inside
the 3.2 × 0.7 × 2.0 mm3 focusing range of the SA-X camera.

The SA-1.1 camera was equipped with a Nikon 100 mm  macro
lens. With 640 × 208 pixel resolution and a  40,000 Hz frame rate,
this set-up produced a  12.8 × 4.2 mm2 field of view at a  working
distance of 130 mm,  which corresponded to the scaling of 20.0 �m
per image pixel or a magnification of 1.0×. Droplets larger than
50 �m in diameter were successfully analysed from the images of
the  SA-1.1 camera. Smaller droplets were also clearly visible with
1.0×  magnification, but they appeared as  1-pixel dots in the image,
whose size could not be  evaluated. The lens aperture was set to
f# = 11 to produce a depth of field of 12 mm.

A  novel image analysis algorithm was utilised to detect the indi-
vidual, in-focus droplets and to  track their pathlines. In this method,
the edges of the sharp, in-focus droplet images are detected with a
Canny  edge detector (Canny, 1986). An advanced Spoke filter (from
Minor and Sklansky, 1981) was developed to locate the circular-
like droplets based on the greyscale gradient directions along the
droplet edge pixels. The region of each droplet image is analysed
with a point-spread function approach presented by Fdida and
Blaisot (2010). The detected in-focus droplets are tracked over  time
with  an iterative version of the best-estimate tracking algorithm
(Ouellette et al., 2006), which finds the best match for each droplet
in  three consecutive image frames. Matching is carried out iter-
atively to optimise the matching parameters to the current flow
conditions (i.e. to the level of turbulence). We  assume that the
droplet size and the velocity remain unchanged over three image
frames (i.e. 20–50 �s period of time).

The  measurement set-up was calibrated prior to  the measure-
ments by taking images of micro-dots printed on a  glass sheet
at known depth locations. Images of the micro-dots were ana-
lysed with the droplet detection algorithm and the obtained dot
size  measurements were compared to  the known dot sizes. The
mean relative sizing error of all detections was  5.0% for high-
magnification (4×) images and 3.4% for 1× magnification images.
Sizing error increased slightly for smaller dot sizes and when mov-
ing  the micro-dots away from the focal plane of the imaging system.
The  maximum sizing error was 10%, whereas the minimum was as
small  as 0.1%.

The  effective depth of field of the imaging system decreased
with decreasing droplet size. For both cameras, the smallest recog-
nisable droplets had about one-third of the depth of field of large
droplets (0.5–2 mm in diameter). This  effect was taken into account
by weighting the lowest size classes of the droplet size distributions
accordingly.

For spray characterisation purposes, three different mean diam-
eters were calculated from the data. The arithmetic d10,  Sauter d32
and volumetric d43 mean diameters are:

d10 =
∑N

i=1di

N
, d32 =

∑N
i=1dE

i∑N
i=1dz

i

and d43 =
∑N

i=1d4
i∑N

i=1dE
i

(1)

Here  di is the diameter of ith detected droplet in the
image. In addition to the mean diameters, the droplet flux and

Table 1
The  four types of water-filled projectiles according to their test  identifiers.

Material ↓/Geometry → Cylindrical Winged

Aluminium 632, 652 688,  689,  695,  696
Stainless steel FP7, SFP1–5, SFP  7–12 –

Fig. 8. The projectile construction consists of (a) a  stainless steel collar, (b) a  stainless
steel end dome, (c) a hollow stainless steel cylinder and (d) an aluminium front cap.

concentration were also determined. The droplet flux was calcu-
lated from the average number of detected droplets per image.
The droplet concentration in turn represents the total volume of
droplets per  total measuring volume and it is presented in ppm.

The main disadvantage of the backlighting is that  all the objects
that cross the path between the camera and the light are seen in
the image. The obtained images contained several blurry droplets
that were located either behind or in front of the measuring vol-
ume. They hindered the visibility and caused underestimation of
the  droplet concentration.

2.4.  Projectiles

The  projectiles used in this work can be divided into four cate-
gories on the basis of the geometry (cylindrical or  cylindrical with
added wings) and the material used (aluminium or stainless steel).
Table 1  provides the test identifiers of the tests used.

2.5.  Cylindrical projectiles

In  total, eight different versions of the cylindrical water-filled
projectiles have been used in the tests. These versions differ by
material, cross-sectional dimensions, total mass, mass of water,
length of water tank and location of water tank.

A  typical stainless steel projectile construction is shown in Fig. 8
as  an example. This construction was used in tests SFP1–SFP5 and
SFP7–SFP12. The projectile is made of a  stainless steel (grade EN
1.4432) pipe (c) with an aluminium ‘hat’ (d)  at the front and a stain-
less  steel cap (b) at the back, to form a water tank. The aluminium
hat is pushed inside the pipe and attached with only waterproof
padding so that it will yield easily when the projectile hits the steel
plate. The steel collar (a) at  the back of the projectile is required for
pushing the projectile with a fin attached to the piston. The projec-
tiles were designed to break easily at the front due to  internal water
pressure and to release the water content into the surroundings. In
general,  the water tank tends to  split into numerous long strips. The
number of these strips depends on the ratio between the length of
the  water tank and its outer diameter, the wall thickness and the
impact velocity. An example of a ruptured projectile is shown in
Fig. 9.

In addition to  the aforementioned differences between the pro-
jectile versions, the impact velocity was also varied with roughly
three different levels used: ∼100, ∼125 and ∼137 m/s. The main
characteristics of the projectiles are listed in Table 2  as realised
in tests. If not otherwise mentioned, the material of the projectile
was stainless steel, the water tank was  located at the front of the
projectile and it was completely filled with water.

The  spray characterisation failed in tests SFP1, SFP9 and SFP10.
In test SFP1, the ultra-high-speed cameras did not trigger. In tests
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Table 2
The  realised values of the projectile parameters in tests SFP1–5 and SFP7–12.

Test id. Projectile properties

Version Wall thickness (mm)  Inner diameter (mm)  Water tank length (mm)  Mass (kg) Water mass (kg) Impact velocity (m/s)

Tests with spray characterisation
*SFP2 A 1.5  150 2155 50.52  37.1 97
**SFP3 B 1.5  150 2155 38.09  24.69  97
SFP4 C 1.5 150 1412 38.4 24.81  99
SFP5 C 1.5  150 1412 38.38  24.74  99
SFP7 D 1.5  200 1204 49.75  36.82  103
SFP8 E 2.0 200 1204 51.05  37.24  100
SFP11 D 1.5  200 1204 49.9 36.96  126
SFP12 E 2.0 200 1204 51.5 37  122

Tests without spray characterisation
SFP1 A 1.5  150 2155 50.4 36.96  96
SFP9 D 1.5  200 1204 49.7 36.71  137
SFP10 E 2.0 200 1204 51.1 37.27  137
***632 G 5.0 240 1500 108.1 67.8 96
***652 H 5.0 240 ∼630 50.7 28.0  104
****FP7 I 3.0 250 559 51.93  24.66  135

* In test SFP2, a camera with 4× magnification malfunctioned.
** In test SFP3, the water tank was only filled to  two-thirds of its volume.

*** In tests 632 and 652, the material of the projectile was  aluminium.
**** In test FP7, the water tank was located at the centre of the projectile, 338 mm  from the front. The impact velocity of the tank was roughly 102 m/s.

Fig. 9. A  projectile after the test.

SFP9 and SFP10, the spray front hits the shelter wall so  heavily
that the gap in the measurement region was closed and only a  few
droplets arrived in the focus volumes of the cameras.

2.6.  Winged projectiles

In  addition to cylindrical projectiles, a projectile type that rep-
resents a whole aircraft was also designed. The purpose of these
3D projectiles was to incorporate the wings and the knife effect
they may  cause. A schematic drawing of the winged projectile is
shown in Fig. 10. The projectile consists of a  hollow, thin-walled
cylindrical pipe simulating the fuselage of an aircraft, a  trapezoidal
thin-walled box below the pipe, simulating the wings, 200 mm-
long ‘claws’, made out of 3  mm-thick steel sheets, below the wings,
and  a separate thick-walled steel pipe at the back. The purpose of
the  ‘claws’ was to keep the projectile on the rails of the launch
pad during acceleration. The back part was added to increase the
weight of the projectile. Both the projectile body and the wings
were made of aluminium. The wings were made watertight and
filled with water to simulate the fuel inside the wing tanks of an
aircraft. These wings/water tanks tend to break into  three large
and a few smaller parts in the tests, as shown in Fig. 11. The main
dimensions of the projectile, referred to in Fig. 10, are as follows:

• Projectile  length: lp = 1130 mm,
• Span  width: W = 1300 mm,

Fig. 10. Main components of the 3D projectile construction: the (a) aluminium pipe,
(b)  steel pipe section, (c) aluminium wings, and (d) steel claws.

Fig. 11. A  3D projectile after test 688.

• Length  of the wings: lw =  350 mm,
• Starting  location of the wings: 350 mm  from the front,
• Inner  diameter of the pipe: Dp = 200 mm,
• Thickness  of the pipe wall: tp = 4  mm,
• Thickness  of the wing material: tw =  3  mm.
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Table 3
The  realised values of the projectile parameters in tests with winged projectiles.

Test ID Mass (kg) Water mass (kg) Impact velocity (m/s) Impact velocity of  the water tank (m/s)

688 41.15 9.05 137 118
689 40.65 8.6 142 124
695 40.36 8.6  167 149
696 41.08 9.4  169 151

The test-specific values of the projectile mass, water mass,
impact velocity and the estimated impact velocity of the water tank
are  shown in Table 3. The impact velocities of the water tank are
lower than the projectile velocities because the wings were placed
at  a finite distance from the projectile front, and because the projec-
tiles decelerated before the wings hit the impact plate. The impact
velocities of the wing tanks were estimated assuming a  constant
rate of deceleration, knowing the impact duration when similar
projectiles without wings were used.

3. Results and discussion

3.1.  Spray imaging

Images  of a typical liquid dispersion pattern from a  cylinder
projectile at three separate moments are illustrated in Fig. 12. The
images were taken from test SFP5, where the impact velocity and
the  amount of liquid were 100 m/s  and 25 L,  respectively. High-
speed liquid droplets and jets form stripes in the images due to
the motion blur, especially in the vicinity of the projectile. The liq-
uid  dispersion occurs quite uniformly in all directions around the
projectile, but the projectile fragments may  cause perturbations
of the liquid front, possibly increasing the folding and fingering
of the front. As a result, the spray front can propagate at differ-
ent velocities in different directions. In some directions, there are
fragments impeding the spray propagation. There is also an issue
with the projectile leaning to one side, leading to the faster spray
front propagation in the opposite direction. The far-field images
from test no. 652 show the liquid spray dispersing as several radial
waves (Fig. 13). The propagation speeds of the sequential waves are
approximately equal near the impact location, but later, the lead-
ing front of the cloud decelerates strongly and some waves coming
from behind may  pass the leading front. Based on the current data,
it  is not possible to definitively conclude whether the waves are
produced during the eruption from the breaking tank or as  a  result
of  liquid–gas interactions.

A  typical dispersion pattern from a  winged projectile (impact
velocity 137 m/s) is shown in Fig. 14. The total amount of water
locating inside the wings was 8 L, with the cylindrical part of the
projectile being empty. When the wings hit the wall, the leading
edges of the wings are first ruptured open, and the liquid dis-
persion occurs primarily in vertical directions (i.e. in the normal
directions of the wing surfaces). Compared to the cylindrical pro-
jectile tests, the vertical spread directions are pronounced, and only
an  insignificantly small amount of water is ejected sideways. This
conclusion is also confirmed by  images from another winged pro-
jectile test, where the impact velocity was 167 m/s  (Fig. 15). The
observed behaviour is consistent with the video material from the
SNL  Phantom F-4 experiments.

The  earlier Phantom F-4 and cylinder experiments, conducted
by SNL, have revealed that  the liquid dispersion starts along the
wall  plane and a flat dispersion pattern is formed around the
target (von Riesemann et al., 1989; Sugano et al., 1993; Jepsen
et al., 2009). Side view images from selected tests of the current
campaign show similar behaviour (Figs. 5 and 16). The ejection
angle of the liquid, measured near the projectile, is in the range of
20–40◦ from the wall plane. This result was obtained for both the

cylindrical  and winged projectiles. Further away from the impact
location, the spray angle is usually smaller. We  assume that the
spray angle is reduced over the course of the spray movement due
to the one-sided air entrainment. Air entrainment is a  fluid dynamic
process of jets and plumes, where the viscous stress between the
primary flow direction and the surrounding gas causes the move-
ment of the gas towards and along the jet or the plume. In the
impact scenario, the air can only be entrained into the spray from
the direction of the arriving projectile, and horizontal momentum
occurs only towards the wall. As  a  result, the spray is ‘pushed’
towards the wall, and the spread angle becomes smaller than what
it  is initially.

Fig.  17 shows the measured spray front velocities as  a  function
of the distance from the projectile surface. Fig. 17(a) shows the
velocities from tests SFP1-SFP12, i.e.  with two different projectile
diameters and different impact velocities. Each curve represents
the median over the angular directions shown in Fig. 4. The dif-
ferences between the velocities measured from individual tests are
slightly  bigger than the measurement uncertainty. In Fig. 17(b), the
velocities from three selected tests are normalised by  dividing the
spray  front velocity with the projectile impact velocity.

V∗ = Vspray

Vimpact
(2)

Correspondingly, the distance from the impact position is nor-
malised with the projectile diameter

R∗ = R

D
(3)

In most experiments, the highest spray velocities (V* ≥ 2) were
obtained near the impact position. In some tests, however, the
behaviour of the spray front velocity was not consistent, as  illus-
trated in Fig. 17. The overall results indicate that the spray front
velocity decreases as  the time and distance from the impact tar-
get increase. In the tests presented in Fig. 17(b), the spray front
decelerates to  a  level of projectile impact velocity (V* = 1), first at
0.5 < R* <  1, but then it accelerates again. The spray front velocity
fluctuations can, at least partially, be caused by  the measurement
uncertainty, but they can also be explained by the sequential waves
of  the spray: if  the leading front decelerates enough, the following
wave with a  higher velocity may pass. This  can be seen as  a velocity
jump, presented in Fig. 17.

Fig. 18 presents the normalised liquid front velocities in the
region very close to  the projectile in selected impact tests. In addi-
tion  to  the median values, average values with error bars indicating
the standard deviation and the maximum measured values are
plotted. The measurements indicate that the liquid velocity near the
projectile is much higher than the impact velocity. Velocity ratios
as  high as 3–4 were detected in some tests, but mostly the average
and median velocity ratios close to the impact point are between
1.5 and 2.5. The results also indicate that  the velocity ratio is quite
independent from the projectile impact velocity.

The  spray front velocity data is summarised in Fig. 19. Each
marker represents an  average velocity from an  individual test at
a single distance. By linear extrapolation, the initial spray veloc-
ity  becomes 1.7 ± 0.25 times the impact velocity, and the velocity
decreases to the level of the impact velocity at distance R* ≈ 4.
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Fig. 12. Near-field liquid dispersion pattern in  test SFP5 with an impact velocity of 100 m/s  and 25  L of water. The time instances are 1, 2 and 5 ms  after the impact.

Fig. 13. Far-field liquid dispersion pattern in test no. 652 with an impact velocity 100 m/s  and 28  L of water. The time instances are 2, 6  and 10 ms after the impact.

Fig. 14. Near-field liquid dispersion pattern from 3D projectile test no. 688 with an  impact velocity of 137 m/s  and 8 L  of water. The time  instances are 1, 3, and 5 ms after
the impact.

Fig. 15. Far-field liquid dispersion pattern from 3D projectile test no. 695 with an impact velocity of 167 m/s and 8 L  of  water. The time instances are  1, 5 and 10 ms  after the
impact.

Fig. 16. Side view images of liquid dispersion pattern in  selected VTT  impact tests (note that each image is taken from different tests).
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Fig. 17. Spray front velocities of  tests SFP1-SFP12 (a), and  the normalised velocities of three selected tests (b).

3.2. Droplet imaging

Images  from the ultra-high-speed video cameras were used to
analyse the general characteristics of the spray, droplet velocities
and drop size distributions. When analysing the results, one must
remember that the images were taken inside the protective box
after  the flow had entered through a  20 mm gap, which allowed
only a small proportion of the spray to enter the measurement
region. Both the radial spread and the ejection angle of the spray
affected the amount of water that entered the measurement region.

Fig.  20 shows three individual images of the spray passing by  the
SA-1.1 camera in test SFP11. The first image was taken 0.6 ms after
the first droplets were observed, representing the early part of the
spray. The second image was taken 0.4 ms  later and already rep-
resents a very dense part of the spray. Dozens of droplets could
be detected from this image using the image analysis software,
although with the naked eye it is difficult to  observe any  droplets at
all.  The third image was taken 24 ms  after the arrival of the spray.
It represents the bulk of  the spray. Fig. 21 shows three images from
test  SFP12, taken by the SA-X camera. In these images, the initial
spray front is seen as a dark area consisting of both in-focus and
out-of-focus droplets.

Table  4 shows the main spray characteristics for test SFP2-
SFP12. The droplet velocities are reported as  the maximum velocity,
the  peak of mean velocity and the peak of rms  velocity. Time series
of  the mean velocities and the rms  velocities were computed with
15  ms  time classes. The peak values of the mean and rms  droplet

velocities  correspond to the maxima of these time series. Maximum
droplet velocity is the maximum velocity of an individual droplet
observed in the test. The mean droplet size is reported as the arith-
metic mean, Sauter mean and the volumetric mean over the whole
measurement period.

The  maximum and peak mean droplet velocities are plotted as a
function of the impact velocity in Fig. 22. There is almost no correla-
tion between the average droplet velocity and the impact velocity,
whereas there is an  almost perfect correlation between the impact
velocity and the maximum observed droplet velocity. The maxi-
mum  observed droplet velocities most likely belong to large liquid
fragments that are relatively sparse in the spray. Their effect on
the average velocity is therefore very small. The average value is
dominated by the small droplets, which in turn are likely to travel
at velocities that  are very close to  their terminal velocities. The
observed mean droplet velocities are thus heavily influenced by
the local gas phase velocities. As far as  the projectile wall thickness
has any effect, the current sample size is too small for detecting this
effect.

3.3.  Droplet size distributions

Fig.  23  shows the time histories of the three mean diameters
and the spray number concentration in three of the tests. The
time in these figures starts when the spray front arrives in the
measurement location. In all three tests, the initially high num-
ber concentration is followed by a long, relatively diluted tail. The
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Fig. 18. Liquid front velocity near the projectile: median, average with  error bars indicating the standard deviation and maximum values.
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Table 4
Average droplet speed and size as  function of projectile parameters.

Test ID Water mass
(kg)

Wall thick-ness
(mm)

Impact velocity
(m/s)

Maximum  droplet
velocity  (m/s)

Peak mean droplet
velocity  (m/s)

Peak RMS  droplet
velocity (m/s)

d10

(�s)
d32

(�s)
d43

(�s)

SFP2 37.1 1.50 97.3 107 63.4 24.4 96 208 262
SFP3 24.7 1.50 96.6 103 39.0  12.3 78 180 152
SFP4 24.8 1.50 98.7 103 51.3 19.5 61 147 116
SFP5 24.7 1.50 99.3 101 24.0  14.8 55 153 190
SFP7 36.8 1.50 103 116 34.4 19.4 67 344 254
SFP8 37.2 2.00 99.7 100  26.3 18.4 53 253 183
SFP11 37.0 1.50 126 130 54.6 27.8 39 316 372
SFP12 37.0 2.00 122 127 43.3 24.0 49 237 223
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Fig. 19. Normalised velocity as  a  function of  normalised distance from the impact
location.

Fig. 20. Images from the ultra-high-speed video (larger image area)  of test SFP11.

number mean diameter d10 shows a flat or decreasing trend for the
three examined tests. The trends for the volume-weighted means
d32 and d43 show a greater variance. The variance is lower for
approximately the first 50 ms of observations. This  phase is fol-
lowed by a noisy phase indicating heterogeneous spray consisting
of secondary spray fronts, residual mist and large water fragments.
Both d32 and d43 place more weight on the large droplets. They
are thus more sensitive to the existence of large liquid fragments,
which can cause fluctuations in the resulting time series. In our
experiments, even the smallest observed mean diameters were

Fig. 21. Images from the ultra-high-speed video (larger image area) of test SFP12.

larger than the SNL results for the diameters of the residual mist
droplets, being in the range of between 6  and 13 �m.

The plots in Fig. 24 show the time histories of the droplet veloc-
ity  and the normalised cumulative mass flux in three selected tests.
The  normalised cumulative mass flux is calculated using the aver-
age droplet velocity and the measured concentration. The result is
normalised using the accumulated observed mass from the whole
duration of the measurements. This quantity can be used to approx-
imate  the fraction of the total spray volume that is contained by  the
various stages of the spray. In the three tests, between 60 and 90%
of  the spray mass passes the measurement location during the first
50 ms.  The fluctuating parts of the diameter time series in Fig. 23 are
thus  related to  the residual parts of the spray containing relatively
little mass.

The  classical approach for modelling the droplet size distribu-
tions is to fit  an analytical distribution to the experimental data.
Several choices for the droplet size distribution are available in
the literature (see e.g. Babinsky and Sojka, 2002). Here we focused
on  three different analytical distributions: Rosin–Rammler distri-
bution, the log-normal distribution and the combination of the
Rosin–Rammler and log-normal distributions. These three distri-
butions were chosen because they are available for modelling the
droplet size distributions in the CFD software Fire Dynamics Sim-
ulator, which is commonly used in the fire safety engineering
community (McGrattan et al., 2012).

The Rosin–Rammler distribution was  originally developed for
modelling the size distribution of the coal particles, but has
been widely used for modelling spray droplet size distributions
(Babinsky and Sojka, 2002). The log-normal distribution is usu-
ally considered as  a  model for the cumulative number fraction
(CNF). Here it is used as  a model for the cumulative volume frac-
tion (CVF) instead. The combination of these two  distributions,
called Rosin–Rammler-log-normal distribution, has been found to
describe the droplet sizes in sprinkler sprays, and is commonly used
among  fire safety engineers.
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Fig. 22. Effect of impact velocity on measured droplet velocities. The maximum observed particle velocity on the left and the peak value of mean droplet velocity on the
right.

Fig. 23. Mean, Sauter mean, volumetric mean droplet diameters and the spray concentration as a  function of time for three selected tests. Time starts from the moment the
spray front arrives at the measurement location.

Fig. 24. Trends of measured droplet velocity at measurement location. Top left:  maximum droplet velocity, top right: average droplet velocity. Bottom left: variance of
droplet velocity. Bottom right: Normalised accumulated mass of water.
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Table 5
Fitted distribution parameters.

Distribution

Experiment Rosin–Rammler Rosin–Rammler-Log-normal Log-normal

dm (�m)  �  dm (�m) � dm (�m) �

SFP 2-5 Whole 80 0.89 78 0.86  77  1.12
Front 90 1.03  87 0.98  85  0.98
Continuous 80 0.87 78 0.85  77  1.14

SFP 7-12 Whole 101 1.04 99 1.01 98  0.96
Front 84  1.42 82 1.33 80 0.76
Continuous 105 1.01  103 0.98  101 0.98

All Whole 85  0.93 83 0.89  82  1.08
Front 88  1.09  85 1.03 84  0.94
Continuous 86  0.90  84 0.87  83  1.10

Fig. 25. Comparisons of fitted distributions with experimental data. On the left: probability density functions. On the right: cumulative density functions. Continuous lines
show the experimental distributions averaged over all  experiments. Dashed lines show the fitted distributions.

Rosin–Rammler distribution:

F(d)  = 1 − exp

[
−0.693

(
d

dm

)�
]

(4)

Log-normal  distribution:
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]
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Rosin–Rammler–Log-normal combination:
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(6)

where dm is the volumetric median diameter of the size distribution
(half of the volume of the particles is in droplets smaller than this).

In the analysis, the first 15 ms  of the observations were assumed
to belong to  the spray front. Using this definition, the spray
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Fig. 26. Collision of two droplets with a  velocity difference of  20 m/s (in SFP5). Time between each image is 20 �s.

front contained approximately 20% of the total mass of the spray
(approximated from measured volume fractions). The continuous
spray is the rest of the spray. The resulting size parameters are
shown in Table 5.

Fig.  25 compares the fitted volumetric density distributions
with the experimental data that was combined from all the exper-
iments. The fitted distribution functions cannot capture all the
features of the experimentally determined distributions. In partic-
ular, the experimental distributions have a sharp spike at the small
particle diameters, followed by a long tail. The log-normal distri-
bution function can reproduce this behaviour most accurately. The
Rosin–Rammler distribution significantly over-predicts the num-
ber  of very small particles. In experiments SFP2-7, the continuous
part of the spray contained large droplets, which increased the
estimates of the volumetric median diameter dm.

The  droplet size results can be analysed in the light of the exist-
ing literature of the spray atomisation process. The most important
parameter for the droplet formation is the relative speed between
the liquid and the surrounding gas. Although convenient for com-
putational models, this parameter is difficult to determine from
experiments where the observations are made for absolute droplet
velocities without the knowledge of the speed of the gas  moving
along the spray. In the impact scenario, the spray front is penetrat-
ing into the (practically) still air, and thus the spray front speed
measurements can be used to  estimate the largest possible stable
droplet size. According to  one of the commonly used theoretical
models for the secondary break-up (Reitz, 1987), the stable water
droplet size at the speed of 170 m/s  (corresponding to  the initial
spray from an 100 m/s  impact) is about 30 �m. The 1 mm-sized
droplets in the spray front statistics (Fig. 25) can  be seen as an
indication of much lower relative speeds (as  low as  30 m/s). Alter-
natively, it can mean that  the break-up process is unfinished, and
the  observed distribution is still developing. Indeed, the shapes of
the  first water fronts in Figs. 20 and 21 indicate that the water is
still  in the form of large fragments, not a  mist consisting of spher-
ical droplets. As the time scale of the break-up process (∼1  ms) is
shorter than the travel time from the impact position to the mea-
surement location (∼20 ms), the existence of large droplets at the
measurement location indicates a complicated flow phenomenon
where the first front of water always enters still air, meets a  high
drag and is then broken down to relatively small droplets of a  few
tens of microns. The momentum of these small droplets is low, and
they  are quickly decelerated and eventually passed by larger, faster-
moving droplets. At the same time, the air speed within the impact
spray is accelerated and the relative speed of the droplets leaving
the impact position behind the initial front is significantly lower
than the relative speed at the first front. The existence of the dif-
ferent droplet velocities is demonstrated in Fig. 26, which shows a
sequence of images where two droplets (highlighted by the arrows
in  the first image) collide with a relative velocity of 20 m/s. The col-
lision is caused by the velocity difference, and it is found to  create
plenty of micro-droplets. The time between each image is 20 �s.

Despite the uncertainties associated with the measured spray
characteristics, the measured distributions can be used to serve as
boundary conditions for the CFD analyses of the liquid spreading
from impact scenarios. Making an analysis of the aircraft impact
fires naturally requires a consideration of the effect of the liquid
type on the spray formation process. However, the geometrical and

other variations of the real impact scenarios are likely to  dominate
the uncertainties over the difficulties of prescribing droplet size and
speed  distributions for fuel droplets.

4. Conclusions

In this article, we presented the experimental characterisation
of liquid sprays resulting from high-speed impacts of liquid-filled
projectiles against a hard wall. The experiments were carried out
using water-filled aluminium and stainless steel projectiles at
speeds of between 96 and 169 m/s. The results provide us with
the necessary data for analysing the consequences of such events
in  the context of nuclear power plant safety analyses. In practice,
the results can be used to  prescribe the boundary conditions for
detailed CFD analyses of aircraft impact fires and to  validate the
simulation tools and methodologies.

The overall shape and speed of the liquid spray was  investigated
using high-speed video cameras. The images taken from the direc-
tion  of arrival indicate that the cylindrical projectiles produce a
very symmetrical spray. Adding liquid-filled ‘wings’ to the projec-
tile increased the proportion of liquid leaving in vertical directions.
The images taken from the side of the impact indicate that initially
the spray is retained at angles of between 0 and 20–40◦ from the
wall tangent. After some distance, the angle of spray propagation
gets smaller, presumably due to  the one-sided air entrainment. As
a  result, the global shape of the impact spray is a flat disc spread-
ing in the direction of the target wall tangent. This  observation was
consistent with the larger scale results in the literature. Behind the
leading  spray front, the spray was found to consist of sequential
waves following each other. It is not clear at the moment if the
waves were generated in the eruption process or as  a result of the
liquid–gas interactions, but they have a clear role in the hydro-
dynamic process of fast spray penetrating into still air.

The  speed of the liquid spray front was determined from the
high-speed video images. The initial spray speed ranged between
1.5 and 2.5  times the impact velocity, being 1.7 ± 0.25 on average.
The spray front deceleration rate was found to be about 16% when it
travelled a distance of one projectile diameter. Dependence of the
spray  speed on the experimental parameters, such as the impact
speed or the projectile wall material, could not be confirmed.

Time  series of droplet size and velocity distributions in the
spray were successfully measured using two  ultra-high-speed cam-
eras. The image sequences at 40,000–100,000 Hz were illuminated
with pulsed diode lasers in backlight configuration. A two-camera
approach allowed the size and velocity measurement of small and
large droplets at the same time, with a  size range of 12–2500 �m.
We  could, however, visually observe droplets that were even
smaller than 10 �m  in the images. Droplet concentration was also
estimated, although the measurement clearly underestimated the
droplet concentration in the dense spray front. It  was  impossible to
analyse all droplets that passed the measurement volume, because
the visibility of the measurement volume was  often blocked by
large  liquid fragments.

The  measurement results revealed many interesting details in
the spray. The ratio of the maximum measured droplet velocity
and the impact velocity was  near unity for all test cases at the mea-
surement location two  metres from the impact point. The droplets
within the spray front moved slightly more quickly in the case
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of the thin-wall projectile in comparison to  the thick-wall pro-
jectile. Higher impact velocity caused smaller droplets: the mean
droplet diameter of 78 �m was obtained with the impact velocity
of 97 m/s, whereas at 126 m/s  the mean of 39 �m was achieved. The
droplet velocities dropped quickly after the spray front and a  tur-
bulent flow regime was formed. Plenty of micro-droplets and large
droplets were detected, indicating a  high collision rate of droplets.
All tests included secondary spray fronts that caused the scatter in
the  measured time trends.

The collected information about the initial droplet direction,
speed and size distribution can be used to specify the boundary con-
ditions for the CFD simulations investigating the dynamics of the
aircraft impact fires. Such simulations are obviously very challeng-
ing, and careful verification and validation processes are needed
to ensure the reliability of predictions. The collected information
about spray propagation dynamics can be used for validation pur-
poses.

To  date, the only liquid to be used is water. More com-
prehensive validation of the simulation technologies requires
well-documented experiments with projectiles filled with a  well-
characterised hydrocarbon fuel. For the full validation of the spray
combustion calculations, experimental sprays should be ignited.
The current results form a  good basis for designing such exper-
iments, although the safety aspects will certainly pose practical
limitations. Other topics of future research include the mechan-
ical conditions leading to  the penetration of liquid through the
structure, and the characterisation of the sprays in such situa-
tions.
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h i g h l i g h t s

� Methodology for simulating fires resulting from aircraft impact was developed.
� The methodology was validated using experimental data.
� Large scale simulations of aircraft impact on a nuclear island were conducted.
� The fraction of fuel available for subsequent fires was found to be significant.
� The pooling fraction was strongly affected by impact geometry.
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a b s t r a c t

In this paper, we present a methodology for predicting the spreading and combustion of liquid fuel
released from an aircraft impact. Calculations were done with Fire Dynamics Simulator, and the aircraft
impact was modeled as a spray boundary condition. The spray boundary condition was developed and
validated by experiments using water-filled missiles. The predicted liquid front speeds were compared
with water spray front propagation data, and the predicted lifetimes and diameters of fireballs were com-
pared with experimental correlations. A full-scale simulation of the aircraft impact on a nuclear island
was performed. The simulation results were used to assess the adequacy of physical separation in the
case of aircraft impact. We concluded that 10%–20% of the fuel involved in the crash will accumulate
in pools around the building.

� 2017 Elsevier B.V. All rights reserved.

1. Introduction

Safety analyses of nuclear power plants (NPPs) have long
included aircraft impacts. Initially, the impact was envisioned to
be from a small aircraft or possibly a fighter plane. Following the
September 11 terrorist attacks on the World Trade Center in
2001, these analyses have been extended to assume the impact
of a large commercial aircraft (e.g. NEI 07-13, 2011).

Such an aircraft can damage safety-related structures and com-
ponents through mechanical impact and fire. Fires induced by an
aircraft impact may influence the NPP by three different mecha-
nisms. Initially, a large fireball is created by the fuel cloud erupting
from the breaking fuel tanks. This fireball has a duration of few sec-
onds and can be hundred meters in diameter. The most serious
threat from a fireball to its surroundings is thermal radiation.

The dose of thermal radiation received by a target is dependent
on the size and duration of the fireball.

Only a fraction of the fuel carried by the plane will burn in the
initial fireball. The remaining fraction of the fuel will accumulate
and burn in pools near the aircraft impact position. The size and
burning rate of the pool fire depend on the geometry, properties
of the roof and ground surfaces, and possible fire suppression
activities.

The third mechanism involves the penetration of aviation fuel
inside the plant through openings. These openings may exist
beforehand (e.g., for ventilation) or be created by the aircraft
impact. Even if the amount of penetrated fuel is small, it can cause
a rapid ignition of existing fire loads to result in internal fires.

The literature on aircraft impacts involving fuel is scarce. Early
test series by the Federal Aviation Administration (FAA) and
National Advisory Committee for Aeronautics (NACA) using belly-
landing aircraft demonstrated that fuel spilled from ruptured tanks
forms a fine mist cloud that can be ignited by several sources
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(Pinkel et al., 1952; Ahlers, 1977; Johnson and Garodz, 1986). Expe-
riences from numerous real crash incidents such as the September
11 terrorist attacks support this observation. Luther and Müller
(2009) analyzed the film footage of aircraft crash fireballs. They
discovered that these fireballs are very similar to those resulting
from boiling liquid expanding vapor explosions (BLEVEs). How-
ever, none of the analyzed accidents included an impact on a rigid
vertical structure, such as modern NPPs.

Several experimental correlations exist for determining the
diameters and lifetimes of fireballs resulting from BLEVEs. Abbasi
and Abbasi (2007) gave an excellent review of the hand calculation
methods used to model BLEVEs. These methods can also be used to
analyze fireballs from aircraft impacts. However, they cannot be
used to estimate the fraction of unburnt fuel.

Baum and Rehm (2005) proposed a model for the global energy
release rate of fireballs. They calibrated their model by comparison
with videos of the WTC fireballs and used it to estimate the fuel
involved in the subsequent fires. They found that most of the fuel
carried by the airplanes did not burn in the initial fireball and was
available for fires that destroyed the buildings. This result was
likely to have been a consequence of the airplane penetrating the
outer wall of the building.

Considering the complexity of the three above mechanisms,
their analyses cannot rely on empirical formulas derived from ide-
alized situations but on transient numerical simulations of the fuel
spray and combustion.

Fireballs resulting from vertical fuel gas releases were investi-
gated numerically by Makhviladze et al. (1998). Makhviladze
et al. (1999) extended this model to investigate two-phase fuel
releases from pressurized containers of liquefied gas. Their model
solves two-dimensional Favre-averaged Navier–Stokes equations
by using the standard k-� turbulence model and infinitely fast
one-step reaction. The dispersed phase is treated in a Lagrangian
fashion. They assumed a monodisperse droplet size distribution
with the initial velocities of the droplets derived from Bernoulli’s
law. They compared the predicted lifetimes of fireballs with the
experimental correlation of Roper et al. (1991), and they compared
the transient shapes and sizes of the fireballs with the experiments
of Hasegawa and Sato (1978). Makhviladze and Yakush (2005)
used this model to analyze total loss of containment scenarios
for BLEVEs. They also investigated the overpressures that would
occur in such events.

Yakush and Makhviladze (2005) compared Reynolds-averaged
Navier–Stokes (RANS) and large eddy simulation (LES) predictions
of the fireball lifetime with the experimental correlation of Roper
et al. (1991). They used Fire Dynamics Simulator (FDS) version 4
for the LES calculations. FDS was found to underestimate the fire-
ball lifetimes. The fuel release was modeled with a gas inflow
boundary condition. Hu and Trouve (2008) used a modified version
of FDS to investigate deflagrations of premixed fuel vapor clouds.
They did not consider high speed jets. Instead the vapor clouds
were created by slowly injecting gas to the simulation domain.
Luther and Müller (2009) used FDS version 5 to determine the
spreading and extent of the fireball around a generic NPP. They also
modeled the fuel insertion by using a gas inflow boundary
condition.

In the above fireball simulations, the fuel inlet boundary con-
dition consisted of either a vertical spray or injection of fuel gas
from a boundary patch. Initial velocities of the gas and droplets
have been based on, for example, the theoretical calculations of
flash evaporation. When multiphase models have been used, dro-
plet sizes have been assumed to be monodisperse. The possibility
of fuel droplets raining out of the fireball has usually been
neglected. This may be because of the highly volatile liquids such
as liquefied natural gas (LNG) and propane that are being
considered.

Analysis of footage of real aircraft crashes and the results of
Baum and Rehm (2005) indicated that, in aircraft crashes, a signif-
icant amount of the fuel may not be burned in the initial cloud. In
the case of an aircraft crash, part of the fuel released is traveling
towards the ground and walls. The fuels involved are also less vola-
tile. This means that fuel droplets may rain out of the burning
cloud.

In some of the published analyses, such as that of Jeon et al.
(2012), the amount of fuel burning as a pool has simply been
assumed to be equal to the amount of fuel carried by the aircraft.
This kind of assumption is conservative and well-justified if better
information is not available. Predicting the amount of fuel avail-
able for pool fires requires accurate modeling of the fuel sprays
from ruptured tanks of liquid fuel.

Brown et al. (2012) coupled a transient dynamics code Presto to
a low-Mach number fire code Fuego in order to predict the liquid
dispersion from a high speed impact. They used Smoothed Particle
Hydrodynamics (SPH) to predict the motion of liquid within the
tank on impact. The particles from the SPH solution were then
transferred to the fire code once the distance between the particles
dropped under a certain threshold level. They found that their
model was able to reasonably reproduce the quantified results of
the experiments of Jepsen et al. (2009). These results consists
mainly of liquid dispersal patterns. Brown et al. (2014) noted that
the method still lacks validation, especially concerning the evolu-
tion of droplet size.

The objective of this work was to develop and validate a compu-
tational fluid dynamics (CFD) methodology for predicting the
spreading and combustion of liquid fuel released upon an aircraft
impact. The model for liquid release is based on the experimental
work of Hostikka et al. (2015). The experimentally determined dro-
plet sizes and spray velocities were used to determine realistic
spray boundary conditions for liquid insertion. We focused on
the threat posed by the initial fireball and amount of fuel that col-
lects on the target surfaces. The subsequent combustion of the
pools was not considered.

This paper is organized as follows. First, the numerical model is
presented. Next, the boundary condition describing the fuel release
is presented with experimental data. The validation of the numeri-
cal model against experiments and correlations is given next. First,
the shape and size of the droplet cloud predicted by the model is
qualitatively compared with photographs from the Sandia F-4
impact experiments. The predicted spray front velocities are then
compared with experimental data. The predicted lifetimes and
diameters of the two-phase fireballs are compared with the exper-
imental correlations. Finally, we present the results from a full-scale
simulation of an aircraft impact on a nuclear island. The simulation
results were used to evaluate the adequacy of physical separation.
We also examine the fraction fuel that will burn as a pool.

2. Computational method

All simulations in this study were done by using FDS
(McGrattan et al., 2013a, 2012; McDermott, 2014), which is an
LES code that solves a form of the Navier–Stokes equations appro-
priate for a low-speed and thermally driven flow with an emphasis
on smoke and heat transport from fires. The governing equations
for momentum transport are discretized by second-order central
finite differences on a Cartesian staggered grid. A two-stage expli-
cit Runge–Kutta method is used for time-stepping. Radiative heat
transfer is included in the model via the solution of the radiation
transport equation (RTE) for a gray gas. The RTE is solved by a finite
volume method. The governing equations are presented here for
completeness. More detailed descriptions of the model and numer-
ical procedure are given by McGrattan et al. (2013a, 2012) and
McDermott (2014).
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2.1. Gas phase model

The governing equations solved by FDS are the continuity, spe-
cies mass conservation, momentum, energy, and ideal gas equa-
tions of state:

@q
@t

þr � qu ¼ 0 ð1Þ

@qYa

@t
þr � qYau ¼ r � q mþ mtð Þ=Sctð ÞrYa þ _m000

a þ _m000
a;b ð2Þ

@qu
@t

þr � quu ¼ �r~pþr � sþ q� q0ð Þgþ fb ð3Þ

@qhs

@t
þr � qhsu ¼ D�p

Dt
þ _q000 � r � _q00 ð4Þ

s ¼ qðmþ mtÞ ruþruT
� �� 2

3
r � uð Þ

� �
I ð5Þ

_q00 ¼ qcp mþ mtð Þ=Prt
� �rT þ

X
a
q mþ mtð Þ=Sctð ÞharYa þ _q00

r ð6Þ

q ¼ �pW
RT

: ð7Þ

Here, q is the density, u is the velocity, Ya is the mass fraction of the
species a; _m000

a is the reaction source term, and _m000
a;b results from dro-

plet evaporation. In Eq. (3), q0 is the ambient density, g is the grav-
itational acceleration, s is the stress tensor, and the term fb
accounts for the drag force exerted by Lagrangian particles. Because
of the low-Mach number assumption, the total pressure p is split
into the background pressure �p and perturbation ~p. Only the back-
ground pressure is retained in the equation of state, where R is the
universal gas constant and W is the molar mass of the gas mixture.
In Eq. (4), hs is the specific enthalpy, and _q000 is the source term from
the combustion reaction. The heat flux vector _q00 represents the con-
ductive, diffusive, and radiative heat fluxes.

The turbulent viscosity mt is based on the eddy viscosity model
of Deardorff (1972). The turbulent Schimdt and Prandtl numbers
(Sct and Prt) were assumed to be constant and equal to 0.5.

2.2. Combustion

Jet fuels are complicated mixtures of various hydrocarbon fuels.
However, at the time of writing FDS was not able to handle multi-
component fuel evaporation. Therefore a single surrogate species
was selected. All simulations in this study were performed by
using n-heptane as a combustible liquid, which was evaporated
into the gas phase heptane C7H16. The gas phase combustion was
assumed to yield 1.5% soot and 0.8% carbon monoxide. The gas
phase combustion was treated by a single-step mixing-controlled
chemical reaction scheme using three lumped species: air, fuel,
and products.

The chemical heat source term in Eq. (4) is obtained from

_q000 ¼ _m000
f Dhc ð8Þ

where Dhc is the heat of combustion of the fuel. The rate of combus-
tion is given by a model similar to the eddy dissipation concept
(EDC) model (Magnussen and Hjertager, 1977)

_m000
f ¼ �qmin Yf ; Yo=s

� �
smix

ð9Þ

where Yf and Yo are the mass fractions of the fuel and oxidizer,
respectively. The mixing time scale smix is based on the local flow
field (McDermott et al., 2011).

2.3. Radiative heat transfer

The contribution of thermal radiation to the energy equation is
computed from

�r � _q00
r ¼ j U � 4pIbðxÞ½ �; U ¼

Z
4p

Iðx; s0Þds0 ð10Þ

where Iðx; s0Þ is the spectrally integrated intensity in the direction s
at the location x; Ib is the source term, and j is the absorption coef-
ficient. The intensity I is obtained as a solution to the radiation
transport equation (RTE):

s � rI ¼ � jþ jd þ rd½ �I þ jd Ib;d þ j Ib þ rd

4p

Z
4p
Uðs; s0Þ Ikðs0Þds0

ð11Þ
where jd is the droplet absorption coefficient, rd is the droplet scat-
tering coefficient, and Ib;d is the emission term of the droplets.
Uðs0; sÞ is a scattering phase function that gives the scattered inten-
sity fraction from the direction s0 to s.

The mean absorption coefficient j is tabulated as a function of
the gas species and soot concentration by using the narrow-band
model RadCal (Grosshandler, 1993). During simulations, the
absorption coefficients are obtained by table lookup. The absorp-
tion and scattering coefficients of the liquid droplets are based
on Mie theory (See e.g. Siegel and Howell, 2002). The scattering
integral is approximated as a sum of isotropic and forward compo-
nents (Hostikka and McGrattan, 2006). The RTE is solved using the
Finite Volume Method for radiation with 104 control angles uni-
formly spanning the 4p solid angle.

In large-scale fire simulations, the flame sheets cannot be
resolved, and the source term in Eq. (10) requires modeling. The
source term is computed as follows:

IbðxÞ ¼ C
rTðxÞ4
p

; C ¼ max 1;

X
_q000
ijk
>0

vr
_q000
ijk þ jijk Uijk
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dV

X
_q000
ijk
>0

4jijkrT4
ijk


 �
dV

266664
377775 ð12Þ

Here, the subscript ijk refers to the value in a computational cell.
This ensures that the fraction of energy released as radiation is
globally equal to the radiant fraction vr . For all simulations in this
study, vr was assumed to be equal to 0.35.

2.4. Dispersed phase model

If buoyancy, lift, and forces arising from fluid acceleration are
neglected, the equation of motion of a single spherical droplet is
given by

@mdud

@t
¼ mdgþ qCDpr2d urelk kurel ð13Þ

On the left-hand side, md is the mass of the droplet, and ud is the
velocity of the droplet. On the right-hand side, urel is the relative
velocity between the droplet and surrounding gas, rd is the radius
of the droplet, and CD is the drag coefficient. The drag coefficient
is given by

CD ¼
Red=24 Red < 1
Red
24 1þ 0:15Re0:683d


 �
1 < Red < 1000

0:44 Red > 1000

8><>: ð14Þ

where Red ¼ 2 urelk krd=m is the droplet Reynolds number.
The high-speed sprays considered in this study may sometimes

lead to numerical instabilities in the simulations. To ensure that
the momentum lost by the droplets is distributed correctly in the
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gas, an additional CFL-like condition was placed on the global time
step:

Dt 6 Cmin
ud;x

dx
;
ud;y

dy
;
ud;z

dz

� �
ð15Þ

Here, C is a user-defined constant between 1 and 0 and ud;x;ud;y, and
ud;z are the three components of the droplet velocity ud.

The mass and energy transfer between the gas and liquid can be
described by a coupled set of equations (Cheremisinoff, 1986):

dmd

dt
¼ �Ad hmq ðYa;‘ � YaÞ ð16Þ

dTd

dt
¼ 1

md cd
Ad h ðT � TdÞ þ _qr þ dmd

dt
hv

� �
ð17Þ

Here, Ad is the surface area of the liquid droplet, hm is the mass
transfer coefficient, cp is the liquid specific heat, _qr is the rate of
radiative exchange, and hv is the latent heat of vaporization of the
liquid. The liquid equilibrium vapor mass fraction is obtained from
the Clausius–Clapeyron equation (See e.g. Berry et al., 1980):

Xa;‘ ¼ exp
hvWa

R
1
Tb

� 1
Td

� �� �
; Ya;‘

¼ Xa;‘

Xa;‘ ð1�Wa=WaÞ þWa=Wa
ð18Þ

where Xa;‘ is the equilibrium vapor volume fraction, Wa is the
molecular weight of the gaseous species a;Wa is the molecular
weight of air, and Tb is the boiling temperature of the liquid.

The heat and mass transfer coefficients in Eq. (17) are given by
empirical relationships (Incropera and De Witt, 1996):

hm ¼ Sh D‘g

2rd
; Sh ¼ 2þ 0:6 Re

1
2
d Sc

1
3 ð19Þ

h ¼ Nu k
2rd

; Nu ¼ 2þ 0:6 Re
1
2
d Pr

1
3 ð20Þ

Here, Sh is the Sherwood number, D‘g is the binary diffusion coeffi-
cient between the liquid vapor and air, Nu is the Nusselt number,
and k is the thermal conductivity of the gas.

Due to the large number of droplets in a real spray, only a frac-
tion of these droplets can be tracked in the computation. Therefore,
each droplet in the simulation represents a large number (parcel)
of real droplets with the same properties. A stratified sampling
approach is used to ensure the coverage of the entire droplet size
distribution.

3. Model of liquid dispersal from aircraft impact

3.1. Liquid insertion

Our model of an aircraft impact only considers the liquid dis-
persal from ruptured fuel tanks. The deformation of the missile
and ejection of debris are ignored. The fuel dispersal process is
modeled as a high-speed spray boundary condition. The model is
based on qualitative observations and quantitative characteriza-
tion of the sprays resulting from high-speed impacts of water-
filled missiles (Hostikka et al., 2015).

Droplets are inserted into the simulation on a spherical surface
at the distance R from the impact location. The initial position is
randomly selected from this surface. All droplets have the same
initial speed, but the diameter of the droplets is randomly selected.

Fig. 1 illustrates the shape and parameters of the surface where
droplets are inserted. Because FDS cannot model the primary
atomization of an ejected liquid, the distance between the spheri-
cal surface and impact location should be greater than or equal to
the characteristic length scale of missile deformation and primary

liquid ejection. Because the secondary breakup is not modeled, the
particle distribution should represent a stable particle size
distribution.

A close examination of the Sandia F-4 impact video footage
indicated that no liquid was expelled directly sideways, i.e., in
the directions of the wings. Therefore, the pattern in Fig. 1 includes
a gap in the spray boundary condition where the wings of the
plane would be. The width of this gap is controlled by the angle
/, while the width of the droplet insertion band is controlled by
h. For missiles with no wings, the gap may be removed.

The liquid flux is evenly distributed between the two portions.
The initial speed uini of the droplets is given for each portion sepa-
rately and is assumed to be the same in all directions. The experi-
mental data of Hostikka et al. (2015) indicated that the average
droplet speed is 1.8 times the impact velocity at the impact
location.

In the experiments of Hostikka et al. (2015), the spray angle h
varied between 7� and 40�. In some earlier experiments, Silde
et al. (2011) reported the spray angle to be 15�. In the Sandia phan-
tom crash experiments, the spray spreading angle was 25�. For the
simulations in this study, the spray angle h was assumed to be 25�.

The time during which the droplets are inserted into the simula-
tion was determined from videos and depends on the size of themis-
sile. In cases where video is not available, the liquid release time can
be estimated from the impact velocity and liquid tank length.

3.2. Droplet size

Three distributions were fitted to selected portions of the data
of Hostikka et al. (2015). The average droplet size distribution for
all of the experiments was found to be best described by the log-
normal cumulative volume function (CVF):

F dð Þ ¼ 1ffiffiffiffiffiffiffi
2p

p
Z d

0

1

r�d
exp �

ln �d=dm


 �h i2
2r2

264
375d�d ð21Þ

Here, dm is the volumetric median diameter, while r is the
width parameter. The distribution parameters were found by
least-squares fitting Eq. (21) to the experimentally determined

Fig. 1. Spray boundary condition used in simulations of missile and aircraft
impacts.
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cumulative volume distribution. The best-fitting distribution had
the parameters dm ¼ 82 lm and r = 1.08. This size distribution
was used for all simulations in this study unless stated otherwise.

Because the above mentioned data for the droplet size distribu-
tions was determined from experiments conducted with water, we
needed to consider the effect of a varying surface tension on the
droplet size distribution. Hydrocarbon fuels typically have lower
surface tension than water.

The two important dimensionless numbers for analysis of spray
atomization and droplet breakup are the droplet Weber number
(We) and Ohnesorge number (Oh):

We ¼ q2u2
relrd

rd
and Oh ¼ ldffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

qd2rdrd

p ; ð22Þ

where rd is the liquid surface tension and ld is the dynamic viscos-
ity of the liquid droplet.

Schmehl et al. (2000) proposed a correlation in terms of the cor-
rected Weber number,which considers the viscosity effects,
observed for Oh P 0:1:

Wecorr ¼ We

1þ 1:077Oh1:6 ð23Þ

The correlation gives the statistical mean diameter for a spray that
is generated by breaking up an originally monodisperse spray. The
ratio of the spray Sauter mean diameter d32 to the original drop
diameter is

d32

d0
¼ 1:5Oh0:2We�0:25

corr ð24Þ

Fig. 2 shows the predicted mean diameter at different relative
velocities for water and jet fuel and two different initial drop sizes.
Table 1 lists the liquid properties used for the comparison. The pre-
dicted water and jet fuel drop diameter were practically identical
when the relative velocity was higher than 100 m/s. This means
that the differences in the surface tension and dynamic viscosity
between the two liquids cancel each other. As a result, the mea-
sured drop size distributions with water can be directly applied
to full-scale computations simply by considering the effect of the
speed.

4. Validation of the model of aircraft impact

4.1. SANDIA Phantom F-4

This section presents a qualitative comparison of the present
model with photographic data from experiments. Sandia National

Laboratories conducted a crash test where Phantom F-4 aircraft
carrying 4.8 tons of water hit a reinforced concrete target at a
velocity of 215 m/s (von Riesemann et al., 1989; Muto et al.,
1989; Sugano et al., 1993). Unfortunately, the liquid dispersal pro-
cesses were not measured and documented in detail. However, the
video evidence from the experiments can be used for qualitative
validation of the aircraft impact model by comparing the shapes
and sizes of the predicted sprays.

According to the video material, the initial liquid discharge
velocity was in the range of 280–330 m/s, which is 1.3–1.55 times
the impact velocity. The liquid spreading angle h was determined
from the videos to be 25�. There was a 15� opening for wings. In
the model the diameter of the droplet insertion band was 3 m.
The simulation model of the Sandia experiment was 45 m deep,
120 m wide, and 90 m high.

Fig. 3 visually compares the predicted spray shapes with pho-
tographs from the experiments. In the experiments, the liquid
seemed to spread quite uniformly in all directions except directly
sideways. The final size (diameter) of the cloud was 60–80 m.

The spray pattern predicted by FDS was very similar to that
observed in the experiments. Water propagated fairly uniformly
in all directions except parallel to the ground. This was by design
because a gap corresponding to the wings was left in the droplet
insertion pattern. Later in the simulation, the spray front started
to develop ‘‘fingers”, where parts of the spray propagated faster
than the rest of the spray. The resulting spray shape closely resem-
bled the experimentally observed spray shape. The final size of the
droplet cloud in the simulations was comparable to the experi-
mentally observed value.

The composition of the spray can not be determined from the
photographs. It is likely that at least part of the visible spray is
made up of dust and parts of the impacting plane. Small dust par-
ticles behave in a similar manner to the fine water mist particles.
Therefore, the overall spray dynamics should be similar to water
sprays.

4.2. Impact experiments with liquid-filled missiles

This section presents the validation of the spray boundary con-
dition and droplet transport models against experimental data. The
IMPACT experiments were a series of experiments with liquid-
filled missiles that were carried out at the VTT Technical Research
Centre of Finland, where stainless steel fluid-filled missiles were
shot against a steel force plate with three impact velocities: 100,
125, and 137 m/s (Hostikka et al., 2015).

Two missiles with different wall thickness (1.5 and 2.0 mm)
were used for each velocity. The amount of water inside the missile
was 37 L in all tests. The distance and velocity of the water front
was measured by using high-speed video images. The droplet size,
velocity, and mass flux were measured by using ultrahigh-speed
cameras with special optics to detect droplets as small as 10 lm.

Fig. 4 shows the domain used to simulate the IMPACT experi-
ments. The initial speed was taken as 1.8 times the impact velocity.
The droplet insertion time tinsert was calculated from the impact
velocity assuming linear deceleration of the missile. There was
no gap for wings in the droplet insertion pattern (see Fig. 1). The
number of tracked parcels in the computation was adjusted so thatFig. 2. Mean diameters for water and jet fuel sprays (Eq. (24)).

Table 1
Properties of water and jet fuel used for droplet size scaling with Eq. (24).

Water Jet fuel

rd 10
�3 N/m 73 27

ld 10
�3 Ns/m2 1.04 2.00

q kg/m3 1000 816
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1,000,000 particles were inserted during the spray insertion.
Table 2 lists the parameters of the simulated experiments.

Fig. 5 visually compares the simulated and observed spray
shapes for test SFP5. This test was selected for comparison because
of the relatively uniform spray pattern. The uniformity of the spray
pattern indicated that the effect of the missile deformation on the
spray propagation was small. The first row shows the comparison
at t = 10 ms after impact. In the simulation the spray front was
smooth in all directions, while in the experiments the spray had
a serrated edge.

The differences between the simulation and experiment can be
partly explained by the details of the impact. In the experiments,
the water was pushed out through the deformed nose of the mis-
sile. The resulting liquid sheet was not perfectly uniform in shape.
Furthermore, this liquid sheet may have exhibited fingering and
jetting behavior before it underwent breakup to form droplets.
The unevenness of the initial liquid sheet was reflected in the
shape of the resulting spray. The spray boundary condition used
in the simulations gave a uniform velocity and flux in all dimen-
sions. This resulted in a much smoother spray, especially in the
early stages.

The contours of the spray density in Fig. 5 show wavelike phe-
nomena, where a denser part of the spray moved faster than the
front edge of the spray. This behavior was also observed in the
experiments, where a second spray front overtook the first spray
front once the latter had slowed down. This can be observed as
the jump in the experimental spray front velocities in Fig. 6. The
last row of Fig. 5 shows the wave breaking up before it overtakes
the spray edge.

Fig. 6 compares the predicted liquid front speed with the exper-
imentally determined liquid front speeds. The radial position of the
water front in several spread directions were measured from the
still images taken with the high-speed videos. The water front
position was traced in nine different angular directions from the
point of impact. The uncertainty of the experimentally determined
spray front velocity was approximately ±25 m/s or less.

The velocities were nondimensionalized by the impact velocity
V	 ¼ V=Vimp. The shaded areas in the figures correspond to mini-
mum andmaximum velocities at a given time instant while includ-
ing experimental uncertainty (±25 m/s). The circles represent the
median velocity from all directions. The simulated velocity was
determined by differentiating the spray front position using central
differences. The spray front position in turn was defined as the
99th percentile distance of all droplets from the impact location.

The simulated and observed velocity curves were quite noisy.
For the simulated curve, this was caused by the method of deter-
mining the liquid front position as the 99th percentile of all droplet
distances. Because the sprays did not propagate completely uni-
formly in all directions the 99th percentile may correspond to dif-
ferent directions for each time step. The simulation model did not
reproduce the jump due to the wave phenomena, even though it
was observed in the density contours of the sprays (see Fig. 5).

Fig. 3. Visual comparison of the Sandia F-4 impact experiment with a simulation. Images from https://share.sandia.gov/news/resources/video-gallery/index.html#rocketsled
(accessed 12.03.15).

Fig. 4. Simulation domain for the IMPACT tests.

Table 2
Parameters for the simulations of the IMPACT experiments.

Exp. # uini (m/s) _m (l/min) tinsertðsÞ
SFP2 175 44,500 0.05
SFP3 127 29,600 0.05
SFP4 178 49,600 0.03
SFP5 179 49,500 0.03
SFP7 186 73,600 0.03
SFP8 179 74,500 0.03
SFP11 226 11,100 0.02
SFP12 220 11,100 0.02
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The predicted velocities were close to the median of the exper-
imentally observed velocities. Near the impact location (i.e., when t
was small), however, the propagation velocity tended to be overes-
timated, and the liquid speeds were in many cases close to the
maximum observed liquid front speeds. This behavior can be
explained by the effect of the missile fragments on the propagation
of the jets.

The spray propagation velocity was largest in the directions
where it was unimpeded by missile fragments. The spray boundary
condition does not account for missile fragments; therefore the
simulated liquid front propagation velocities were more closely
related to the maximum (unimpeded) liquid front velocities. The
effect of missile fragments was most pronounced in experiment
SFP8, where a large fragment of the missile impeded the sprays
in the direction of the liquid front measurements. In this test, the
resulting median liquid front velocities were significantly lower
than those predicted by the simulations.

In cases where the missile deformation had a smaller effect, the
predicted liquid front velocities fell within the scatter of the data.
In these cases, the liquid front velocities near the impact location
were close to the median velocity. This is expected because the ini-
tial velocity was based on linear fitting to the observed velocities.

Further away from the impact location (i.e., for large values of t),
entrainment into the individual jets causes the jets to spread and
merge with nearby jets. This smoothed the edge of the spray pattern
and consequently decreased the variability in propagation speed
between directions. Therefore, the good correspondence between
the simulation and the median velocities at later stages indicates
that the entrainment in the sprays was correctly predicted.

4.3. Fireball lifetimes and diameters

This section presents comparison of predicted fireball lifetimes
and diameters with empirical correlations. Makhviladze et al.

Fig. 5. Visual comparison of simulated and observed spray shapes in the SFP5 experiment at three time instants. Top row: t = 10 ms. Middle row: t = 15 ms. Bottom row:
t = 20 ms. The left column shows the contours of the spray density on the impact plane. The right column shows the frames from high-speed video of the experiment.
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(1998) used dimensional analysis to determine the relevant length
and time scales of fireballs:

L	 ¼ MDHc

q0cp;0T0

� �1
3

; U	 ¼
ffiffiffiffiffiffiffi
L	g

p
; t	 ¼

ffiffiffiffiffi
L	
g

s
ð25Þ

Here, the subscript 0 refers to the properties of air at ambient con-
ditions. The length scale L	 is close to experimentally determined
fireball diameters. Roper et al. (1991) determined an experimental
correlation for fireball lifetimes resulting from vertical fuel releases.

Makhviladze et al. (1998) formulated the correlation in terms of the
length and timescales in Eq. (25) as follows:

t	
tFB

¼ 0:22þ 0:01Fr
1
2; Fr ¼ Uini

U	

� �2

ð26Þ

Numerical simulations were performed in a domain of
4L	 � 4L	 � 8L	, and fuel was inserted in the time interval
tin ¼ 0:1tFB. The domain was discretized with 220� 220� 550 cells.
The droplet size followed the Rosin–Rammler–lognormal distribu-
tion (see McGrattan et al., 2013a) with a volumetric median diam-
eter of 83 lm and spread parameter c of 2.5. In numerical

Fig. 6. Comparison of predicted liquid front propagation velocities with experimental data. Experiment SFP2-12. Continuous line: simulation result. Open symbols: median of
experimental data. Shaded area: minimum and maximum of experimental data ±25 m/s.
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experiments with the droplet distribution determined in Section 3.2,
larger droplets were observed to rain out of the fireball before they
had time to evaporate. Here, by selecting a different distribution the
number of very large droplets was diminished and all droplets
evaporated within the fireball. The fuel insertion was modeled as
a vertical fuel spray with a spray angle of 15�. Nine simulations
were performed with fuel masses of 10, 1000, or 10,000 kg and ini-
tial velocities of 50, 200, or 400 m/s.

In their experimental study, Roper et al. (1991) determined the
end of the fireball lifetime as the moment when visible flames dis-
appeared, and the start time of the fireball burning was taken to be
the moment when half of the fuel mass was released. We defined
the end of the fireball lifetime as the time at which 95% of the fuel
is burned. The start of the fireball lifetime was taken as 1

2 tin.
Fig. 7 compares the simulation results with Eq. (26). Overall, the

simulated results showed good agreement with Eq. (26). The pre-
dicted fireball lifetimes were within 15% of the values predicted
by Eq. (26). Despite the low-Mach number limitation of FDS, there
were no significant deviations from the general trend, even for
cases where the droplets were inserted at 400 m/s.

Fig. 8 shows the contours of the gas temperature at the mid-
plane of a fireball. The contours are shown at the time instants
t=tFB = 0.3, 0.6, and 0.9 and for an initial velocity Uini = 200 m/s.
Fig. 8a shows the results for the case with M = 10,000 kg, and
Fig. 8b shows the results for the case with M = 10 kg. At the early
stages of the fireball development, the hot gas cloud was still
shaped like a jet. At about half of its lifetime, the fuel jet deceler-
ated, and its movement was now controlled by buoyancy. In the
final stages, the cloud rolled up in a vortex. The vortex roll up
started earlier for the M = 10,000 kg case owing to the lower
Froude number. If the 1000 �C contour is taken as the fireball edge,
the maximum fireball diameter can be visually approximated from
Fig. 8 to be DFB 
 1:2L	 
 5:86M0:33. Experimental correlations for
the diameters of fireballs from flammable liquids range from
5:8M0:33 to 6:3M0:33 (Abbasi and Abbasi, 2007).

The grid resolution is an important parameter for CFD simula-
tions. For buoyancy-dominated flows, a useful length scale is the
characteristic fire diameter McGrattan et al. (2013c):

D	 ¼
_Q

q0 cp T0
ffiffiffi
g

p
 !2

5

ð27Þ

The quantity _Q is the total heat release rate of the fire. By using
Eq. (26), we can estimate the average heat release rate in a fireball.
We can then use the ratio of D	 to grid resolution dx to compare

grid resolutions. For the simulations presented in this paper,
D	
dx P 15. This grid size has been found adequate for a wide range
of validation cases (McGrattan et al., 2013b).

The fireballs resulting from airplane impacts have fairly low
Froude numbers because of the large amount of fuel involved.
Therefore, using D	

dx as a grid size metric is warranted. Because of
the vertical orientation of the spray and chosen particle size distri-
bution, the fireball burning times are not very sensitive to the
details of the spray insertion method. This is in line with the exper-
imental results of Roper et al. (1991).

4.4. Effect of the impact height and droplet size on the pooling fraction

An important aspect of the fires resulting from an aircraft
impact is the fraction of fuel that does not burn in the initial fire-
ball. We call this quantity the pooling fraction. The specific amount
of remaining fuel depends on both the droplet size and impact
height. The closer the impact location is to the ground, the larger
the pooling fraction. Because smaller droplets evaporate faster
than larger droplets, a lower average droplet diameter results in
smaller pooling fractions.

A number of numerical experiments was run in order to quan-
tify the effect of impact height and droplet size on the pooling frac-
tion. The simulation domain consisted of a rectangular building
40 m wide and 50 m high. The impact location was varied on the
building. The domain and impact locations are shown in Fig. 9.
10,000 kg of fuel was released in 0.1 s. Grid resolution was 1.0 m.

The bottom graph in Fig. 10 shows the pooling fraction as a
function of the impact height for the droplet distribution with
dm ¼ 80 lm. As the impact location moves closer to the ground,
the fraction of fuel left unburnt increases significantly. At a height
of 5 m, the pooling fraction is almost 30%. For an impact height of
20 m, the pooling fraction is practically zero.

The median volumetric diameter has a more modest effect. For
an impact height of 10 m, the pooling fraction varies between 11%
and 18% for median diameters in the range of 40 lm to 180 lm.
The growth of the pooling fraction tapers off at just below 20%.

5. Simulation of a plane impact on a nuclear island

5.1. Overview

We studied the physical extent of the flames and smoke gener-
ated by the combustion of jet fuel from the impact of a commercial
aircraft on an NPP reactor building. The goal was to investigate
how far from the impact point the flames can reach to cause a pos-
sible threat to components of the plant.

The simulation model of the NPP included the reactor building
(cylindrical shape with a diameter of 56 m), four auxiliary build-
ings attached to the reactor building, part of the diesel building,
and part of the turbine hall (see Fig. 11). The computational
domain had dimensions of a 135 m length, 120 m width, and
72 m height. All of the domain boundaries except the bottom
boundary were open for flow. Two of the auxiliary buildings—the
one next to the turbine hall and the other directly opposite—were
25 m tall. The other two auxiliary buildings were 20 m tall. The
heights of the diesel building and turbine hall were 15 and 35 m,
respectively. The spatial resolution of the CFD solver was 1.0 m.

The impact scenario was the horizontal impact of a commercial
aircraft at a speed of 125 m/s in the direction normal to the reactor
building wall. The impact height was 35 m from the ground and
approximately 10 m from the roof of the auxiliary building. Five
different impact positions were considered, as shown in Fig. 11a.
Fig. 11b shows the six measurement locations.

Fig. 7. Comparison of predicted fireball lifetimes with Eq. (26). The black dots show
the simulation results. The dashed lines show ±15% deviation from exact
correspondence.
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The effect of wind was investigated by assuming either 10 m/s
wind speed or no wind. Eight possible wind directions were con-
sidered. These directions are shown in Fig. 11c. The wind velocity
field was realized by a simple form of data assimilation of forcing
the mean velocity inside the domain to a desired value. A total of
45 simulations were run.

The amount of jet fuel was assumed to be 10 metric tons, which
corresponds roughly to the fuel contained in the tanks of one wing
of a midsize commercial aircraft (Airbus A320). The fuel in the

other wing and fuselage tanks was assumed to not contribute to
the splash. The fuel was released at a distance of 3.0 m from the
impact center with a speed of 250 m/s at an angle reaching from
the wall tangent and following the empirical pattern observed in
the Sandia Phantom F-4 experiment (see Section 4.1). The same
lognormal droplet size distribution as that in the simulations of
the Sandia experiments was used.

Four different quantities were monitored from the simulation
results at six locations denoted as A–F (see Fig. 11). Locations A–

Fig. 8. Instantaneous temperature contours for fireballs with Uini = 200 m/s at time instants t=tFB = 0.3,0.6,0.9. Top: M = 10,000 kg. Bottom: M = 10 kg.
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D were placed 3 m above the roof of the corresponding auxiliary
building and 3 m from the reactor building wall. Location E was
located close to the diesel building at a height of 10 m from the
ground. Location F was between the first auxiliary building and
turbine hall at a height of 20 m from ground level.

The quantities of interest were the gas temperature, gas veloc-
ity, and fuel gas volume fraction. In addition, the amount of fuel
deposited on the reactor building was also recorded. The maxi-
mum observed value of each monitored quantity over the entire
simulation was recorded for each measurement location. This
observed value was then used to indicate if the conditions at the

measurement point can be considered hazardous. Table 3 lists
the quantities and their limit values.

5.2. Results

Fig. 12 qualitatively compares the flame and smoke spread pat-
terns for the case with the impact position I1 and wind directions
W1 and W5. At 0.5 s from the impact, the flame shape was still
dominated by the spray pattern. One second after impact, the wind
started to bend the flame to the downwind direction, which signif-
icantly affected the portion of the plant geometry that was
engulfed in flames. About 4 s after impact, the flame developed
to the lift-up phase, and the wind effect was mainly limited to
the extent of the smoke spreading. Later, the flames were only vis-
ible above the pool fire that formed below the impact position, and
their movement was mainly dominated by the large-scale turbu-
lence. Smoke spreading is strongly influenced by the wind. The
horizontal distance of the flame influence was estimated to be less
than 50 m.

From a risk perspective, we are interested in the likelihood of
seeing threatening conditions at any of the measurement locations.
The impact location, wind direction, and measurement location
were treated as random variables. The measurement locations
were further divided into those around the dome (locations A–D)
and those between the buildings. For these two groups, we deter-
mined the complementary cumulative distribution function

FðtÞ ¼ PðT > tÞ ¼ 1� FðtÞ ð28Þ
This gives the probability that a random variable takes on values
larger than t. The cumulative distribution function FðtÞ is approxi-
mated by the empirical cumulative distribution function

bFðxÞ ¼ 1
N

XN
i¼1

Iðxi; xÞ; Iðxi; xÞ ¼
1 if xi 6 x

0 otherwise

�
: ð29Þ

Here, N is the number of observations in the sample, and xi are
the observations.

Fig. 13 shows the complementary cumulative distribution func-
tions for each monitored quantity. The x-axis shows the range of
observed values, and for each x-axis value the curves show the
probability of seeing larger values.

The distributions of the monitored quantities had similar
shapes for monitoring locations around the dome and between
the reactor building and auxiliary buildings. At every measurement
location, the most likely result was that the conditions did not
appreciably differ from the ambient.

The highest temperatures were observed at locations around
the dome. Here, temperatures exceeding 1200 �C were observed
in approximately 20% of the cases. The maximum temperatures
between the buildings were not as high. However, temperatures
exceeding 600 �C were observed in 40% of the cases. Because the
impact locations were around the dome, it is natural that the high-
est temperatures were observed around the dome.

The largest fuel gas volume fractions were observed around the
dome. This is expected because these measurement locations were
closest to the impact location. The majority of the unburnt fuel also
accumulated around the dome.

The maximum velocity observed was 0.47 Mach. Velocities
exceeding 40 m/s were observed in less than 20% of the cases.
The gas velocities tended to be slightly faster between the build-
ings. The tails of the distribution were similar for locations around
the dome and between buildings. For low velocities, the peaks
were higher between the buildings.

Overall, threatening conditions were observed in less than 20%
of the cases. In other words, for a randomly selected measurement
location and randomly selected impact location, the probability of

Fig. 9. Simulation model used for pooling fraction sensitivity analysis.

Fig. 10. Sensitivity of the pooling fraction to the impact height and droplet size.
Top: Pooling fraction for different volumetric median diameters dm and impact
height z = 10 m. Bottom: Pooling fraction as a function of the impact height for
dm = 80 lm.
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threatening conditions was less than 20%. These results indicate
that only the measurement locations closest to the impact are sig-
nificantly affected by the ensuing fireball.

The shortest times to reach the limit conditions for fuel concen-
tration and velocity were on the order of a few hundredths of a sec-
ond. For the temperature, the time was at least a few tenths of a
second. At the locations close to the reactor building, the limit con-
ditions were typically reached in less than 1 s. For location E, the
time to reach the critical temperature was about 1 s; for F, it was
about 2 s. These times only have meaning in the context of the cur-
rent study because they were strongly dependent on the distances
between the assumed impact and measurement locations.

Finally, Fig. 13 also shows the distribution of the pooling frac-
tion in the simulations. In all simulations, more than 10% of the
fuel collected on surfaces of the reactor building. In 40% of the sim-
ulated scenarios, the amount of fuel burning on the surfaces was
more than 20%. The fuel accumulated on the roof near the impact
location and also on the reactor dome. Any fuel deposited on the
dome was assumed to eventually flow down to the roof.

6. Discussion

The results of the full-scale simulation exercise indicated that
direct contact with the flame was limited to a region of the build-

ing complex that clearly covered less than half of the reactor build-
ing perimeter. Flames lasting longer than about one second were
observed in a sector that reached 45� - 90� in both directions from
the direction of the incoming aircraft. If the impact direction is
treated as a random parameter, the probability of any individual
target at the height of the roofs of the auxiliary buildings and close
to the reactor building to become engulfed by flames is between
25% and 50%. For objects placed at two opposite sides of the reactor
building, physical separation is clearly realized. These conclusions
are summarized in Fig. 14, which shows the likely and possible
regions of flame contact for one of the impact positions. The
regions of thermal radiation and smoke influence can be larger.
Overall, a significant fraction of the fuel involved will not burn in
the initial fireball. Therefore, this aspect of the aircraft crash sce-
nario should not be ignored.

As discussed in Section 4.4, the amount and distribution of fuel
that accumulates on the surfaces strongly depends on the geome-
try of the problem and details of the droplet size. On the other
hand, the development of the fireball itself is relatively insensitive
to the details of the fuel injection. In their numerical experiments,
Makhviladze et al. (1999) found that two-phase fireballs behave
independent of the droplet size when the fuel mass is large
enough. Roper et al. (1991) found that the fireball lifetime is insen-
sitive to the geometry of the fuel injection. In both cases, very vola-
tile liquids were discharged vertically away from surfaces. In such
a configuration, the lifetime of a droplet is much shorter than the
fireball lifetime. When sprays are oriented towards buildings or
the ground, droplets may not have time to evaporate before they
hit the ground or walls.

Based on the above, we can conclude that accurately modeling
the fuel sprays is crucial for predicting the pooling fraction. FDS has
previously been used for simulating high-speed two-phase flows in

Fig. 11. Simulation model of the nuclear island: (a) impact locations. (b) measurement locations (c) wind directions.

Table 3
List of monitored quantities and limit values that indicate dangerous conditions.

Observed quantity Limiting value

Gas temperature (T) 700 �C for ‘‘flame” conditions
200 �C for ‘‘smoke” conditions

Fuel gas volume fraction (Xf) 1% vol.
Gas velocity (V) 40 m/s
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Fig. 12. Qualitative comparison of the flame and smoke spread patterns at 0.5, 2.0 and 4.0 and 10.0 s after impact. Left column: wind direction W1. Right column: wind
direction W5. Impact location I1.
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the context of high-pressure water mist systems (Vaari et al., 2012;
Sikanen et al., 2013). For these sprays FDS predictions of spray
structure and entrainment were found to be in reasonable agree-
ment with experimental data. Droplet velocities in the water mist
cases ranged from 95 to 132 m/s.

In this study, the FDS spray model found to predict the spray
front propagation data from the IMPACT experiments with reason-
able accuracy. A comparison with the SANDIA experiments also

showed that the spray behavior was qualitatively correct at a large
scale.

Authors are not aware of any validation work involving the
high-speed reacting sprays such as considered in this study. Burn-
ing times of the vertical releases predicted by FDS where in satis-
factory agreement with the empirical correlation of Roper et al.
(1991). However, fireball lifetimes are typically much longer than
the time needed to evaporate all droplets. Therefore, further vali-
dation work is needed for the droplet evaporation rate because this
may significantly affect the pooling fraction predictions.

In the present study, we assumed that the liquid is ejected at 1.8
times the impact velocity. The assumed impact velocities were
similar in magnitude to those observed in the IMPACT experi-
ments. Aircraft can fly at higher speeds than the low speeds consid-
ered in this study and, depending on the assumed impact velocity,
the initial velocities given to the droplets may approach or even
exceed the speed of sound. This increases the uncertainty in two
ways. First, the relation of the initial velocity as a function of the
impact velocity is based on experimental data where droplet veloc-
ities were clearly subsonic. The drag on a body moving at super-
sonic speeds is significantly greater than that in the subsonic
case. Therefore, it is not certain if the relationship between the
impact velocity and initial velocity holds at these high impact
velocities. For example, in the SANDIA Phantom experiments, the
impact velocity was 215 m/s, but the initial velocity of the spray
was less than 1.5 times the impact velocity. The second issue is
that the present model for the dispersed phase does not include
the effects of supersonic velocities.

Fig. 13. Complementary cumulative distribution functions for peak values of the temperature, fuel mass fraction, gas velocity and pooling fraction. Continuous lines:
Locations A–D, conditions around the dome. Dashed lines: Locations E–F, conditions between the reactor building and auxiliary buildings. The pooling fraction includes fuel
deposited on all surfaces.

Fig. 14. Possible and likely regions of aircraft impact flame contact around the NPP
reactor building in the case of a horizontal impact at a height of 35 m and releasing
10 t of fuel.
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The hydrodynamic model of FDS is based on the assumption of
a low Mach number. The fast gas phase velocities resulting from
supersonic speeds could result in large errors in the gas phase
solution. The error induced by the incompressibility assumption
scales with the square of the Mach number. The commonly used
limit for validity of Ma = 0.3 then implies a 10% error level. Faster
gas velocities lead to larger errors but should stay bounded until
shockwaves are formed at near-supersonic speeds. In all simula-
tions presented here, the maximum gas phase velocity was
clearly subsonic. The largest Mach number encountered was
Ma = 0.6.

Milton and Pianthong (2005) compared the predictions of sub-
sonic empirical formulas for the velocity decay and penetration
distance of conical liquid jets against the experimental measure-
ments of supersonic (Ma = 5.3) water and diesel jets. They con-
cluded that the use of sub-sonic formula leads to overestimation
of the velocity decay and underestimation of the jet penetration
distance, with errors being in the range 20–30%. Although the
velocity decay profiles of the conical super-sonic jets of Milton
and Pianthong (2005) are much steeper than those in Fig. 6, we
can assume that the compressibility effects in our fuel splash jets
with Ma = 1 are at most equally significant as in their study. More
experiments with higher impact velocities would be needed to
confirm the assumed droplet velocities and sizes in cases where
the liquid speed approaches Ma = 1.

The region of maximum velocity is also limited in both space
and time. Generally, large velocities are observed early in the sim-
ulation and near the droplet insertion location. In this region, the
error from neglecting the impacting missile and its deformation
should dominate. This effect can be observed in the data from
the IMPACT experiments, where the deformation of the missile
had a significant effect on the spray propagation near the impact
location.

The model of liquid release after an aircraft impact presented
here is based on experiments made with liquid-filled missiles. In
airplanes, fuel is stored in several locations: mainly in the wings
but also in the hull of the airplane. This distribution of fuel may
result in a different pattern of dispersal from the one utilized in
this paper. The effect of the plane geometry on the resulting dro-
plet size is also unknown.

7. Conclusions

This paper presents a methodology for simulating the effects of
airplane impact on a nuclear island. In our method, the fuel release
is modeled as a spray boundary condition. This allows for predic-
tion of both the effects of the initial fireball as well as the pooling
fraction. All computations were done with the LES code FDS. Dro-
plet sizes and initial velocities of droplets were based on experi-
mental data from small scale experiments.

FDS predictions of spray cloud shapes were compared qualita-
tively with photographs from experiments. Quantitative compar-
isons experimental data and correlations showed that the model
can accurately predict the propagation velocities of unreacting
sprays as well as the lifetimes and diameters of fireballs. Further
validation work is needed for high-speed two-phase spray flames
because this study only considered non-reacting cases for valida-
tion. The uncertainty in predicting the evaporation rates of dro-
plets in reacting sprays mostly affects the pooling fraction
predictions.

Finally we presented results from simulations of airplane
impact on a nuclear island and a sensitivity study of impact
height and average droplet size. Based on the results of theses sim-
ulations presented in this paper we made the following
conclusions:

1. The simulated fireballs resulted in locally high temperatures,
velocities, and pressures but for only a short duration. In the
case of airplane impact on a nuclear island. physical separation
was realized for targets situated on opposite sides of the
building.

2. Up to 20% of the fuel involved in the crash accumulated on the
surfaces of the target building. The subsequent burning of this
fuel may then be a significant hazard to the safety of the NPP
and should not be ignored.

3. Droplet size and the geometry surrounding the impact location
has a significant effect on the pooling fraction. Lower impact
location and larger average droplet size lead to larger pooling
fractions.

Possible future research topics are the effect of the spatial fuel
distribution on the hazard posed to the NPP. Different plane config-
urations and fuel inlet geometries can also be investigated.
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a b s t r a c t

In this paper we present a computational fluid dynamics model for predicting the heat release rates of
liquid pool fires. The model makes use of the one-dimensional heat transfer solver to provide the liquid
surface boundary condition for the gas phase solver. The in-depth radiation transport is solved by a one-
dimensional radiation transport model together with effective absorption coefficients determined from
experimental data. The model accounts for the convective heat transfer in the liquid phase by modifying
the thermal conductivity. The model is implemented as a boundary condition in the fire dynamics si-
mulator (FDS). The model is validated by comparing experimental and predicted evaporation rates for
water and a range of hydrocarbon fuels. The sensitivity of the results to the modelling assumptions and
model input parameters is studied. The in-depth heat transfer appears to have a significant effect on the
fire dynamics, except for the peak burning rates, which depend most importantly on the gas phase
combustion.

& 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Pool fires are an important class of industrial fire hazards due
to the large amounts of flammable liquids present in most in-
dustrial facilities, and because the rapid development of the heat
release rate in such fires poses a challenge to the safety systems.
Pool fires have been studied for decades and these works have
been collected in several review articles [3,24,38]. The focus of the
research has usually been on the steady state behavior and max-
imum burning rates of pools of different sizes. The results from
such studies are often empirical correlations for the burning rate.
A recent example is the study by Ditch et al. [13] where the au-
thors correlated the mass burning rate with the fuel heat of gasi-
fication and smoke point.

Fire safety analyses are commonly performed using the com-
putational fluid dynamics (CFD) type of fire simulations. The most
important boundary condition for these simulations is the fire
source burning rate, or liquid evaporation rate in case of the pool
fires. While many of the analyses can be performed by prescribing
the pool burning rate using either experimental data or empirical
correlations as sources of information, there are situations where
the conditions of the fire scenario are so much different from any
experimental study that a reliable prediction of the pool burning

rate cannot be made in advance. Examples of such conditions are
the ambient temperature, radiation level, side wind and vitiation
of the atmosphere. On the other hand, the heat transfer within the
pool itself can be significantly different from the situation behind
the empirical conditions. Furthermore, the transient nature of the
analyses may require knowledge on the time-dependent burning
rate, not just the peak or steady state value. It is therefore neces-
sary to develop sub-models for the CFD fire models that can pre-
dict the pool fire dynamics and burning rate during the simulation.

Predictive CFD simulation of the pool burning rate were pre-
viously performed by Hostikka et al. [22]. In their model, the liquid
evaporation rate was calculated iteratively over the course of the
simulation to maintain an equilibrium fuel vapor pressure in the
first gas-phase cell above the liquid boundary. The heat transfer
inside the liquid layer was calculated using a one-dimensional
heat conduction solver. In the results, only the steady state burn-
ing rate value was observed paying no attention to the temporal
development. The main weakness of this kind of evaporation
model is that the realized vapor concentration is highly sensitive
to the spatial resolution. Suard et al. [40] used a more robust
methodology by relating the total pool burning rate to the pool
size and local oxygen concentration according to the empirical
correlations. Three experiments with hydrogenated tetra-
propylene fuel in a mechanically ventilated compartment were
used to validate the model.

The main heat transfer mechanisms in a burning liquid pool are
illustrated in Fig. 1. The heat from the flame is transported to the
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liquid by thermal radiation and convection. Heat conduction takes
place between the vessel and the liquid. The size of the pool dic-
tates which mode of heat transfer dominates, although the type of
fuel also plays a role [3,38]. For very small pool diameters, the
conduction through the vessel walls dominates the heat transfer.
For slightly larger pool fires, convective transport is the most im-
portant mode, and for the large pool fires, the radiative transport
dominates. The exact diameters where these transitions between
dominant heat transfer mechanisms occur are fuel dependent.

Studies have also been conducted to determine the spectra of
emitted radiation [42] and to characterize the radiation absorption
by gases within the flame [51]. The question of heat transport
within the fuel has received less attention. In the liquid phase, the
dominant modes of transport are convection (liquid movement)
and radiation. The convection can be driven by heat transfer from
the walls, unsteady burning rate, uneven surface temperature and
buoyancy. Higuera [20] explored numerically the situation of a
liquid layer with a cold bottom plate heated nonuniformly from
above. For liquids with Prandtl numbers near unity, both ther-
mocapillary and buoyant flows were induced.

Very little experimental data exists on the importance of liquid
side convection in determining the burning rates of pool fires. In
fact, steps are sometimes taken in order to minimize both con-
vection and in-depth radiation absorption. For example, Ditch
et al. [13] and Suo-anttila [41] used glass beads in the fuel bed in
order to minimize in depth radiation absorption and convection.
Suo-anttila and Blanchat [41] also investigated the effect of con-
vection by removing the glass from the pools. They found that
convection and in-depth radiation absorption had a small effect on
the steady state burning rate. Vali et al. [50] found that there is a
near constant temperature region directly below the surface of a
pool fire. In this region, the heat transfer was found to be domi-
nated by convection driven by heated pool walls. In another study,
Vali et al. [49] noted that varying the temperature of the pool
boundary had an effect on burning rate. The importance of the
initial temperature of the liquid fuel on pool fire dynamics has
been previously noted by Hayasaka et al. [18] and investigated
more thoroughly by Chen et al. [11], who recorded the tempera-
ture gradient within the fuel. They found that the initial tem-
perature did affect the temporal development of the burning rate
but did not significantly affect the steady state burning rate.

To investigate the heat transfer within the liquid, we must also
consider the depth over which the radiation reaching the liquid
surface is absorbed. Depending on the fuel, the thickness of ab-
sorption can vary significantly, which has a great influence on how
the radiation should be taken into account in numerical modelling.
In fuels which are optically very thick in the infrared region, the
thermal radiation is absorbed within a very thin layer on the
surface, and the radiation can be taken into account as a boundary
condition of the liquid's internal heat transfer problem. If the li-
quid is not optically thick the in-depth absorption must be taken
into account as an internal source term of the heat conduction/

convection problem. Additionally, the re-radiation of the fuel and
vessel must be taken into account to ensure the conservation of
energy in case of optically thin fuels and high temperatures. The
in-depth absorption by semi-transparent fuels has been studied
for PMMA [39], polymer films [48] and liquid pool fires [42]. Most
of the research related to the in-depth radiation absorption in li-
quids considers the boil-over of liquid pool fires on water [9]. The
effect of in-depth radiation absorption on evaporation of fuel
droplets has also received some attention [36].

The objectives of the present study are to improve the previous
model [22] by replacing the equilibrium-based vaporization model
with an engineering mass transfer expression, to find an appro-
priate technique for the specification of the liquid phase radiation
absorption coefficients, to investigate the relative importance of
the internal convection to the pool burning rate dynamics, and to
validate the proposed modelling approach using experimental
results for different fuels.

2. Mathematical models

In this section we describe the mathematical model of liquid
under consideration.

2.1. Gas phase model

The liquid model is included as a boundary condition in the
CFD software Fire Dynamics Simulator [31,28,27]. FDS is a large
Eddy simulation (LES) code that solves a form of the Naiver–Stokes
equations appropriate for low-speed, thermally driven flow with
an emphasis on smoke and heat transport from fires. The gov-
erning equations of for momentum transport are discretized by
second-order central finite differences on a cartesian staggered
grid. A two stage explicit Runge–Kutta method is used for time-
stepping. In the present paper, gas phase combustion is treated by
the single step, mixing-controlled chemical reaction scheme using
three lumped species. These lumped species are air, fuel, and
products. Radiative heat transfer is included in the model via the
solution of the radiation transport equation (RTE) for a gray gas. In
the gas phase, the RTE is solved using the finite volume method
radiation. The absorption coefficients of the gas–soot mixtures are
computed using the RadCal narrow-band model [17].

The gas-phase model has been validated for a wide range of fire
scenarios that are relevant to the current investigation [32]. Since
the evaporation in a pool fire is driven by the heat feedback from
the flames, the accuracy of the heat flux predictions will propagate
directly to the evaporation rate predictions. The uncertainties in
the predictions can be summarized with two parameters: the bias
δ and standard deviation s. Given a model prediction M, the true
value y is assumed to be normally distributed as σ∼ ( ( ) )

δ δ
y N ,M M2 2 .

Predicted heat fluxes outside diffusion flames have bias of 0.97
and standard deviation 0.27. Heatfluxes resulting from flame im-
pingement are predicted with standard deviation 0.37 and bias
0.93. These numbers imply that heat fluxes tend to be under
predicted and that the 68% confidence interval for the predictions
is 7 30%. Additionally, simulations of experiments by [43] have
shown that the vertical distribution of heat release rate ap-
proaches experimentally determined values as the grid is refined.
The results in this paper have been calculated with FDS version
6.2.0.

2.2. Liquid evaporation model

The rate at which liquid fuel evaporates when burning is a
function of the liquid temperature and the fuel vapor pressure
above the pool surface. According to the Clausius–Clapeyron

Fig. 1. Heat transfer mechanisms in pool fires.
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relation, the volume fraction of the fuel vapor above the surface in
an equilibrium state is a function of the liquid surface temperature
( )T t0,s and boiling temperature Tb
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where hv is the heat of vaporization and WF is the molecular
weight of the fuel gas [35]. The local evaporation rate of the fuel at
time t is governed by Stefan diffusion [45]:
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where hm is the mass transfer coefficient and pm is the pressure. Tg
and X gF, are the gas temperature and the fuel vapor volume frac-
tion. In the CFD model, they are given the values in the first grid
cell adjacent to the pool surface.

The length scale L is the length scale of the pool surface, and is
the same length scale used for the convective heat transfer cal-
culation. According to the classical boundary layer flow theories,
the most appropriate value for L would be the distance from the
leading edge of the surface, which in our case could correspond to
the pool edge. Unfortunately, global quantities like ‘distance from
an edge’ are generally not defined in the CFD solvers where all the
calculations should be based on the solved variables within a finite
neighborhood of discrete locations. Therefore, the length scale L is
treated as a model parameter rather than a true geometrical
variable.

The evaporation mass flux is seen to be a logarithmic function
of the current and ideal vapor pressures. The condensation of fuel
is not considered in the current model, and therefore the mass flux
is bounded by zero from below in the region >X Xg lF, F, .

The Sherwood, Schmidt and Reynolds numbers are given by
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The Reynolds number is also calculated based on the conditions in
the cell adjacent to the surface. Note that the Reynolds number is
bounded from below by the critical Reynolds number for flat plate
flow ( = ·Re 5 105). This implies that the boundary layer is assumed
to be turbulent. Additionally the lower bound ensures a non-zero
mass flux from liquid fuels and thus circumvents the need to
model the ignition process when the evaporation mass flux starts
to increase from zero. The Reynolds number varies over time
through the gas speed dependence, and so do the Sherwood and
mass transfer numbers.

The mass transfer calculation in Eq. (2) assumes that the eva-
poration rate is determined by diffusion of fuel vapors through a
stagnant film of thickness δ. This film thickness is unknown and is
therefore computed from a mass transfer correlation

δ
= = ( )

ℓ ℓh
D D

L
Sh

4m
,g ,g

Decreasing the Reynolds number implies an increasing film
thickness. The gas phase fuel vapor volume fraction X gF, is again

evaluated at the adjacent grid cell center. The Reynolds number
must be high enough for the stagnant film thickness implied in Eq.
(2) to be entirely contained within the first grid cell. Since the
Sherwood number correlation used here is only valid for a tur-
bulent boundary layer, it is natural to use the critical Reynolds
number as a lower bound. Note that in laminar conditions, this
results in significant overprediction of mass transfer coefficient.

An important assumption of the evaporation model is that Eq.
(2) can be applied on cell-by-cell basis, not as a global dependence
for the entire pool surface. This is the essential difference between
the current evaporation model and that of Suard et al. [40]. The
evaporation model described here also assumes that evaporation
only takes place on the surface of the liquid. This assumption may
be invalid if the liquid is boiling. Boiling also enhances the con-
vective mixing within the liquid. Modeling of the heat transfer
within the liquid phase is described next.

2.3. Heat transfer within the fuel

For simplicity, we treat the liquid fuel itself like a thermally
thick solid for the purpose of computing the heat conduction.
There is no explicit computation of the internal liquid convection
within the pool. The one-dimensional heat conduction equation
for liquid temperature ( )T x t,s is applied in the direction x pointing
into the liquid (the point x¼0 represents the surface)
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Material properties k, ρ and c are thermal conductivity, density
and specific heat, respectively. Table 1 lists the properties of fuels
used in this study. The evaporation is assumed to take place on the
surface and no other reactions are taking place within the liquid
phase. The radiative exchange term, ̇‴qr , is explained in detail in
Section 2.4.

The thermal boundary condition on the top surface of the liquid
is:

− ∂
∂
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T
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where ̇″qc is the convective heat flux and ̇″qr is the net radiative heat
flux. In case of in-depth radiation, the surface radiation term, ̇″qr , is
set to 0.

The convective heat transfer coefficient, h, is based on a com-
bination of natural and forced convection correlations:

⎡
⎣⎢

⎤
⎦⎥

̇″ = ( − )

= | − | ( )
( )

q h T T

h C T T
k
L

W/m ;

max , Nu W/ m K
7

c g w
2

g w
1/3 2

where C is a empirical coefficient for natural convection (1.52 for a
horizontal plate) [21], L is a characteristic length related to the size
of the physical obstruction, and k is the thermal conductivity of
the gas. The Nusselt number (Nu) is calculated from [21,23]

Table 1
Liquid fuel properties.

Fuel ρ, kg/m3 [2] cp, kJ/(kg K) [14] k, W/(m K) [19] Δhv , kJ/kg [16] Δhc, kJ/kg see text χr [46] yCO, g/g [46] ys, g/g [46] Tb, °C [10]

Acetone 791 2.13 0.20 501 28,555 0.27 0.003 0.014 56.3
Benzene 874 1.74 0.14 393 33,823 0.60 0.067 0.181 80.3
Butane 573 2.28 0.12 385 44,680 0.31 0.007 0.029 0
Ethanol 794 2.44 0.17 837 27,474 0.25 0.001 0.008 78.5
Heptane 675 2.24 0.14 317 43,580 0.33 0.010 0.037 98.5
Methanol 796 2.48 0.20 1099 20,934 0.16 0.001 0.001 64.8
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Depending on the scenario, the bottom of the liquid layer can
be modelled as a thermal boundary condition (either adiabatic or
natural convection and radiation) or as another layer of con-
densed-phase material.

2.4. In-depth radiation heat transfer

A “two-flux” model based on the Schuster–Schwarzschild ap-
proximation [37] is here used to solve the transport of radiation
heat inside the liquid layer. It assumes that the radiative intensity
is constant inside the “forward” and “backward” hemispheres. The
transport equation for the intensity in the “forward” direction is

( )κ( ) = ( ) − ( ) ( )
+

+dI x
dx

I x I x
1
2 9s b

where x is the distance from the material surface, κs is the ap-
propriate mean absorption coefficient and Ib is the emission source
term σ π( ) = ( )I x T x /b

4 . A corresponding formula can be given for
the “backward” direction. Multiplying Eq. (9) by π gives us an
equation for the “forward” radiative heat flux

( )κ σ
̇ ( )

= ( ) − ̇ ( ) ( )
+

+dq x
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r
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4
r

The radiative source term in the heat conduction equation (5) is
the sum of the “forward” and “backward” flux gradients

̇‴( ) =
̇ ( )

+
̇ ( )

( )
+ −

q x
dq x

dx

dq x

dx 11r
r r

The boundary condition for Eq. (10) at the liquid surface is given
by

̇ ( ) = ϵ ̇ + ( − ϵ) ̇ ( ) ( )+ −q q q0 1 0 12inr r, r

where ϵ is the surface emissivity, ̇q inr, is the incident radiative heat
flux from the gas phase and ̇ ( )−q 0r is the “backward” radiative heat
flux from the liquid phase at the surface. In this formulation, the
surface emissivity (or reflectivity) and the internal absorption
coefficient are treated as independent properties. Emissivity is
assumed to be 1 for all cases.

2.5. Absorption coefficients of liquids

Most liquids are highly selective absorbers, absorbing in-
tensively in some wavelength regions while being transparent in
others. The available liquid absorption coefficient data in the open
literature, such as the Coblentz Society data found on the NIST
Chemistry WebBook [33], are sometimes limited to wavelengths
from approximately μ2.0 m upwards. This reduces the usability of
the data in fire safety applications because roughly 20% of the
radiation energy in large hydrocarbon flames is on the wave-
lengths shorter than μ2.5 m. Absorption spectra that begin from
μ1 m have been published for some liquids, including toluene

[5,4,4], methanol [8], benzene [6] and water [7]. Furthermore, Ref.
[42] includes spectrally resolved transmission spectra of ethanol,
heptane, JP-8, and an ethanol–toluene blend. Complex refractive
index spectra for a few diesel fuels and heptane were reported in
Ref. [15].

Table 2 gives an overview of the absorption coefficient data
used in this study. The spectral absorption coefficient is calculated
from the imaginary part of the complex refractive index kr as

κ π λ= ( )λ k4 / 13r

except for Ethanol, for which the absorption coefficient is

determined from Beer's law: κ λ= ( ( ) ( ))λ λI x I xlog / 0 / . Here x is the
path length of radiation. Fig. 2 shows corresponding absorption
coefficient spectra in the wavelength range – μ1 10 m.

Trying to capture the wavelength dependence of in-depth ab-
sorption would be computationally too expensive and unjustified
because the gas-phase radiation calculation in fire safety en-
gineering applications usually assumes gray medium. Therefore,
we need to calculate a mean absorption coefficient for each of the
liquids. A number of different mean absorption coefficients have
been defined in the literature but it is unclear which of the pos-
sible definitions best applies to the current situation. In this work,
we want to find a mean absorption coefficient that produces an
accurate prediction of the total radiative heat transport within a
finite layer of liquid. For the assessment of the accuracy, we use
the exact solution for the radiative flux to positive direction at
distance x within a non-scattering plane layer [37]

∫τ τ τ̇ ( ) = ( ) ( ) + ( ( )) ( ′) ′ ( )λ λ λ
+

∞
∞

q x E T E E T x E d2 2 14ex b b, , 3 ,
0

2

where τ κ= x is the optical thickness, ∞T and T(x) are the tem-
peratures of the external source (flame) and liquid, and τ( )En are
the exponential integral functions of order n. ( )λE Tb, is the black-
body emissive power at wavelength λ

⎡⎣ ⎤⎦
π
λ λ

( ) =
− ( )

λE T
hc

hc k T
2 1

exp / 1 15
b

B
,

2

5

where h, kB and c are the Planck constant, Boltzman constant and
the speed of light respectively. The procedure for estimating the
mean absorption coefficients was:

1. Start with spectrally resolved absorption coefficients κλ for a
liquid.

2. Assume the source temperature of the incoming radiation and
calculate the incoming spectrum ( )λ ∞E Tb, using Eq. (15). In this
paper we assume =∞T 1450 K for sooting fuels. For ethanol and
methanol, the measured incoming radiation spectrum of 2 m
ethanol pool fire is used [42].

3. Calculate the exact integrated radiative flux at distance x of the
liquid using line by line integration of Eq. (14)

∫ τ λ̇ ( ) = ̇ ( ) ( )λ
+

∞
+q x q d 16ex ex0 ,

The spectral dependendence of κλ is now introduced through τ
and weighting factor ( )λ ∞E Tb, .

4. Find a value for the mean absorption coefficient κS that mini-
mizes the error between the radiative flux obtained from so-
lution of Eq. (10) and the flux calculated from Eq. (16).

The algorithm above requires two choices: first is the choice of
characteristic flame temperature ∞T serving a basis for wavelength
weighting. The second choice is the metric of calculating the error
between the line-by-line and two-flux solutions. Two alternative
metrics were investigated: the first one tries to produce an accu-
rate flux at the bottom of the liquid layer ( =x Lx), thus giving a

Table 2
Overview of absorption coefficient data.

Liquid Wavelength range (μm) Format Ref.

Ethanol 1.5–5 Transmission [42]
Heptane 0.2–10 Complex refractive index [15]
Toluene 1.5–22 Complex refractive index [4]
Methanol 1.25–5000 Complex refractive index [8]
Water 0.66–10,000 Complex refractive index [7]
Benzene 1.6–869 Complex refractive index [6]
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good estimate for the amount of energy absorbed by the liquid.
The absorption coefficients corresponding to this criterion were
obtained as

⎡
⎣⎢

⎤
⎦⎥κ = ̇ ( )

̇ ( )
−

̇ ( )
̇ ( ) ( )

+

+

+

+
q L
q

q L

q
Method M1: arg min

0 0 17
x ex x

ex

The second, alternative criterion tries to reproduce the distribution
of radiant flux over the entire thickness of liquid layer. This choice
should provide more accurate distribution of temperature inside
the liquid but it may not conserve the energy as well as the first
criterion. The absorption coefficients corresponding to the second
criterion were obtained as
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Fig. 2. Absorption coefficient spectra for liquids considered in this study.

Table 3
Effective absorption coefficients for selected liquids – M1.

Path length (mm) 1 5 10 15 50

Benzene 342 139 86 62 21
Water 1205 340 190 136 49
Ethanol 1044 303 168 116 35
Heptane 458 216 130 92 31
Toluene 456 158 90 63 21
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Tables 3 and 4 show the absorption coefficients calculated with
both methods. In this paper we will explore the effect of this
choice on the accuracy of predicted pool burning rates.

2.6. In-depth convective heat transfer

Several authors have pointed out the possibility of convective
currents in liquid fuels during pool burning, suggesting various
reasons for the motion within fuel. One possible reason is the non-
uniform burning rate, causing a flow towards the regions of high
burning rates. Another source of motion is the temperature gra-
dient between the liquid and the hot walls of the pool, and the
resulting convective currents. Third source is the in-depth ab-
sorption that can produce a hydrodynamically unstable tempera-
ture distribution within the pool.

Accurate modeling of all these phenomena would require sol-
ving the full Naiver–Stokes equations for the liquid phase together
with heat transfer modeling for the pool walls. Such approach is
too time consuming for practical work and too complex for use in
engineering calculations. Instead, a simplified model is sought.

We make the assumption that in large pool fires the main
source of convective motions is buoyancy generated by in-depth
radiation absorption. We then calculate an effective thermal con-
ductivity that reproduces the heat flux through the liquid layer at
the surface of the fuel. Abramzon and Sirignano [1] used a similar
methodology in their model of droplet evaporation. They based
their effective thermal conductivity on a numerical solution of li-
quid motion within the droplet.

The non-dimensional heat flux due to convective and con-
ductive motions at an arbitrary plane in the liquid is given by the
Nusselt number:

ρ
=

̇″
̇″ =

̇″
Δ ( )−

q

q

q

c k TL
Nu .

19
conv

cond

conv

p x
1

If we assume that the heat transfer by convection can be modeled
by heat conduction with a effective conductivity keff Eq. (19) be-
comes

= ( )
k
k

Nu 20
eff

Several correlations have been developed for the Nusselt
number in Rayleigh Benard convection. Most of them are related
to the classic case of Rayleigh Benard convection with fluid heated
from the bottom. We calculate the Nusselt number from a corre-
lation for internally heated horizontal plane layer with isothermal
top boundary and thermally insulated bottom boundary: [26]

= ( )Nu 0.338Ra . 21i
0.227

Here Rai is the internal Rayleigh number:

χ
να

=
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k
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5

where g is the gravitational acceleration, χ is the coefficient of
thermal expansion of liquid, ̇‴qr is the volumetric heat source and

H is a characteristic length scale. In the denominator, k is the
thermal conductivity of the liquid, ν is the kinematic viscosity and
α is the thermal diffusivity.

Tasaka [44] derived the internal Rayleigh number in case of
exponentially decaying heat source. The correct Rayleigh number
is given by
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Here η κ= 1/ is the length scale associated with the source dis-
tribution. The normalization constant η( )Q in Eq. (23) is calculated
from
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The difference in convection driven by temperature differences
between plates and internal heat sources is in the critical Rayleigh
number RaC for onset of convection. Heat source concentrated
near the top boundary tends to raise RaC .

To illustrate the influence of the absorbed internal radiation on
the internal convection, we list the characteristic liquid properties
in Table 5 for the case ̇″ =q 20 kW/mr

2. The Rayleigh numbers are
calculated from Eq. (23) with the volumetric heat source evenly
distributed over the liquid layer thickness ̇‴ = ̇″q q H/r r . The char-
acteristic length scale is taken to be 1 cm. The values of κ used in
the calculations are those determined by the least squares fitting
criteria defined in Eq. (18).

It can be seen that for most liquids the Rayleigh numbers are
O(105) and the Nusselt numbers are ∼10. Therefore, we conclude
that the heat transfer through the fuel would be greatly enhanced
by convection. In this work we attempt to account for the en-
hanced heat transfer by replacing the thermal conductivity of the
liquid by an effective value calculated from Eq. (20).

A significant source of uncertainty in calculating the effective
thermal conductivity is the characteristic length scale. We take the
characteristic length H to be the depth of the liquid layer Lx.
However the depth of the liquid layer is constantly changing.
Furthermore Eq. (21) depends also on knowing the volumetric
heating rate.

The effective thermal conductivity model presented here is
likely to work better for relatively thin layers of fuel. In thin layers
convection can be thought to cause mixing through the whole
layer. In deeper pools the convective currents are likely to involve
only a part of the liquid [50].

2.7. Computational domains and boundary conditions

All the pool fires considered in this work are rectangular with
side length D. The computational domain dimensions are
× ×L L H . The height of the computational domain is selected so

that the flames are contained within the computational domain.
Boundaries are open to flow with the exception of bottom
boundaries, where a no slip boundary condition is used. Outside

Table 4
Effective absorption coefficients for selected liquids – M2.

Path length (mm) 1 5 10 15 50

Benzene 396 212 162 144 132
Water 1393 1336 1345 1345 1345
Ethanol 1236 1134 1140 1140 1141
Heptane 512 355 335 333 333
Toluene 537 289 227 211 207

Table 5
Liquid characteristics for internal convection for various hydrocarbon fuels.

Fuel χ � 10�3 (1/K) [19] ν � 10�7 (Pa s) [19] Ra � 105 Nu

Heptane 1.24 5.5 8.99 8.4
Ethanol 1.09 5.5 0.650 4.6
Methanol 1.18 13.9 1.03 5.1
Toluene 1.08 7.1 6.52 7.8
Benzene 1.25 6.9 7.91 8.2
Water 0.214 8.9 0.02 2.1
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the liquid pool and its walls, the floor is considered to be adiabatic.
Fig. 3 shows a typical pool fire computational model.

Grid resolution is an important parameter for CFD simulations.
For buoyancy dominated flows, such as flames from a pool fire, the
grid resolution between two models can be compared using the
Plume Resolution Index (RI) [32]. The RI is defined as

δ
= ( )

⁎
RI

D
x
, 25

where δx is the nominal size of a mesh cells, and Dn is a char-
acteristic fire diameter

⎛
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Dn is related to the characteristic fire power Qn via the relation
= ( )⁎ ⁎Q D D/ 5/2, where D is the physical diameter of the fire. The

quantity, Q̇ , is the total heat release rate of the fire.
This metric is related to the resolution of the gas phase in ab-

sence of walls. The near wall grid resolution can be monitored in
terms of +y , the distance from the surface to the first grid cell
center divided by the local viscous length scale, δν [34]:
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where τ μ= ∂| | ∂nu /w is the viscous stress evaluated at the wall. FDS
calculates the friction velocity τu using the Werner–Wengle wall
model [52].

3. Results

In this section we compare results from simulations, with ex-
perimental data and empirical correlations. First, we focus on the
effect of the absorption coefficient and thermal conductivity.

The fuel properties used in the simulations are listed in Table 1.
Note that the heats of vaporization are evaluated at the liquid
boiling points. The thermal conductivities, k, are found in Ref. [19],
except for butane, which is found in Ref. [16]. The heats of com-
bustion, Δhc, are computed in FDS based on the heats of formation
of the reactants and products listed in Ref. [30]. The heats of
combustion account for the presence of products of incomplete
combustion, like CO and soot.

Two models, named K1 and K2, for thermal conductivity and
two models, named M1 and M2, for the absorption coefficient are
considered. In model K1 the thermal conductivity is equal to the
molecular liquid conductivity. In model K2 the thermal con-
ductivity is defined by Eq. (20). Absorption coefficient is calculated
from Eq. (18) in model M2 and from Eq. (17) in model M1. The
resulting models and the values of absorption coefficient and
thermal conductivity are listed in Table 6.

After this we compare burning rate predictions with multiple
empirical correlations and conduct sensitivity studies.

3.1. Evaporation of water under external heat flux

The first simulation deals with the evaporation of water in
ASTM E2058 fire propagation apparatus, reported in [12]. Liquid
water was placed in a 0.0072 m2 Pyrex glass dish under
50 kW/m2 s external heat flux, and the mass of the glass was
measured. The initial mass of water in the dish was 99.6 g.

The absorption coefficient of pyrex glass is not known, but glass
in general is known to be weak absorber of thermal radiation [37].
Order of magnitude estimate of 20 1/m is used for the absorption
coefficient. This absorption coefficient results in transmittance of
0.7 for a 1 cm layer of pyrex. This agrees well with the values re-
ported for various types of glass in [37]. The pyrex glass is assumed
to be 1 cm thick. Density of the glass is assumed to be 2200 kg/m3,
specific heat 0.75 kJ/kg and conductivity 1.1 W/mK. The glass layer
is assumed to be insulated from the bottom.

In the fire propagation apparatus, the heat flux is produced by
flame-heated radiating panels. This validation case has the benefit
of avoiding the model uncertainties associated with the combus-
tion and gas-phase heat transfer by allowing the external heat flux
to be prescribed instead of predicting it.

The computational model of the fire propagation apparatus is
similar to the computational models used for pool fires. There is no
lip around the water layer in the model. The heat flux incident on
the pool is specified and the heaters are not modeled. The values
of absorption coefficient and thermal conductivity used are listed
in Table 6. Fig. 4 shows the measured water vaporization rate with
different combinations of thermal conductivity and absorption
coefficient. Fig. 4a presents models with effective thermal con-
ductivity calculated from (20) and absorption coefficients calcu-
lated either with method M1 or M2. Both methods of calculating

Fig. 3. Computational model of a pool fire.

Table 6
Effective thermal conductivities and absorption coefficients of water and ethanol.

Model Water Ethanol

κ k κ k

M1K1 140 0.53 160 0.17
M1K2 140 2.51 160 0.89
M2K1 1345 0.53 1140 0.17
M2K2 1345 2.51 1140 0.89
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the absorption coefficient produce evaporation rate curves that
agree reasonably well with the experimental data. Model M1K2
gives a better fit for the slow decay rate of water evaporation

Fig. 4 b shows the evaporation rates for cases where molecular
values are used for thermal conductivity. When the absorption
coefficient is calculated from Method M1 the evaporation rate
shows a growing trend, peaking at about 20% over the measured
evaporation rate. In absence of convection, lower value of ab-
sorption coefficient creates a hot zone below the surface. When
absorption coefficient is calculated using method M2 the eva-
poration rate shows a small growing trend but remains very close
to the steady state value of the measured evaporation. Since the
absorption coefficient in this case is relatively high, most of the

incoming radiation is absorbed near the surface.
Fig. 5 shows temperature profiles within the liquid during the

simulation for all four models. The top row shows models where
absorption coefficient is determined by method M2. When mole-
cular values of thermal conductivity are used, there is a significant
hot spot just beneath the liquid surface. Below this hot spot the
temperatures decay quickly. When the effective thermal con-
ductivities are used, the hot spot under the surface is diminished
and temperatures throughout the liquid are more uniform. The
profiles presented here are very similar to the temperature profiles
measured in laboratory scale methanol pool fires in quartz con-
tainers [49].

In the bottom row, absorption coefficients are determined by

Fig. 4. Evaporation rate of water in ASTM E2058 fire propagation apparatus. Data from [12]: (a) models with effective thermal conductivity calculated from (20) and
(b) models with unaltered thermal conductivity.

Fig. 5. Predicted temperature distributions in water evaporating in ASTM E2058 fire propagation apparatus. Top row: absorption coefficients determined with method M2.
Bottom row: absorption coefficients defined by method M1.

T. Sikanen, S. Hostikka / Fire Safety Journal 80 (2016) 95–109102



Method M1. When molecular values of thermal conductivity are
used, the hot spot in the liquid is larger and deeper in the liquid.
More radiation passes through the layer, but the distribution of
heat within the liquid is wrong. When the effective thermal con-
ductivity is used, once again the hotspot is diminished and the
temperature profiles are smoothed out.

When method M2 was used, the resulting temperature profiles
are physically plausible. The profiles produced by method M1 are
clearly unphysical. This is a direct consequence of the selection of
the optimization metric. Method M2 attempts to reproduce the
heat source distribution within the liquid and consequently the
temperature distributions look better. Method M2 on the other
hand attempts to get the right amount of radiation through the
liquid layer without care for the temperature profiles.

Even though the temperature distributions from models M1K1
and M1K2 are unphysical, something can be learned from the
results. These models can be seen as models of a situation, where
the internal heat transfer in the liquid is greatly enhanced, e.g., by
lateral convection.

The surface temperature remains relatively low in all cases.
This indicates that the mass transfer coefficient predicted by Eq.
(4) is likely to be too large for this situation. This point will be
discussed in more detail in Section 4.

All models are unable to predict long tail of the evaporation
rate. Several factors are likely to be involved. First, in reality the
thin water film would form droplets, thus decreasing the projected
surface area available for absorption of radiation and slowing
down the evaporation rate. Second, the incoming heat flux in the
experiment may be non-homogenous. The computational model
retains the one-dimensional, uniform layer structure and incom-
ing heat flux is uniform. Third, if the bottom of the pyrex dish is
not exactly level, parts of the bottom may be exposed before all of
the water has evaporated. This would lead to decreased surface
area for evaporation and absorption of incident radiation.

3.2. Ethanol pool fires

Next we consider the time dependent burning rate of a pool
fire. We test the predicted burning rates of FDS against the large
ethanol pool fire case from Victoria University [47]. In this tests
ethanol was burned under a hood in 0.81�0.70�0.05 m3 fuel
trays constructed from steel. The computational model of the fires
consists of a 0.81�0.70 m2 surface depicting the pool and 5 cm lip
around the pool (see Fig. 6). In the test under consideration there
is 5 liters of ethanol in the pool. This translates to 9 mm thickness
for the liquid layer. The values used for absorption coefficient and
thermal conductivity are listed in Table 6. The gas phase is dis-
cretized using a 5 cm grid.

Fig. 7 shows the heat release rate of a pool fire for the four
different models listed in Table 6. All models reach similar peak
HRR values. The importance of internal heat transfer can be seen
from results for models M1K1 and M1K2. Model M1K2 predicts a
slowly growing heat release and M1K1 predicts a relatively steady
and low burning rate. In both these models the incoming heat is
spread deeper in to the fuel. Models M2K2 and M2K1 provide very
similar results with each other. Due to the high absorption

coefficient predicted by method M2, incoming radiation is ab-
sorbed near the surface, and the effect of thermal conductivity is
diminished.

Overall, lower absorption coefficients tend to produce lower
burning rates and longer lasting fires. The effect of the thermal
conductivity is tied to the value of absorption coefficient. Lower
absorption coefficients lead to wider distribution of heat sources
within the fuel layer which in turn increases the importance of
heat transfer from within the fuel to the liquid surface.

The initial phase is too short in all cases. This is caused by over
prediction of the evaporation rate in ambient conditions. This
point will be discussed further in Section 4.

3.3. Maximum burning rates of hydrocarbon pool fires

Next, a series of liquid pool fires with different fuels is con-
sidered. The pool fires are assumed to burn in a 1 m by 1 m square
tray, and the fuel layer is 10 cm thick. The predicted maximum
burning rates are compared to several empirical correlations.

The simplest of such correlations is based on the ratio of the
heat of combustion, Δhc, and the heat of gasification, Δhg:
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where Δhv is the sensible heat of vaporization, T0 is the initial
temperature, Tb is the boiling temperature, and cp is the specific
heat of the liquid fuel. The heat of gasification, Δhg , is the amount
of energy required to raise the fuel from its initial temperature to
its boiling temperature and evaporate it.

A commonly used correlation is due to Babrauskas [12]:

⎡⎣ ⎤⎦( )β̇ ″ = ̇ ″ − − ( )m m k D1 exp . 29max

Here, ̇ ″mmax and βk are empirical parameters and D is the pan
diameter. In the simulations the pans are rectangular and the side
length is adjusted give the same area with a circular pool with
diameter D.

Recently Ditch et al. [13] derived a empirical correlation for the
heat flux incident on pool surface given by

⎡⎣ ⎤⎦{ }( )″̇ = ̇″Δ = ̇″ + ̇″ − − Δ ( )q m h q q Y C h D1 exp . 30g c r s g
p1/4

Here ̇″ =q 12.5 kW/mc
2, ̇″ =q 68.3 kW/mr

2, C¼4/3 and p¼3/2 are
empirical constants, D is the pool diameter (m) and Ys is soot yield
of the fuel (mass soot/mass fuel).

The grid size is 5 cm for all cases and the δ⁎D x/ values for these
simulations range from 15 to 30.

In the preceding sections it was shown that in-depth absorp-
tion of radiation and internal convection in the liquid may affect
the mass loss rate. However, since we are comparing simulation
results against correlations, the layer thickness needed for ab-
sorption coefficient and thermal conductivity is not known. Fur-
thermore, in pool fire experiments internal convection and in-
depth radiation absorption are often minimized, e.g., by using
glass beads or rocks in the pan. Therefore, we can assume that the
effect of internal convection and absorption is not as pronounced
in these pool fires. Absorption coefficients were determined using
Method 2, and are listed in Table 4. The molecular values of
thermal conductivity listed in Table 1 are used.

The absorption coefficients of acetone and butane could not be
calculated and an order of magnitude estimate 100 1/m was used.
For methanol, the absorption coefficient spectra was available, but
the assumption of blackbody radiation is not applicable for low-
sooting fuels such as methanol. Instead, the value for methanol is
based on the absorption coefficient of ethanol.

Fig. 8 shows a comparison of predicted peak burning rates withFig. 6. Diagram of the ethanol pan.
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experimental correlations. The circles in Fig. 8 are calculated using
Eq. (29) with data listed in Table 7. The diamonds are results from
Eq. (30). The squares represent results from the present work. The
dashed line corresponds to Eq. (28). Experimental data is plotted
with crosses and closed symbols.

Experimental data in Fig. (8) is extracted from the works of
Klassen and Gore [25], Ditch et al. [13] and Mudan [29]. The data is
shown for large ( ≥D 1) poolfires. Where burning rates are avail-
able from several sources, such as for ethanol and heptane, the
burning rate predictions fall within the experimental data.

The predicted and observed mass loss rates follow Eq. (28)
fairly well. This highlights the importance of the thermal proper-
ties of fuels in predicting burning rates. With the exception of
benzene, FDS predicts burning rates that are very close to those
predicted by Eq. (30). In case of benzene, the reason for over-
prediction of burning rate can be found in the high radiative
fraction used for the simulation.

Due to its low boiling point, butane is likely to be boiling in
most experiments. The evaporation model used in this paper does
not include boiling and thus is likely to lack some essential physics
for predicting butane pool fires. Despite this, the burning rate
predicted by FDS is very close to experimental data and
correlations.

There is considerable uncertainty in the literature for mass
burning rates of heptane. Several reasons for differences in re-
ported values have been proposed, including varying lip heights,
fuel level control and pan shape. The burning rate of heptane
predicted by the present model is lower than predicted by either
Eq. (30) or Eq. (29). Ditch et al. [13] note that in heptane pool fire
experiments conducted at FM Global, burning rates over
0.07 kg/m s2 have rarely been recorded.

3.4. Grid sensitivity studies

In this section, we investigate the effect of the gas phase grid
resolution on the predicted burning rates. The gas phase solution
affects the evaporation rate through the incoming radiative heat
flux and the gas temperature and composition near the surface. In
order to separate the sensitivity of the evaporation model from the
sensitivity of the gas phase solution, we also look at grid sensi-
tivity of the predicted radiative heat flux with fixed burning rate.

The pool fires considered in this work are rectangular. Lip was
not included in the pool models because the lip height would have
necessarily changed with changing grid resolution, as the grids are
too coarse to resolve the lip, thus possibly adding to the grid
sensitivity of the model. The dimensions and grid sizes of the
models are listed in Table 8. The computational domain is dis-
cretized using Nx, Ny and Nz grid points in the x, y and z directions
respectively. The domain width is set to three times the pan width
and the height of the domain is set so that the flames are fully
contained within the domain. The simulation time is 300 s when
burning rate is predicted and 50 s when burning rate is prescribed.
The burning rate is then calculated as an average of the steady
state burning rate. On the finest grid, the simulations took ap-
proximately 1 month of wall clock time. Due to the increasing
demands on computational time, grid resolutions finer than

δ =⁎D x/ 40 are not considered for predicting the burning rates.
Fig. 9a shows the predicted maximum burning rates for dif-

ferent sizes of heptane pool fires and with four grid resolutions.
The expected average burning rate is based on Eq. (29). The pre-
dicted burning rates decrease as the grid is refined. On the finest
grids the predicted burning rates are very close to the expected
burning rates.

Fig. 9 b shows the predicted incident heat flux for different

Fig. 7. Effect of absorption coefficient and thermal conductivity.

Fig. 8. Comparisons of predicted maximum burning rates of 1 m2 square pool fires
for various liquid hydrocarbon fuels with experimental data for large ( ≥D 1 m)
pool fires. Predictions with open symbols and experimental data with crosses and
closed symbols.

Table 7
Empirical constants for hydrocarbon fuels considered.

Fuel ̇ ″∞m βk ̇ ″ ( = )m D 1 m (kg/m2 s)

Methanol 0.022 – 0.022
Ethanol 0.022 – 0.022
Benzene 0.085 2.7 0.081
Acetone 0.041 1.9 0.035
Heptane 0.101 1.1 0.067
Butane 0.078 2.7 0.073
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sizes of heptane pool fires and with five grid resolutions. The mass
flux is calculated from Eq. (29). The incident heat flux is defined as

the sum of the convective and radiative heat fluxes. The heat
fluxes are calculated as a spatial average over the burner surface.
The surface average is then averaged over the last 50 s of the si-
mulation. Comparison is made with expected incident heat flux
predictions derived from Eq. (29) as

̇″ = ̇″Δ ( )q m h 31expected g

The predicted incident heat flux decreases as the grid is refined.
The predicted incident heat fluxes on the finest grid are lower than
the expected value for all but the smallest pools. This behavior is in
agreement with the behavior of heptane pool fires seen in Fig. 9a,
which shows that higher burning rates are predicted on coarse
grids. For smaller pool widths, grid convergence is reached with
lower values of δ⁎D x/ than for large pool widths. For 0.5 m dia-
meter pools, the results converge at about δ =⁎D x/ 30, while for
3 m pools the resolution requirement is twice that.

Fig. 9 c shows the average +y values over the surface of the pool
as a function of δ⁎D x/ . Dashed lines correspond to results from
simulations with predicted burning rates and continuous lines
correspond to prescribed burning rates. For the smallest pool,

≈+y 50 for the coarsest mesh and <+y 30 for all other mesh re-
solutions (see Fig. 9c). This suggests that the boundary layer is well
resolved in this case. For 3 m pools +y approaches 100 on the
finest grid. For a given grid resolution the +y for pools with pre-
dicted and prescribed burning rates are very close.

The grid sensitivity analysis presented in Fig. 9 shows that the
burning rates are converging. No clear rule of thumb for necessary
grid resolution can be inferred. The results indicate that both the

Table 8
Mesh and computational domain dimensions for heptane pool fires and burners.
See Fig. 3.

Grid no. D (m) L (m) H (m) δ⁎D x/ Nx Ny Nz

1 0.5 1.5 4 10 21 21 56
2 0.5 1.5 4 20 42 42 112
3 0.5 1.5 4 30 63 63 168
4 0.5 1.5 4 40 84 84 224
5 0.5 1.5 4 52 108 108 288
6 0.5 1.5 4 61 126 126 336
1 1 3 9 10 21 21 63
2 1 3 9 20 42 42 126
3 1 3 9 30 60 60 180
4 1 3 9 40 81 81 243
5 1 3 9 50 102 102 306
6 1 3 9 60 120 120 360
1 2 6 16 10 21 21 56
2 2 6 16 20 42 42 112
3 2 6 16 30 63 63 168
4 2 6 16 40 84 84 224
5 2 6 16 50 105 105 280
6 2 6 16 61 126 126 336
1 3 9 22 10 24 24 59
2 3 9 22 20 45 45 110
3 3 9 22 30 66 66 162
4 3 9 22 40 87 87 213
5 3 9 22 50 111 111 272
6 3 9 22 60 132 132 323

Fig. 9. Grid sensitivity for predicted mass loss rates and predicted incident heat fluxes of rectangular heptane pool fires. (a) Predicted mass loss rates, (b) predicted incident
heat flux for burners with prescribed burning rates, and (c) average +y values on pool surface (dashed lines) and on burner surfaces (continuous lines).
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flame and the boundary layer need to be adequately resolved.
However relatively fine grids are needed for accurate predictions.
Coarse grids produce higher burning rates than the fine grids.
Possible reason for the incident heat flux and burning rate over-
estimation with coarse grids is the inability of the coarse grid to
capture the fuel rich core of the flame. This in turn then leads to
faster mixing of fuel and oxidizer. As a consequence, the source
terms in the RTE are closer to the fuel surface and the blocking
effect of the fuel vapors is weakened.

3.5. Sensitivity of maximum burning rates to model parameters

In this section we present the sensitivity analysis of maximum
burning rate predictions on model parameters. The sensitivity
study is conducted with a model of 1 m2 heptane pool fire.

The sensitivity analysis is carried out by varying each variable θ
by 10% and consequently estimating the sensitivities as

θ

θ
θ

θ

θ
Δ ̇ ( )″ =

∂ ̇ ( )″
∂

Δ
̇ ( )″

×
( )

m

m

m
100%.

32

Variables considered were the heat of combustion hc, radiative
fraction Xr, specific heat of the fuel vapor cg, heat of vaporization
hv, the boiling temperature Tb, specific heat of fuel liquid cp,
thermal conductivity of the fuel liquid k, soot yield νs, and the
absorption coefficient. Fig. 10 displays the results arranged in de-
creasing order by their magnitude.

The most important parameters turn out to be related to gas
phase properties. The heat of combustion and the radiative frac-
tion control the source term in the radiative transfer equation and
consequently the amount of radiative feedback to the fuel surface.
Increasing either of these variables will increase the burning rate.
The third most important variable is the specific heat of gas. In-
creasing the specific heat of the vapors leads to lower burning
rates. This points to the importance of resolving the fuel rich core
of the flame and the layer of unburnt fuel above the pool. When
the specific heat is increased the fuel gases will remain cooler
decreasing the convective and radiative heat transfer to the pool.
In addition decreased temperatures will lead to decreased buoyant
forces.

Overall the sensitivity analysis presented here corroborates the
findings in this section. Fig. 9 shows that in order to reach con-
vergence, relatively fine grids were needed. When the grid was
fine enough to enable accurate prediction of heat feedback to the
fuel surface, the same grid was also fine enough to predict the
burning rate with similar accuracy. The findings here are also in
line with Eqs. (29) and (30) which both show that the maximum

burning rates of large pools are mostly related to their thermal
properties, most importantly their heat of combustion and heat of
gasification.

4. Discussion

In this paper, models for liquid evaporation at the surface and
heat transfer within the liquid were presented. In this section we
discuss the effects of these models on the results. We will first
discuss the evaporation model and then move on to the heat
transfer within a liquid. We focus on the cases where time de-
pendent data was available: the evaporation of water under con-
stant heat flux of Section 3.1 and the ethanol pool fire of Section
3.2.

4.1. Evaporation model

The evaporation mass flux is tied to heat transfer within the
fuel through the surface temperature of the liquid. As the surface
temperature increases, the fuel volume fraction at liquid surface

ℓXF, also increases, leading to larger mass flux. As the liquid tem-
perature approaches boiling point the mass flux predicted by Eq.
(2) grows without bound. In this situation the evaporation rate is
not limited by mass transfer. On the other hand, during the igni-
tion and flame spread phase, the surface temperature is far from
the boiling point and the value of the mass transfer coefficient is
more important. Fig. 11 shows the behavior of evaporation rate for
ethanol with various surface temperatures. The dotted line in the
figure gives the limiting evaporation rate for uniform flux of
̇″ =q 30 kWin . The largest value of hm in Fig. 11 is the one predicted

by Eq. (4) for ambient conditions.
For larger values of hm the limiting mass transfer rate ̇″q h/in g is

achieved at a lower temperature. Since in the water evaporation
case the incident heat flux is constant, the mass transfer coeffi-
cient mainly affects the surface temperature. The fact that the
surface temperature is significantly lower than boiling point sug-
gests that the mass transfer coefficient used in Eq. (2) is too large.

In pool fires the situation is more complicated since the in-
cident heat flux is a function of the evaporation rate and position.
Larger values of hm lead to higher evaporation rates at ambient
conditions. This in turn leads to higher incident heat flux and in-
crease in evaporation rate. The maximum of the incident heat flux
is limited by the flame geometry and eventually reaches a limiting
value. The mass transfer coefficient controls the surface

Fig. 10. Sensitivity of maximum burning rate predictions to model parameters.
Results for a 1 m2 heptane pool fire.

Fig. 11. Dependence of evaporation rate on mass transfer coefficient hm and surface
temperature Tw. Full lines: evaporation rates. Dashed line: limiting evaporation rate
˙″q h/in g with ˙″ =q 30 kWin .
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temperature at which this equilibrium is reached. The time needed
to reach equilibrium is controlled by the liquid side heat transfer
together with the mass transfer coefficient.

From experiments it is known that the surface temperature of
the liquid in pool fire rises quickly to a value near its boiling point
[11]. During this initial phase, higher values of hm will lead to
higher evaporation rates. Since in a pool fire the heat feedback ̇″qin
is strongly dependent on the evaporation rate ̇ ″m , higher hm will
lead to faster rise of burning rate.

After the initial phase, the effect of the mass transfer coefficient
on the evaporation rate will be less pronounced. The value of the
mass transfer coefficient will affect the surface temperature and
therefore also the amount of surface reradiation. Higher mass
transfer coefficient may lower the surface temperature and con-
sequently lower the amount of surface reradiation. The surface
reradiation by liquids at or below their boiling point is expected to
be significantly lower than the incident heat flux from the flames.

The preceding analysis assumed constant values of mass
transfer coefficient. When the pool fire is fully developed, the in-
creased temperatures and gas velocities near the surface will in-
crease the mass transfer coefficient significantly due to increased
diffusivity and higher Reynolds number.

4.2. Effects of heat transfer within the liquid on heat release rates

The experimental heat release rate (HRR) curve for the Ethanol
pool fire of Section 3.2 shows several stages. For the purposes of
this discussion we identify the following stages:

1. Initial phase: In this phase the surface temperature rises quickly
to a temperature near the boiling point. The duration of this
stage varies but in experiments of Chen et al. [11], this stage
lasted approximately 30 s.

2. Transition phase: In this phase the surface temperature is near
the boiling point but there is still a temperature gradient within
the liquid. During this stage the temperature gradient within
the liquid decreases until the liquid reaches uniform tempera-
ture. During this stage the evaporation rate is slowly increasing.

3. Bulk boiling phase: In this phase the surface and a layer of liquid
beneath the surface has reached boiling point, resulting in high
evaporation rates.

4. Decay phase: At this point the remaining fuel layer is thin and
has an almost uniform temperature close to boiling point.
Sometimes this will result in a spike in burning rate as the re-
maining liquid boils. If the pool bottom is not completely level,
the remaining liquid will flow towards the deepest parts of the
pan, decreasing the pool surface area. In this case the pool will
burn out more gradually.

Fig. 12 shows where these stages in relation to the HRR curve
under investigation. Similar phases in burning rate have been
observed in experiments on laboratory scale pool fires [18,11].

In the simulations, the initial phase was too quick. As discussed
above, this is caused by the evaporation model over predicting the
evaporation at low surface temperatures. This effect is especially
pronounced for the ethanol poolfire case due to the low boiling
point of ethanol.

In Section 3.1 it was shown that the heat transfer model M2K1
and M2K2 produced plausible temperature profiles within the li-
quid. On the other hand models M1K1 and M1K2 produced un-
physical temperature profiles. Models M2K1 and M2K1 also mat-
ched the experimental evaporation rate better. The opposite was
true for the Ethanol pool fire case, where models M1K1 and M1K2
produced a slowly rising heat release rate after initial sharp rise.

In the water evaporation case these two models were found to
produce unphysical temperature distributions. These models can

be seen as a surrogate for a model were the heat transfer is greatly
enhanced, e.g., by lateral convection. When water is evaporated in
the fire propagation apparatus, the incident heat flux on the sur-
face is constant and reasonably homogenous. In a pool fire the
incident heat flux on the liquid is neither constant nor homo-
genous. The resulting position dependent burning rates will drive
movement of the liquid in two dimensions.

Fig. 13 shows the time development of the liquid surface
temperature at the pool center. In all cases the surface tempera-
tures rise quickly to a value close to 60 °C. After this models M1K1
and M1K2 show a slow increase in the surface temperature. The
surface temperatures predicted by the models M2K1 and M2K2
are virtually indistinguishable. The fact that the predicted surface
temperature is significantly lower than the boiling temperature
once again suggests that the mass transfer coefficient hm is too
large. Note however that for lab scale pool fires of methanol,
steady surface temperatures approximately 5 °C below boiling
point have been measured [49].

Due to the fast rise of HRR, the simulated ethanol pool fires
burn out quicker than in the experiments. In the simulations, the
pools burn out first in the middle, resulting in a long tail of de-
caying heat release rate.

Fig. 12. Different stages in the ethanol pool fire.

Fig. 13. Predicted surface temperatures at the center of the pool in the ethanol pool
fire.
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5. Conclusions

This paper considered modeling of liquid pool fires and the
effect of the in-depth heat transfer on the predicted burning rates.
Effective radiative absorption coefficients were determined based
on spectrally resolved data, where available. The effects of the in-
depth convection were modeled by an effective heat transfer
coefficient in one-dimensional conduction equation.

Grid refinement studies showed that the maximum burning
rates can be predicted accurately when the gas phase equations
are solved on a fine enough grid. Relatively fine grids are needed
for achieving grid independent predictions of pool fire burning
rates. Predicting the incident heat flux on the pool surface was
found to be the most important factor in predicting the maximum
burning rates. These results are in agreement with the vast lit-
erature on pool fires where the maximum burning rates of pool
fires have been found to mostly depended on the fire geometry
and secondly on the thermophysical parameters of the fuel.

The in-depth heat transfer in the form of the in-depth radiation
absorption and enhanced heat transfer in the liquid due to con-
vective motions may be important in predicting the detailed dy-
namics of the fire. The models employed in this paper are not
capable of accounting for all the phenomena in the liquid. The gray
gas approximation of the radiation transport cannot correctly
predict the transport of radiation through the liquids. This pre-
diction could be improved by resolving the wavelength depen-
dence of the absorption and re-radiation. In the current model,
heat transfer is one dimensional. In real liquids, the heat transfer
by convection in the lateral direction could play a large role. Better
models for the internal heat transfer may be needed to correctly
capture the dynamics of pool fires. Better evaporation model may
also be needed in conjunction with the improved heat transfer
models.

All pool fires considered in this paper were in open atmosphere
or in large rooms, fires in compartments, spill fires and fires in
elevated pressures are possible future research topics.
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A B S T R A C T

In this paper we perform predictive simulations of liquid pool fires in mechanically ventilated compartments.
We show that steady state burning rates are accurately predicted using a detailed model for the liquid phase heat
transfer. The effect of lowered oxygen vitiation on the burning rate of pool fires is correctly captured.
Simulations were done using the Fire Dynamics Simulator and the experiments considered were conducted in
the OECD PRISME project. The main difference between the present study and previous simulation studies is
the use of a detailed liquid evaporation model and the direct calculation of the vitiation and thermal
environment interactions through the CFD solver.

1. Introduction

Liquid pool fires are a significant hazard to industrial facilities. The
liquids could originate e.g. from leaking transformers, generators or
other machinery. Knowing the fire burning rate is the starting point of
any fire safety analysis. The factors affecting the burning rates of liquid
pool fires in open atmosphere are well known for a wide variety of
liquids. However, many fire scenarios, especially in nuclear facilities,
involve fires in confined spaces.

The burning rates in confined spaces, possibly coupled with
mechanical ventilation, can be significantly different from the ones
measured in open atmosphere. These differences are caused by e.g. air
vitiation and heat radiation from hot walls and the hot gas layer. An
international research program PRISME was conducted between
January 2006- June 2011 to study fires in air-tight mechanically
ventilated compartments. Results from this program have been pre-
viously used in validation of CFD codes for compartment fire scenarios
[1–5]. For the purposes of this paper the studies of Wahlqvist and Van
Hees [1,3] are of interest. In [3] they showed that the Fire Dynamics
Simulator (FDS) and especially the HVAC model in it were able to
accurately predict the temperatures and pressures in a mechanically
ventilated compartment. In this paper, we build upon their model of
the PRISME experimental facility.

Relatively few attempts have been made of predicting rather than
prescribing the burning rates in compartments. The proposed models
vary in complexity. The simplest model is a correlation such as the one
by Peatross and Beyler [6]. Suard et al. [4] implemented this model as a

boundary condition for ISIS-CFD code. Pretrel et al. [5] used a simple
heat balance at the liquid surface to predict the burning rates.

Wahlqvist and Van Hees [3] combined the empirical correlation of
Peatross and Beyler and added a term to account for enhanced
vaporization due to heat flux from hot walls and the gas layer. Their
model takes as an input the mass loss rate of the pool fire in open
atmosphere. This may come from correlations or from a experimentally
determined mass loss curve. If a mass loss curve is used, it is simplified
and the steady state burning rate is assumed to continue indefinitely.
This predetermined mass loss rate is reduced according to the
correlation or enhanced based on the radiative heat feedback from
the walls. Their model was implemented as an boundary condition for
FDS and the oxygen concentration near the flame base was obtained
from the gas phase solution. They added an output quantity to extract
the external radiation without any influence from the flame radiation.

In this study, we will not rely on such an “engineering” approach
but try to model the liquid evaporation rate from the first principles.
The benefit of our approach is that the burning rates can also be
predicted for fuels for which the experimental data is not available. On
the other hand, much more detailed information about the thermo-
physical properties of the fuels is needed.

In this paper we investigate the capability of the detailed liquid
evaporation model in the FDS to predict the pool fire burning rates in a
series of compartment fire experiments. We focus on 0.4 m2 pool fires.
First the model predictions are compared against experimental data
from open air experiments. We look at both the burning rate predic-
tions and the temperatures within the liquid. After this we turn to
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under-ventilated fires. We look at predicted burning rates and extinc-
tion times as function of the ventilation rate.

2. Simulation methods

2.1. Gas-phase

The simulations considered in this paper were conducted using Fire
Dynamics Simulator. The details of the physical and numerical models
can be found in [7]. In this section a brief overview of the relevant
models and methods is given. FDS is a Large Eddy Simulation (LES)
code that solves a form of the Navier-Stokes equations appropriate for
low-speed, thermally-driven flow with an emphasis on smoke and heat
transport from fires. The governing equations for momentum transport
are discretized by second order central finite differences on a cartesian
staggered grid. A two stage explicit Runge-Kutta method is used for
time-stepping. Radiative heat transfer is included in the model via the
solution of the radiation transport equation (RTE) for a gray gas. In the
gas phase, the RTE is solved using the finite volume method radiation.
The absorption coefficients of the gas-soot mixtures are computed
using the RadCal narrow-band model. The RTE solution method for
condensed phase will be described below.

In the present paper, gas phase combustion is treated by the single
step, mixing-controlled chemical reaction scheme using three lumped
species. These lumped species are air, fuel, and products. All simula-
tions in this study were performed by using dodecane as the fuel. The
combustion reaction was assumed to yield 1.5% soot and 0.6% carbon
monoxide [3]. The radiative fraction of the combustion reaction is
assumed to be 0.35 and the heat of combustion hΔ c is set to 42 MJ/kg.

FDS contains a simple extinction model based on the concept of
critical flame temperature. For each computational cell, the extinction
is determined by two criteria: The first criterion suppresses the
combustion if the temperature in the computational cell does not
exceed a user defined auto ignition temperature. The second criterion
considers a stoichiometric pocket of fuel, air and products in a
computational cell. If the combustion energy of this fuel is not
sufficient to raise the temperature of the gas mixture over the critical
flame temperature, the combustion reaction is again suppressed. Both
the critical flame temperature TCFT and auto ignition temperature TAIT

are user defined constants. For the simulations in this paper, these
temperatures are 1650 K and 373 K, respectively. The former is the
default value for the FDS extinction model and is a typical value for
hydrocarbon fuels. Since the temperature field of a LES is not fully
resolved, the measured value of auto ignition temperature cannot be

used as an input. The value of 373 K for the auto ignition temperature
was chosen by experimenting.

FDS has a dedicated module for modelling Heating, Ventilation and
Air-conditioning (HVAC) systems connected to the gas space of the fire
simulation [8]. The ventilation network is described as a series of ducts
and nodes. The nodes are placed at points where the ducts intersect
each other or the CFD computational domain. The ducts are unin-
terrupted domains of fluid flow which can encompass elbows, expan-
sion/contraction fittings and various other fittings. The losses due to
friction and various other duct fittings are assigned as dimensionless
loss numbers to the ducts. The node losses are attached to the ducts as
loss terms only appear in the duct equations. The module does not
presently store any mass. Therefore, mass flux into a duct is equal to
the mass flux out of the duct.

2.2. Liquid evaporation

The rate at which liquid fuel evaporates when burning is a function
of the liquid temperature and the fuel vapor pressure above the pool
surface. According to the Clausius-Clapeyron relation, the volume
fraction of the fuel vapor above the surface in an equilibrium state is
a function of the liquid surface temperature Ts and boiling temperature
Tb
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where hv is the heat of vaporization and WF is the molecular weight of
the fuel gas (170.3 g/mol for dodecane). The local evaporation rate of
the fuel at time t is governed by Stefan diffusion:
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where hm is the mass transfer coefficient and pm is the pressure. Tg and
XF,g are the gas temperature and the fuel vapor volume fraction. They
are given the values in the first grid cell adjacent to the pool surface.
The diffusivity calculated from gas viscosity: D ν Sc= /ℓ,g g . The mole-
cular viscosity is obtained from the gas phase solution. The Schmidt
number is given a constant value of 0.6. A model with variable and fuel
dependent Schmidt number is under preparation. However for the
simulations in this paper the effect is negligible.

The liquid fuel itself is treated like a thermally-thick solid for the
purpose of computing the heat conduction. There is no computation of
the internal liquid convection within the pool. The one-dimensional

Nomenclature

c heat capacity (kJ/kg/K)
Dl q, binary diffusion coefficient (m/s)
g gravitational acceleration (m/s2)
h heat transfer coefficient (W/m2/K)
hm mass transfer coefficient (m/s)
Δhv latent heat of vaporization (kJ/kg)
k thermal conductivity (W/m/K)
L length scale (m)
ṁ″ mass flux (kg/m2/s)
ṁ burning rate (kg/s)
p Pressure (Pa)
q″̇ heat flux (kW/m2)
q‴̇ volumetric heat source (kW/m3)
R universal gas constant (J/mol/K)
T temperature (K)
t time (s)
u velocity (m/s)

X Species volume fraction (dimensionless)
x dimension into the liquid (m)

Greek

δx grid cell size (m)
ϵ emissivity (dimensionless)
κ absorption coefficient (1/m)
σ Stefan-Boltzman constant (kg/s3/K4)
μ viscosity (kg/m/s)
ρ density (kg/m3)

subscripts

c convective part of heat flux
g gas phase conditions
r radiative part of heat flux
s surface conditions
0 ambient conditions
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heat conduction equation for liquid temperature T is applied in the
direction x pointing into the liquid (the point x=0 represents the
surface)

⎛
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⎠⎟ρc T
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Material properties k, ρ and c are thermal conductivity, density and
specific heat, respectively. Table 2 lists the properties of fuels used in
this study. The evaporation is assumed to take place on the surface and
no other reactions are taking place within the liquid phase. Calculation
of the radiative exchange term, q‴̇r , is explained later in this section.

The thermal boundary condition on the top surface of the liquid is:

k T
x

t q q h m− ∂
∂
(0, ) = ″̇ + ″̇ − Δ ̇″r vc (4)

where q″̇c is the convective heat flux and q″̇r is the net radiative heat flux.
In case of in-depth radiation, the surface radiation term, q″̇r , is set to 0.

The convective heat transfer coefficient, h, is based on a combina-
tion of natural and forced convection correlations:
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where C is an empirical coefficient for natural convection (1.52 for a
horizontal plate), L is a characteristic length related to the size of the
pool, and k is the thermal conductivity of the gas. The Nusselt number
(Nu) is calculated from Incropera and Witt [9].
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The Sherwood and Schmidt numbers are given by

Sh = 0.037Sc Re ; Sc = 0.6
1
3

4
5 (7)

For calculation of the Sherwood number, the Reynolds number is
bounded from below to be greater than 5·105. The evaporation model
(Eq. (2)) is applied on cell-by-cell basis, not as global dependence for
the entire pool surface. This model does not consider boiling.

A “two-flux” model is used to solve the transport of radiation heat
inside the liquid layer. The transport equation for the intensity in the
“forward” direction is

I x
x
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2
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d
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where x is the distance from the liquid surface, κs is the appropriate
mean absorption coefficient and Ib is the emission source term
I x σ T x π( ) = ( )/b 4 . A corresponding formula can be given for the
“backward” direction. Multiplying Eq. (8) by π gives us an equation
for the “forward” radiative heat flux
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The radiative source term in the heat conduction Eq. (3) is the sum
of the “forward” and “backward” flux gradients
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The boundary condition for Eq. (9) at the liquid surface is given by

q q q̇ (0) = ϵ ̇ + (1 − ϵ) ̇ (0)r
+

r,in r
−

(11)

where ϵ is the surface emissivity, qṙ,in is the incident radiative heat flux
from the gas phase and q ̇ (0)r

− is the “backward” radiative heat flux from
the liquid phase at the surface. In this formulation, the surface
emissivity (or reflectivity) and the internal absorption coefficient are
treated as independent properties.

Eq. (3) is discretized by finite differences. The size of the smallest

cell size in each layer of material is selected automatically and is
smaller than k ρc/ p . The mesh cells are smallest on the boundaries of
the layer. For liquid fuels the mesh is regenerated each time step to
avoid large errors in approximation of the temperature gradient at the
surface.

3. Description of the experiments

In this paper we simulate a set of experiments conducted in open
atmosphere and in mechanically ventilated compartment. These ex-
periments were carried out by the French “Institut de Radioprotection
et de Sûreté Nucléaire” (IRSN) within the OECD PRISME project [10].
The PRISME SOURCE program consisted of a series of experiments
with hydrogenated tetra-propylene (C12H26, isomer of dodecane), in
open atmosphere and in a mechanically ventilated compartment [11].

Single room of a larger experimental facility was used for the
compartment experiments considered in this paper. The room size was
5 m wide, 6 m deep and 4 m high. The walls of the compartment are
made of concrete and insulated by stone wool (Thermopan). The
position of the pool was always in the middle of the room and slightly
elevated to allow insulation of the pool. The pools were constructed of
steel and were circular in shape. Tests with pool sizes 0.4 m2 and
0.2 m2 were conducted, but only the 0.4 m2 pools were considered in
the present study.

Ventilation to the room was provided by rectangular inlet and
exhaust ducts connected to the ceiling. The dimensions of the inlet and
exhaust openings were 0.3 m and 0.6 m. For each experiment the
ventilation system was tuned to provide a certain nominal ventilation
rate in absence of the fire. The inlet duct can be in either “high”
position or in a “low” position. Lowering the inlet duct causes increased
mixing in the compartment and disturbs the two layer structure.
Table 1 shows the inlet positions and nominal air renewal rates (RR)
in all the experiments.

3.1. Computational models of the experiments

The model of the liquid pool is the same in both the open
atmosphere simulations and the compartment simulations. Fig. 1c
shows a drawing of the pool model. The condensed phase model takes
care of the heat and mass transfer within the liquid layer and the
insulation below. The liquid pool boundary condition consists of three
layers. On top there is 5 cm layer of TPH. This layer changes size during
the simulation. Below the TPH, there is a thin, 3 mm thick, steel layer.
On the bottom there is a 20 cm layer of rock wool. The bottom
boundary of the rock wool is taken to be perfectly insulated.

The simulation models include a model of the pool rim. This rim is
one grid cell thick. In the experiments, the free rim height was
approximately 5 cm in the beginning of the tests and increased as the
fuel level decreased. In the compartment fire simulations, including the
rim in the model reduces the noise within the predicted steady state
burning rates. For fires in open atmosphere, including the rim
decreased the burning rates on coarse grids. Square shaped pools are
used in the simulations. The computational models of the pools are
square and their physical size is 0.36 m2. The mass loss rates are scaled
so that the effective size of the pools matches the experiments.

Table 1
Nominal air renewal rates and inlet positions in the experiments.

Experiment RR (1/h) Inlet position

PRS-SI-D1 4.7 High
PRS-SI-D2 8.4 High
PRS-SI-D3 1.5 High
PRS-SI-D4 4.7 High
PRS-SI-D6 4.7 Low
PRS-SI-D6a 1.7 Low
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Fig. 1a illustrates the computational domain for open pool fires. The
computational domain for the open atmosphere calculations is 6 m
high and 2.4 m wide. The sides and the top of the simulation domain
are open to flow.

The computational model for the compartment fires is the same as
the one used by Wahlqvist and Hees [1]. The model includes a single
room with rectangular inlet and exhaust channels. The room is 5 m
wide, 6 m deep and 4 m high. The walls of the compartment are made
of 30 cm thick concrete. The ceiling of the compartment has a 5 cm
layer of stone wool on top of the concrete. The position of the pool was
always in the middle of the room and 40 cm from the floor. The pool
rim is made of 5 mm thick steel. Fig. 1b illustrates shows the
simulation model for DIVA experiments, with the inlet branch in
“low” position. A one dimensional heat transfer calculation is con-

ducted on all boundary cell faces.
The room contains a ventilation system model developed by

Walquist and van Hees [1]. They created a simplified model of the
ventilation network. The loss coefficients for the network nodes were
calculated based on initial pressure data in the room. Room leakage
rates are based on experimental measurements. Details may be found
in [1]. The room models and the ventilation network models for the
DIVA experiments (PRS_SI_Dx) are also available from the “fire-
models” github repository (https://github.com/firemodels/fds/).

In the experiments, the liquid fuel was ignited using a gas burner.
In the simulations, ignition source is a heated cubical block with 20 cm
side. The surface of this block is set to 1000 °C. The block is removed
after 20 s of simulation. The time needed for ignition was decided by
trial and error. Too long application of the heating block leads to large
initial spikes in burning rate. Too short prevents sustained combustion.

Table 2 lists the thermophysical properties of the fuel and all other
materials used in the model. The thermal properties of the materials
used in the DIVA facility were experimentally determined by IRSN. The
absorption coefficient of TPH is estimated using the methodology
described in [12] based on spectral absorption data of DTE medium oil.
The absorption coefficient is of similar magnitude to the absorption
coefficient of N-heptane determined in [12]. The radiative fraction of
the fuel is assumed to be 0.35 (Table 3).

The model of the ventilated compartment includes a full model of
the ventilation network developed by Wahlqvist and Hees [1]. A
uniform grid with 10 cm cell size is used for both open fires and fires

(a) (b)

Stone wool

TPH

L= 0.4 m

5 cm

5 cm

(c)
Fig. 1. Simulation geometries: (a) Model of the pool fires in open atmosphere. (b) Model of the room in DIVA facility. (c) Layered model of the liquid pool.

Table 2
Material properties used in the simulations.

Property TPH Steel Concrete Stone wool

ρ (kg/m3) 749 2430 7850 140
cp (kJ/kg K) 2.4 0.736 0.46 0.84
k (W/m K) 0.18 1.5 45.8 0.102
ϵ 1.0 0.7 1.0 0.95
κ (1/m) 300 – – –

Δhv (kJ/kg) 380 – – –

Δhc (MJ/kg) 42 – – –
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in compartments unless otherwise stated. This grid size selected based
on grid convergence study of compartment fires. The grid convergence
study is presented at the end of this paper.

4. Results and discussion

4.1. Open fires

Fig. 2a shows a comparison of predicted and observed burning rates
of a 0.4 m2 TPH pool fire in open atmosphere. Gas phase grid size is
10 cm.

The experimental mass loss rate curve shows a growing trend with a
sharp spike at the end of the experiment. This trend is not captured in
the simulations. Instead, the simulated burning rate quickly reaches a
steady state and stays there until the fuel is consumed. The burnout is
more gradual in the simulations than in the experiments because the
liquid is treated as a solid and the evaporation model is applied on a
cell by cell basis. This kind of modelling allows the pool to burn out in
the middle, before all fuel is consumed. In the experiments, the flowing
liquid would remain as a large burning surface until the very end.

Predicted and measured liquid temperatures at the center of the
pool are compared in Fig Fig 2b. The predicted liquid temperatures
stay almost constant before rising quickly to a temperature near the
boiling point. This indicates that the thermal penetration depth in the
simulations is significantly shorter than that observed in the experi-
ments. In the simulations, a hot zone is formed under the surface of the
liquid where temperatures are higher than on the surface of the liquid.
In the experiments the layer just below the liquid surface is at uniform
temperature near the boiling point. This can be seen as plateaus in the
experimental temperature curves. In the simulations, the surface
temperature remains below the boiling point. This is caused by over
prediction of the mass transfer coefficient as was discussed in [12].

The one-dimensional heat transfer model with a gray radiation
transfer does not seem to accurately predict the temperatures within
the liquid. Convective motions within the liquid are likely to be
important in explaining the experimental temperature profiles. Also,

the possible benefits of spectrally resolved radiation should be exam-
ined, because the gray absorption coefficient cannot be accurate for
both overall energy balance and absorption gradients, as pointed out in
[12].

4.2. Compartment fires

Predicted and simulated burning rates for the compartment fires
are shown in Figs. 3a–f. The overall dynamics of the pool fires are
predicted well, except for the strong fluctuations in some simulations,
and the high initial spikes.

In fires PRS_SI_D1 - D4, the inlet ventilation was in the “high”
position. In the simulations of these experiments, the steady state
burning rates and the extinction times are predicted accurately. The
exaggerated initial spikes are a consequence of the ignition modelling
and flame radiation challenges. In the experiments, the pools were
ignited using a gas burner. The heated obstruction in the simulations
cannot reproduce exactly the experimental ignition system. The second
issue is that in the beginning of the simulations, before the smoke layer
descends to the level of the pool surface, the burning rate prediction
depends on the heat feedback from an open flame. The gas phase flame
resolution will in these simulations limit the model's capability to
predict the flame radiation. After the smoke layer descends below the
level of the pool surface, the problem is transformed to a much easier
one of predicting the heat feedback from a hot gas layer.

Wahlqvist and Van Hees [3] simulated experiments PRS_SI_D1 -
D3 using their engineering model. They used a simplified version of the
experimentally determined open atmosphere burning rate as an input
for their model. Their results for experiments PRS_SI_D1 - D2 were
similar to ours. They slightly over predicted the steady state burning
rate in PRS_SI_D2 and good agreement between simulation and
experiment for the steady burning rate in PRS_SI_D1. Their model
was not able to predict extinction in PRS_SI_D3. Because they used
the experimental burning rate curves as an input, they did not have to
model the ignition process. Their simulations did not show the
exaggerated spikes in the beginning of the simulation.

Figs. 3d and f show results for cases where the air inlet is in “low”
position. In the experiments, this position was found to increase the
mixing in the compartment, providing more oxygen to the flame base.
This resulted in higher burning rate (cf. Figs. 3c and d). The simula-
tions reproduced the burning rate enhancement between PRS_SI_D1
and PRS_SI_D6, but the predicted burning rate started to oscillate in
PRS_SI_D6. Similar oscillations have been observed in other pool fire
experiments in the same experimental facility for similar sized pool
fires [5]. They had a period of 150–200 s, while the period of the

Table 3
Parameters for the McCaffrey's plume correlations (Eq. (13)).

Region z Q/ ̇2/5 η κ

Continuous <0.08 1/2 6.8
Intermittent 0.08 – 0.2 0 1.9
Plume >0.2 −1/3 1.1

Fig. 2. (a) Burning rate of a 0.4 m2 TPH pool fire. (b) Liquid temperatures within the liquid measured at 0,1,2,3,4 and 5 cm from the pool bottom.
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simulated oscillations here is about 300 s.
Despite the oscillations, the extinction time of PRS_SI_D6 was

predicted fairly well because the extinction happened due to fuel
burning out. For PRS_SI_D6a, the simulation predicts that the fire
continues the oscillatory burning, while in the experiment it was
suppressed due to the low oxygen concentration before a steady state

was reached. However, extinction time is well predicted if one takes the
beginning of the oscillatory burning phase as the time of extinction.

Fig. 4 shows a closer look at the oscillating burning rate period in
the PRS_SI_D6 simulation. The oscillations were preceded by a short
spike in the burning rate. This caused a rapid increase of the
compartment pressure. The pressure variations in the current com-

Fig. 3. Comparison of predicted and simulated burning rates for a 0.4 m2 TPH pool fire. (a) highest air renewal rate in the compartment. Air renewal rates 4.7 h−1: (b) and (c) inlet in
high position and (d) inlet in low position. Air renewal rates 1.7 h−1: (e) inlet in high position and (f) inlet in low position.
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partment have been found to be sufficiently high to counteract the
pressure of the ventilation inlet branch. This was the case here as well;
the pressure spike resulted in a reduced air inflow, again, very quickly.
With some delay, the reduced air supply lead to reduced oxygen
concentration and flame moving away from the pool towards the air
inlet. The reduced heat feedback lead to reduced fuel evaporation rate,
HRR and pressure, enabling higher inflow, flame returning over the
pool and increased burning rate, making the oscillation cycle complete.
Similar cycle takes place in PRS_SI_D6a, where the burning rate
recovery from almost zero level seems clearly unphysical.

The oscillations were caused by an interplay of the combustion
model, evaporation model and the ventilation. The oscillations did not

appear in the simulations without the evaporation model and the
extinction model. Removing either model also removed the oscillations
in the burning rate. However, removing the extinction model lead to a
significant over prediction of the burning rate. The appearance and
amplitude of the oscillations was affected by the grid resolution (see
Fig. 7c): Running the simulations on a coarse (δx = 200 mm) grid the
oscillations disappeared, and on a finer grid their amplitude and
frequency increased. These findings indicate a relation between the
oscillations and the gas phase combustion dynamics.

To our understanding, the erroneous oscillations are, at least
partially, caused by the simplifications in the combustion modelling.
The model assumes that combustion occurs whenever fuel and oxidizer
mix. This causes the fuel vapors in the compartment to reignite as soon
as enough oxygen is supplied by the mechanical ventilation. The re-
ignition behaviour could be prevented by specifying a fuel auto ignition
temperature higher than 373 K. However, there is no generally
applicable method for choosing the value to be used. If the temperature
is set too low, the ignition-extinction cycle seen in Fig. 3f will continue
until the fuel runs out. If the value is set too high, e.g, at auto-ignition
temperature of dodecane), extinction will occur too soon. The value of
373 K was chosen after experimenting.

In their study of oscillatory behaviour of hydrocarbon pool fires
Pretrel et al [5] concluded that the oscillatory phenomena is explained
as a coupling process between the fuel evaporation rate and inlet flow
rate. These two variables are coupled through the compartment
pressure. They postulated that the oscillation is caused by phenomenon
of “ghosting flame” where the flame moves away from the pool and
towards the air inlet. The prerequisites for the oscillatory phenomenon
are under-ventilated conditions and high enough temperatures to allow
combustion at low oxygen concentrations.

Fig. 4. Closer look at the oscillatory phase of PRS_SI_D6 simulation. (a) heat release rate (b)) mass loss rate (c) volume flow through the inlet. (d) Compartment pressure.

Fig. 5. Correlation between oxygen concentration near the pool surface and the burning
rate.
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The above explanation of the oscillations closely matches the results
from our simulations. However, it is not clear why the oscillations
occurred in the simulations when the experimental results show no
oscillation. Pretrel et al. noted that there is still a lack of knowledge for
complete understanding of the oscillatory phenomenon but conjec-
tured that issues involved are evaporation, local extinction phenomena
and gas phase mixing. In our simulations the oscillatory phenomena

was triggered by a change in the ventilation inlet position from high to
low. Lowering the inlet position changes the gas phase mixing in the
compartment.

Based on the pool fire experiments in a ventilated compartment,
Peatross and Beyler developed a correlation to relate the mass loss rate
to the oxygen concentration inside the compartment [6]. According to
their correlation, the ratio of pool mass loss rates determined at low

Fig. 6. Grid sensitivity study for 0.4 m2 TPH pool fire in open atmosphere. (a) Burning rate. (b) Temperatures on plume centerline. (c) Vertical velocity on the plume centerline.

Fig. 7. Grid sensitivity studies for fires in a compartment with air renewal rate 4.7 h−1. (a) High inlet position. (b) Same as (a) but low inlet position.
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oxygen concentration (ṁ″) and open air (ṁ0″) is given by

m
m

X″̇
̇
= 10 − 1.1.O

0″
2 (12)

where XO2 is the volume fraction of oxygen.
Fig. 5 compares the predicted steady state burning rates with the

experimental results and Eq. (12). The oxygen volume fractions were
obtained by averaging the oxygen concentration near the pool surface
over the period of steady burning. Good agreement is obtained between
the correlation, experiments and simulations for all cases except the
simulation of PRS_SI_D6. In this simulation, the averaged burning
rate is decreased by the oscillations during the averaging period.

Finally, Figs. 6 and 7 show the results of the grid sensitivity studies
for fires in open atmosphere and in a compartment. Fig. 6a shows that
in open atmosphere, there is a tendency to over predict burning rates
on coarse grids. However, as the grid is refined, the burning rates start
to be underpredicted. Furthermore, the resolution of 50 mm is not
enough to reach grid convergence. These findings are in agreement
with the results in [12].

The structure of the open pool fires is checked by comparing against
the McCaffrey plume correlations [13]:
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Here Q ̇ is the total heat release rate of the fire in kW, uc is the
vertical velocity on the centerline and z is the height above the fuel
surface. TΔ c is the temperature rise compared to ambient on the plume
centerline. For the open pool fire the total heat release rate is taken to
be 630 kW.

Fig. 6b shows that for 100 mm and 50 mm grid the centerline
plume temperatures are slightly over predicted incontinuous and
intermittent flame zones. In the plume zone, good agreement is found
with the correlations. This indicates that the flame heights are correctly
predicted. For 200 mm grid the temperatures are-under predicted
everywhere, but the overall shape of the temperature curve is correct.

Fig. 6b compares the predicted centerline velocities with Eq. (13).
Here velocities are under predicted everywhere. In the intermittent
zone, the predicted vertical velocities are within 10% of the correlation
for the two finest grids. The overall shape of the vertical velocity
dependence on height is qualitatively correct.

The differences between velocity and temperature profiles for the
two finest grid sizes is small (see Fig. 6b and c). Near the pool surface,
the temperatures and velocities on the centerline increase as the mesh
is refined, while the predicted burning rates decrease. This most likely a
numerical artefact: The temperatures and velocities obtained from the
simulation represent volume averages. On coarser grids the quantities
of interest are averaged over the larger grid cell leading to lower values.
On the other hand, Eq. (13) suggests that the centerline temperature
and velocity are only weakly related to the heat release rate, especially
near the surface. Therefore, the relatively large differences in burning
rate should result in fairly small differences in centerline values. In the
plume region finer grids produce slightly smaller temperatures and
velocities, consistent with the decreasing heat release rate.

The grid resolution can be compared with earlier works using the
ratio of hydraulic diameter to grid size, D δx*/ , where
D Q ρ c T g* = ( ̇/ )p0 0

2/5. The ratio D δx*/ for pool fires in open atmo-
sphere is 4, 8 or 16 for 200 mm, 100 mm and 50 mm discretizations
respectively. In [12] it was found that for a pool fire with 1 m diameter
ratios D δx*/ in excess of 30 were needed for convergence. Therefore
grid convergence could be seen between 25 mm and 12.5 mm grid
(D δx*/ between 30 and 60). Due to limitations in computational
capacity these grid sizes could not be achieved. However, these
convergence results allow us to compare the grid convergence beha-
viour of fires in the open and in compartments.

Fig. 7 shows that inside the compartment, grid size has a much

smaller effect on the burning rate. The ratios D δx*/ for the compart-
ment fires during steady state combustion are 3, 5 and 11 for 200 mm,
100 mm and 50 mm grid sizes respectively. The reasonable burning
rate predictions on such coarse grids indicate that resolving the fire
plume is not as important in compartment fire cases. This can be
attributed to the fact that the compartment quickly fills with smoke,
reducing the relative importance of the direct flame heat flux predic-
tion. The layered structure in a compartment fire can be resolved using
significantly fewer grid points compared to the structure of the flame.
The 10 cm grid size used in the compartment fire simulations is
adequate.

5. Conclusions

Predictive simulations of liquid pool fires were conducted using a
CFD solver coupled with a detailed model for liquid evaporation. The
results showed that code is capable of predicting the steady state
burning rates of the TPH pool fires in compartments within 15% of the
experimental value. The characteristic dependence between the venti-
lation rate and the burning rate was correctly captured.

In some simulations, the predicted burning rate showed strong
oscillations that were not observed in the experiments. Similar oscilla-
tions have been observed in other experiments conducted in the same
enclosure, though. The appearance of the oscillations was found to
depend on the details of the geometry, grid resolution and the
combustion modelling options.

The 1-d heat transfer model employed in this work could not
reproduce the temperature gradient in the liquid phase. It is possible,
that the gradual rise seen in burning rates of open atmosphere pool
fires could be explained by enhanced heat transfer within the liquid
phase by, e.g., lateral convection. The effect of non-gray radiation
transport should also be investigated in the future.
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