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Preface

On behalf of VTT Information Technology, I wish to welcome the Finnish radio science 
and technology community to the XXIX URSI Convention on Radio Science. 

This year the convention is hosted by VTT Information Technology. I want to express 
my sincere thanks to the Conference Secretary, Mr Manu Lahdes, and others at VTT 
who have participated in the organizing work. Special thanks are also due to Professor 
Pekka Eskelinen from Helsinki University of Technology, Institute of Digital 
Communications, for his solid involvement in the preparation process. 

The convention was organized in co-operation with the Finnish National Committee of 
URSI represented by Professor Martti Hallikainen and Mr Jaan Praks, and with the 
Finland IEEE Section. It provides a forum for discussion of advances in the broad field 
of radio science and radio communications. The program will include contributed and 
invited presentations in all relevant fields. To all speakers, invited speakers and 
presenters of submitted papers, chairpersons and sponsors (Nokia Research Centre, 
IEEE Finland Section) I wish to give my warmest thanks for their contributions. 
Together we all make a convention to be remembered. 

Markku Sipilä 

Chairman of the Organizing Committee 
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      Amorphous Metals for RF-MEMS

H. Kattelus, M. Ylönen, and T. Vähä-Heikkilä 

VTT Information Technology 
Tietotie 3, Espoo, 

Finland 
Email: Hannu.Kattelus@vtt.fi 

Abstract 
Several RF-MEMS devices can benefit from metallic micromachining processes in comparison to the conventional 
silicon-based MEMS technologies for various reasons. A variety of metallic materials and their fabrication techniques 
have indeed been tested in the laboratory but commercial volume manufacturing processes for RF-MEMS devices are 
almost non-existent. Good conductors such as copper and gold do not perform optimally as structural materials 
during extended cycling. This report describes a new group of materials for RF-MEMS: amorphous metals. In terms 
of electrical conductivity amorphous metals are intermediate between elemental metals and semiconductors but they 
can fulfil the mechanical function of the devices despite of their conductivity limitation. 

Keywords: Amorphous metals, metallic micromachining, RF-MEMS, RF-switch, MEMS varactor. 

1. INTRODUCTION 

Metallic micromachining possesses inherent advantages over silicon-based MEMS technology. The 
thermal budget of the complete fabrication cycle is very low, and the devices can be integrated over the 
IC without causing circuit malfunction. Polymeric materials can be used for the sacrificial layer for the 
same reason. The devices can thus be diced and mounted in package prior to sacrificial layer removal, 
which is performed in an oxygen plasma as the very final step before enclosing the capsule. Elemental 
metals suffer from microstructural variations within the fabrication batch increasing the fabrication 
tolerances and cutting down yield. Making the metal amorphous through proper alloying reduces scatter 
of data.  

2. EXPERIMENT 

Sputter-deposited molybdenum-nitrogen and molybdenum-silicon-nitrogen alloys are used for the 
structural material in our RF-MEMS processes. If the sheet resistance needs to be locally reduced, a 
shunting layer of aluminium is patterned on top. The merits and limitations of such materials and 
processes are described. 1 – 50 GHz switches and varactors are prepared for test vehicles, whose 
electrical properties are characterized. 

3. RESULTS  

The electrical conductivity of Mo-N is between 100 – 200 µ cm, and that for Mo-Si-N about 1000 
µ cm. The former is X-ray amorphous but contains nanocrystallites resulting in stress gradients. Ternary 
Mo-Si-N is more completely amorphized and shows smaller gradients than Mo-N. Both materials have 
been used for demonstrating RF-MEMS devices successfully, and show promise for commercial 
applications. 20 million cycles of switching show practically no instability in electrical device 
characteristics. 

4. CONCLUSION 

Amorphous metals constitute a new group of materials showing promise for RF as well as low-frequency 
MEMS. The mechanical properties are stable up to at least 20 million switching cycles in laboratory 
environment without a protective package. The membranes and switches are not prone to stiction. 

13
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Multi-Band and Reconfigurable Radio Systems Based on MEMS Circuits

Tauno Vähä-Heikkilä, Markus Rintamäki, Jussi Varis, and Jussi Tuovinen

Millimeter Wave Laboratory of Finland - MilliLab,
VTT Information Technology

P.O.BOX 12021, 02044 VTT, Finland
Email: tauno.vaha-heikkila@vtt.fi

Abstract
Novel circuits and methods are presented to develop multi-band and reconfigurable radio systems. Reconfigurable
MEMS based matching networks are found to be very suitable for power amplifier matching applications being very
linear, having low loss and good power handling capabilities.

Keywords: Reconfigurable systems, RF MEMS, matching network, impedance tuner

1. INTRODUCTION
Portable handsets are using already now multiple frequency bands since they need to be functional in
many countries with different frequency allocation. Also, the number of frequency bands is expected to
be increased in the near future since new applications (GPS, WLAN etc.) are integrated to handsets
currently. Also at microwave (3-30 GHz) and millimeter wave (30-300 GHz) frequencies, radio links are
using many frequency bands including bands around 7, 8, 13, 15, 18, 23, 26, 28, 38, 42, and 58 GHz.

Other types of problems that exist both in single and multi-band systems are changing conditions. For
example, changing antenna impedance creates mismatch between a power amplifier (PA) and the antenna
reducing the output power. This could be avoided by using a reconfigurable matching network between
the PA and antenna.

To minimize the number of components in multi-band systems and to develop reconfigurable systems,
reconfigurable and tunable components and circuits are needed. Tunability is usually done with varactor
diodes or transistors. These are lossy components having reasonable high resistance. Also, their
nonlinearities decrease the system performance. MEMS (microelectromechanical systems) based
components and circuits have very low intermodulation products and low loss [1]. Different ways to get
more efficient systems based on tunable and reconfigurable circuits are presented in this paper.

2. RECONFIGURABLE TELECOMMUNICATION SYSTEMS

Conventional and reconfigurable multi-band front-ends are shown schematically in Figure 1. Number of
active and passive devices can be reduced using tunable and reconfigurable filters, matching networks,
and wideband thru type power sensors.

(a) (b)
Fig. 1. a) Conventional and b) reconfigurable multi-band front-end.
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One very challenging problem in current and future radios is how to make small and multi-band handset
antennas. Other application area is in wireless local area networks (WLAN), where reconfigurable base
station antennas can be used for improving the system performance. Antennas can be made
reconfigurable and/or multi-band using MEMS switches and varactors. As an example of reconfigurable
antenna at WLAN frequencies, the University of Rennes with several partners have developed a 5.7 GHz
reflect-array unit cell consisting in a set of six switchable dipoles placed at different angles, only one of
them being switched on at a time (Figure 2) [2]. We have developed matching networks/impedance tuners
that were optimized for matching an antenna with changing impedance to a power amplifier [3-5]. This
kind of matching networks are needed both in reconfigurable antennas and in antennas where their
impedance changes because the impedance seen by the antenna changes. This is a typical problem in
mobile phones. A mobile phone can be, for example, on a metal table or next to a human body and the
impedance seen by the antenna changes. This causes mismatch between the antenna and PA affecting RF
power loss in the system. If a reconfigurable matching network is used with the antenna, maximum power
transfer can be ensured in different output impedance conditions.

Fig. 2.  Example of MEMS-reconfigurable reflect-array. a) Photograph of the system and b) detail of
the unit cell [2].

Power amplifiers have usually low output impedance and are mismatched in 50 Ω systems. These can be
matched in narrow frequency band using a fixed matching network at the output of the PA and in multi-
band systems, different power amplifiers are needed in different frequency bands (like in Figure 1). Using
a reconfigurable matching network, a PA can be matched to an antenna in different frequency bands and
only one PA is needed in a multi-band system. Reconfigurable matching networks can be realized with
stub-based [4] or distributed topologies [3,5]. Stub-based matching networks are usual in microwave
engineering [6], and can be easily applied reconfigurable systems. The electrical length and impedance of
stubs and electrical distance between them can be changed using capacitive loading [4]. Schematic of a 6-
20 GHz reconfigurable triple-stub impedance tuner with its impedance coverage at 14 GHz are shown in
Figure 3 [4]. Almost the whole Smith chart can be covered with the tuner. The electrical tuning is realized
with 11 switched capacitors that can be controlled separately. Impedance, phase delay, and the effective
dielectric constant of the transmission line are changed by changing the loading capacitance. The
switched capacitor is a series combination of a MEMS switch and fixed metal-air-metal (MAM)
capacitor, and its capacitance ratio can be designed to be 1.5-30:1 being 4.9:1 in this work. Using 11
switched capacitors, 2048 (211) different impedances can be generated with the tuner. Stub-based
impedance matching networks are quite large in size since the electrical length of the stubs and distance
between them are proportional to wavelength. For example, the area of the 6-20 GHz triple-stub tuner is
about 7.3 mm x 7.3 mm on a glass substrate (εr=4.6). We have also developed novel reconfigurable
matching networks that are based on distributed topology [3,5]. Schematic of a distributed matching
network based on four switched capacitors is shown in Figure 4. When the switched capacitors are in the
state C1 (lower capacitance state, C = 81.2 fF), the impedance of the matching network is close to 50 Ω.
Putting more and more switched capacitors to the state C2 (higher capacitance state, C = 398 fF), the
loading of the line is increased and the impedance is lowered to the region of the output impedance of
power amplifiers. Distributed nature of the network ensures wideband operation. We have demonstrated
that the distributed type reconfigurable 4-18 GHz matching networks can handle more than 1 W RF
power at 8 GHz and the third order intercept point (IIP3) of the networks is better than +45 dBm with 100
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kHz signal separation (∆f) at 8 GHz, and is expected to be better than +70 dBm with signal separation
greater than 1 MHz.

(a) (b)
Fig. 3. a) Schematic of a reconfigurable triple-stub impedance tuner based on 11 switched capacitors and

b) its impedance coverage at 14 GHz [4].

Fig. 4. a) Schematic of a distributed type reconfigurable matching optimized for power amplifier
applications.

RF power measurement and control is needed in radio transmitter. RF power sensors are connected to
transmitters with couplers in conventional radio systems. Couplers limit the bandwidth of transmitters
since they are narrowband wavelength dependent components. Also, they are large in size. We have
developed thru type RF power sensors based on MEMS technology [7-8]. These are small and wideband
and neither couplers nor diode based power sensors are not needed anymore.

CONCLUSIONS

Radio system performance can be improved with MEMS based components and circuits. We have
showed alternative methods both at system and circuit level for improving radios. As an example of
reconfigurable microwave circuits, we have presented our wideband reconfigurable matching networks
with good performance (IIP>+70 dBm @ ∆f=1 MHz, power handling > 1W @ 8GHz) and impedance
tuners covering almost the whole Smith chart.
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Channel Reciprocity for FDD Systems using Duplex Hopping

Ari Hottinen

Nokia Research Center
P.O. Box 407, Nokia Group 00045, Finland

Email: ari.hottinen@nokia.com

Abstract
This paper proposes a new duplexing solution for paired frequency bands employing frequency division duplexing
(FDD). The proposed method, duplex hopping, captures channel reciprocity in a manner analogous to time division
duplexing systems, and thus enables channel-aware transmission methods. It is shown, in particular, that the proposed
method can be used effectively with multi-antenna transmission with very high spectral efficiencies.

Keywords: Duplexing, channel reciprocity, MIMO, channel-aware transmission,4G

1. INTRODUCTION

Channel-aware transmission methods have become increasingly attractive recently. It is well-known that
Channel State Information (CSI) can be used e.g. to increase the efficienc y of transmit beamforming,
scheduling, coding and modulation, among other things. As an example, the WCDMA Release 5 employs
adaptive coding and modulation (ACM), multiuser scheduling, and closed-loop transmit diversity [2], all
of which require some form of CSI for efficient operation. CSI at transmitter is therein obtained with a
feedback channel and used to increase system performance. While capacity enhancement is relevant for
any wireless system, other objectives are also of interest. In 4G systems where the channel bandwidth
may be up to 100 MHz, CSI could be used also as means to simplify receiver signal processing algorithms.
Decreasing the computational burden of the receiver by moving it to the transmitter can be done efficiently
with the aid of CSI. Indeed, the potential MIMO capacity gains can be achieved by a simple linear receiver
provided that the transmitter has complete channel knowledge.

The examples given above motivate both the study of feedback channels for conveying the CSI to the
transmitter, and the study novel solutions for inherently conveying CSI to the transmitter. Bearing in
mind that the frequency-division-duplexing (FDD) and related paired regulatory bandwidth allocations
will remain dominant for some years, it is of interest to provide efficient means for providing CSI for
FDD systems. In this paper, a solution is provided where explicit feedback channel are not needed, and
thus the current paired radio spectrum allocations could potentially used for future high capacity radio
air interfaces. The proposed solution may avoid feedback channels in FDD systems by inherent channel
reciprocity.

2. DUPLEX HOPPING

Conventionally, Channel State Information (CSI) is available inherently in TDD systems, but in FDD
systems an explicit feedback channel is needed. This approach is used e.g. in WCDMA standard, where
TXAA (Closed-loop transmit diversity) is controlled by receiver feedback with 1.5 kbps/Hz uplink sig-
nalling channel. In this case the feedback link supports two transmit antennas. If more than two antennas
or more than two beams would need to be supported e.g. in multiple-Input Multiple-Output (MIMO)
channels the feedback link capacity would have to be increased accordingly.

Since the explicit signalling channel may be difficult to devise for arbitrary antenna and transmission
con gurations, we propose herein an alternative approach, coined as duplex hopping [5]. With FDD the
concept operates as follows:

• at least two (sub)carrier frequencies f1 and f2, and

• f1 is used for uplink transmission during slot t1 and

• f1 is used for downlink transmission at t2. Simultaneously,

• f2 is used for downlink transmission at t1 and
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Figure 1: Duplex hopping with two carriers f1 and f2 and two time slots t1 and t2. Guard interval may
be placed between hops.

• f2 is used for uplink at t2.

Clearly, orthogonality across duplex frequencies is preserved if the carriers do not overlap. Therefore,
due to implementation imperfections, there we may need to define a guard band between f1 and f2, and
a guard time between t1 and t2.

In the context of cellular networks,  rst and second duplex direction may refer to uplink and downlink
directions respectively. Using this approach, the channel used in reception during slot t1 (t2) is used for
transmission during slot t2 (t1), as shown in Fig. 1, and channel reciprocity akin to that obtained via Time
Division Duplex (TDD) is available. A guard interval may be placed between the slots to ease the power
ampli er design problem.

The advantages obtained with this solution include

• Inherent channel reciprocity, provided that duplex times t1 and t2 are suf ciently close to each
other (within time coherence). Channel reciprocity may be used to

– determine communication parameters for transmission (beam coefficients, coding/modulation
options, power control, rate control, scheduling, etc.)

– Simplify reception complexity, when by using pre-rake combining, or transmit beamforming,
or precoding.

– reduce the control channel capacity (e.g. for adaptive modulation).

• Improved diversity, when duplex (frequency) distance is sufficiently large, as consecutive slots are
transmitted in different frequencies.

The diversity benefit may be utilized by coding across multiple duplex frequencies. This is applicable
even if CSI is not used or is not accurate enough in the transmitter. This may be the case e.g. due to
complexity constraints or due to short channel coherence time (e.g. in the presence of very large Doppler
spreads).

The duplex hopping concept is easiest to adopt in systems where the network is synchronized, such the
cdma2000, or in 4G systems. If the network is not synchronized the a terminal (e.g. at cell edge) may
attempt transmission while another terminal in reception mode.

3. APPLICATION TO CLOSED-LOOP MIMO

The signal model used to represent the key concepts described below is given by [2]

Y
T×Nr

= X
T×Nb

W
Nb×Nt

H
Nt×Nr + noise

T×Nr (1)

Above, Nr designates the number of receive antennas, Y is a T × Nr received signal matrix, X is a
T × Nb modulation matrix and W is a Nb × Nt beam-forming matrix. The columns of the channel
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Figure 2: Duplex-hopping based FDD system with Nt = 8 transmit and Nt = 2 receive antennas.
Single-stream (TX-AA) and 2 × 2 matrix modulation (using i-threaded transmission).

matrix H designate channel vectors from Nt transmit antennas to different receive antennas,

H =

⎡
⎢⎢⎣

h11 h12 . . . h1Nr

h21 h22 . . . h2Nr

...
...

. . .
...

hNt1 hNt2 . . . hNtNr

⎤
⎥⎥⎦ . (2)

In vector modulation X is an Nb-vector (Nb > 1), while in matrix modulation Nb > 1, T > 1[2].

Consider BER performance of different transmission methods as a function of transmitter Eb/N0, where
N0 refers to noise power at a representative receive antenna and Eb is the transmit energy per bit per
channel use. Assume a  at fading channel with Nt = 8 transmit antennas and and Nr = 2 receive
antennas. Matrix modulator X is de ned as the threaded or i-threaded symbol rate two modulator as
de ned in [3]. For closed-loop MIMO the beam-forming matrix W is defined to comprise two dominant
eigenbeams of the channel correlation matrix HH†.

In the presence of a feedback-based solution, the dominant feedback beam uses 8PSK quantization con-
stellation for the Nt − 1 coordinates of the dominant beam and the secondary beam uses 4PSK. This
requires (Nt − 1)(q1 + q2) feedback bits, where q1 and q2 designate the number of bits used to represent
one (complex) coordinate of a given beam. With 4 tx antennas and two beams (with 8PSK and 4PSK
constellations) this gives a feedback word of length 30 bits. The feedback bits are sent to the transmitter
and they are receiver error-free.

With duplex hopping, the beamforming matrix is computed as above as dominant eigenbeams, but without
quantization, as it determined at the transmitter based on channel estimates. For both concepts, the
channel estimates are assumed to be perfect. We notice from Figures 2 and 3 that the duplex hopping
based feedback improves performance by about 1.5-2 dB over a feedback scheme involving as many as 30
feedback bits. Note that the use of as many as 30 feedback bits per one downlink transmission packet may
be not be feasible in practice (e.g. WCDMA uses only 1 bit per feedback slot, since feedback capacity is
limited).

The  gures with legends “i-Th" are with two QPSK modulated streams with i-Threaded matrix modu-
lation [3], whereas TX-AA refers to single-stream transmission using only one eigenbeam and 16QAM
to attain the same spectral efficiency. The  gures also indicate performance where the transmission is
carried out in better duplex frequency (f1 or f2), as selected using channel state information. When the
duplex selection is used legends “S-TXAA" and “S-iTh" are adopted for the corresponding  gures.
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Figure 3: Conventional FDD system with Nt = 8 transmit and Nt = 2 receive antennas, with 30 bits
used for beamforming.

4. CONCLUSION

A new method called duplex hopping was introduced to enable CSI for paired spectrum allocations. The
benefits were highlighted from the point of view of diversity, MIMO transmission, and beamforming, in
various combinations. Additional potential applications include multiuser scheduling [4, 1]. A simple
and efficient way to convey channel state information to the transmitter is likely to be crucial for future
(evolutions of) wireless systems, in particular for multi-antenna systems and for systems using other
channel-aware transmission schemes.
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Abstract
Helsinki University of Technology, Laboratory of Space Technology is finishing the manufacture of an airborne L-
band radiometer based on two-dimensional aperture synthesis technology, referred as HUT-2D hereafter. The concept
is new in remote sensing, although a similar approach has been successfully used in radioastronomy. In this paper we
present the results of the first test flight with a sub-unit of the complete HUT-2D instrument.

Keywords: Aperture synthesis, radiometry, airborne

1. INTRODUCTION

Aperture synthesis is a solution for achieving a relatively good geometric resolution for L-band passive
measurements required for the global monitoring of soil moisture (SM) and sea surface salinity (SSS).
The European Space Agency (ESA) is currently developing a space-borne instrument based on this
technology. The mission is referred to as SMOS (Soil Moisture and Ocean Salinity).

Helsinki University of Technology, Laboratory of Space Technology is participating in the SMOS
mission, especially by designing the calibration subsystem of the satellite. Additionally, the laboratory is
building an airborne version of the instrument called HUT-2D: a two-dimensional aperture synthesis
radiometer for imaging in L-band. The instrument has characteristics similar to those of the SMOS
mission sensor and applies the same calibration technology as the satellite and thus also serves as a proof
of concept.

The HUT-2D instrument technology has been tested in various ground-based and laboratory
measurements using a four-receiver sub-unit. After the encouraging tests results obtained from the EMC
chamber measurements, the sub-unit was flown over the coastal region and open sea in December 2003.
The main purpose of the flight was to examine interference from the aircraft. As no significant
interference was observed in the cross-correlation channels, an attempt was made to retrieve images from
the data taken during the flight. The flight track was in the costal area around Helsinki, rich in
archipelagos, which providedgood contrast between the low brightness temperatures of the sea (~100 K)
and the high temperatures of the ground (~250 K).

2. HUT-2D INSTRUMENT

The HUT-2D instrument will consist of 36 receivers in U-shaped geometry with associated calibration
subsystem and a digital correlator unit based on programmable logic circuit technology. Block level
configuration is seen in Fig. 1. Each receiver has two outputs: the in-phase (I) and the 90 degrees phase
shifted quadrature (Q). The outputs are one-bit digitised and send to the correlator through fibre optic
harness. Additionally, an on-board calibration subsystem is required to calibrate the receiver phase errors.

Each receiver pair, referred as baseline hereafter, forms an interferometer producing as an output a
complex correlation of the scene in the field of view of the antenna. The image of the target is in ideal
case formed from the complex correlations of the baselines using inverse Fourier transformation.
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Fig 1. The HUT-2D aperture synthesis radiometer.

3. CALIBRATION

The instrument error correction is divided into (1) on-ground characterization, including antenna voltage
pattern and the characterization of the on-board calibration network itself, and (2) on-board calibration.
The on-board calibration is performed to eliminate the effect of the correlation offset and the receiver
errors, including the phase errors and the amplitude errors.

3.1 Offset correction

The offset error is mainly due to the threshold voltage of the zero point comparators used for one-bit
digitising of the analogue receiver output signal. The error is systematic and can be corrected by applying
additional correlation channels into the digital correlator between a continuous stream of ones or zeros
and each receiver I and Q output. The resulting correlation becomes zero independent of the input source
when no comparator threshold errors are present i.e. the two comparator input voltage levels are equal
over a longer period (integration time). The method for the correction is given in [1].

3.2 Receiver phase error correction

The receiver phase error correction algorithm is similar to the SMOS instrument calibration. The
quadrature errors are solved from each receiver I and Q output correlation result (self-correlation).
Independently of the input signal, the self-correlation becomes zero in ideal case due to the 90 degree I/Q
demodulator. The quadrature error can be solved in a straightforward manner from the measured self-
correlation result taking the arc sinus of the measured self-correlation. The receiver phase errors are
further solved based on injecting correlated noise into the receiver inputs. The imaginary part of the
correlation becomes zero and the real part is the ratio between the correlated noise and the total noise. All
deviations from the expected results are due to the phase errors and can be solved as described in [2].

3.3 Amplitude calibration

The offset and phase error corrected correlations result in a normalised visibility map. For the conversion
to the brightness temperature the system noise temperature (antenna and receiver noise temperature)
information is needed. Accurate antenna temperature information requires use of a continuously
calibrated on-board reference receiver. During the four-unit subassembly test flight no reference receivers
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were available. The amplitude calibration was performed using correlating receiver’s total power output
information. Two known targets – open water and snow-covered ground area – were used as calibration
references. The brightness temperatures of the selected targets were determined using a HUT emission
model [3]. For the large real aperture of the instrument antennas the hot and cold target brightness
temperatures were 240 K and 70 K for H-polarisation and 250 K and 130 K for the V-polarisation,
respectively. The estimated error of the above values due to the lack of proper ground truth data is ±5 K.

4. TEST FLIGHT RESULTS

The sub-unit used in the first test flight consists of four receivers in a line. Only the cross-track dimension
was synthetic with a resolution of ~20°. The resolution along the track is provided by a combination of
the real antenna pattern and the dependence of the emissivity on the incidence angle on the ground, as the
instrument is mounted 45° tilted. The image reconstruction formula for the points across the track is
obtained with the Discrete Fourier Transform as
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where V is the measured visibility map (offset and phase corrected correlation result of the target),
φθξ cossin= is the direction cosine along the cross-track direction,

F is the voltage pattern of the antennas,
ΩA is the solid angle of the antennas, and
d/λ =∆u is the relative distance between the receivers.

The )(
~

iBT ξ represents one line in cross-track. At each integration time (0.25 sec) one such line is

obtained. With the speed of the aircraft being ~60 m/sec, there is at each ~15 m one ‘snap-shot’ line.

The array consists of rectangular patch antennas with two orthogonal probes. The model of the antenna
pattern is based on measurements of an antenna of the same type as those used in the array. The patterns
were measured in two orthogonal cuts yielding the half power beam widths: HPBW≈75° along the array’s
line and HPBW≈65° across the array. We used a simple antenna pattern model

θφθφθφ 21 cossincoscos),( 22 nnF ⋅+⋅= (2)

where 21,nn correspond to the beam widths.

The images obtained during the first test flight are presented in Fig. 2. The flight was performed in
December 2003 in the coastal area of Helsinki. The instrument was mounted to the back-door of the
aircraft and tilted 45°, looking backwards (opposite to the direction of the flight). The average speed was
60 m/sec at the altitude of 300 m. The high contrast areas are clearly visible and the measured results
coincide well with the target.

6. CONCLUSION

This paper presents the first images from the HUT-2D aperture synthetic radiometer four-receiver sub-
unit test flight. The images provide support to the feasibility of the chosen technology and demonstrate
proper operation of the instrument. The information and experience from this test flight will be used in
preparation for a flight with the full two-dimensional instrument in the near future.
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(a) (b)

(c) (d)

Figure 2 (a)-(d): First flight results. Left images are data from a coverage database with the following
colour coding: blue – sea, green – fields and brown – forest. The red line is the flight track with the
rectangle corresponding to distance zero in the images on the right side. The negative values of the cross-
track look angles correspond to the left side of the flight track.
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Abstract

The purpose of this paper is to study the feasibility of SeaWinds Ku-band scatterometer onboard QuikSCAT
satellite for remote sensing of snow.

QuikSCAT/SeaWinds is a Ku-band (13.4 GHz) scatterometer designed for wind speed retrieval near the
ocean surface. However, NASA Scatterometer Climate Record Pathfinder (SCP) provides also image data
with backscattering coefficients (σ◦). The satellite data used in this study are in ’gridded’ format with
a pixel resolution of 22.25 km. In situ data from Finnish Meteorological Institute (FMI) consist of daily
temperatures, snow depth and rainfall measurements from nine different weather stations. Daily snow
water equivalent (SWE) maps were obtained from Finnish Environment Insitute (SYKE). Keywords:

scatterometry, Ku-band, snow

1. INTRODUCTION

The use of spaceborne remote sensing instruments can give us a way to monitor Earth frequently
and with good coverage. However, most of the sensors either measure a narrow swath or their
orbit around Earth does not allow them to cover the whole surface in a reasonable time frame.
QuikSCAT/SeaWinds has a very broad swath (1400 km for H-pol and 1800 km for V-pol) and
Sun-synchronous near polar orbit with an orbital time of 101 minutes, thus covering aproximately
90% of the Earth surface each day. Latitudes over 40◦ are covered twice a day, so areas typically
covered by seasonal snow which can be monitored very effectively.

2. FINDING THE SNOWMELT PERIODS

According to previous studies by Nghiem and Tsai [1] it is possible to detect snowmelt with a
Ku-band scatterometer. As Figure 1 shows, this is true also for QuikSCAT/SeaWinds.

The thick black lines in top of every plot in Figure 1 represent the instants when the maximum
temperature has risen above the freezing point (0 ◦C). The vertical lines in SWE and Snow Depth
plots mark the snowmelt periods determined from the differential backscatter coefficient (σ◦) data.
The vertical dashed lines mark the beginning of the snowmelt period and the solid lines the end
of the snowmelt.

The procedure presented here is based entirely on observations made from relations between afore-
mentioned data sets, thus being empirical.
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2.1. The Procedure

To detect snowmelt, we first have to determine if the ground is snow covered. This is done by
finding empirical thresholds for both H- and V-polarizations. When the snowmelt begins, σ◦

decreases due to wet snow [2]. This is easily seen by comparing the plots in Fig. 1.

The detection of the end of the snowmelt is done by following the trends in σ◦ values. The
first option is that the σ◦ value exceeds the initial level of snow covered ground. The others
determine whether the ground is snow free. Wet ground free from snow has a low and quite stable
backscattering characteristics, thus providing good base for determining the end of the melting
season.

3. DETECTING SNOW COVERED GROUND

When we compare maps based on σ◦ values with maps with measured (SYKE) SWE values, we
can see that the needed SWE value to detect dry snow is somewhere around 10 mm. This can be
seen in Figs. 2 and 3. Fig. 2 shows pixel values of satellite data on H-pol exceeding -9.5 dB in
white (H-pol) and values below that in gray. White areas in Fig. 3 have SWE larger than 10 mm.
Black areas in both figures are either sea or outside the Finnish borders.

3.1. Retrieval of Snow Water Equivivalent

Figure 4 is a scatterplot of 192 measurements made during winters 1999-2000, 2000-2001 and 2001-
2002 for two test sites near municipality of Multia. The measurements were selected to represent
backscattering from dry snow. The criteria for dry snow was that the maximum air temperature
had to be below -2 ◦C for five consecutive days before the selected measurements. The curve fitted
in the scatterplot is a second degree polynomial. When compared to interpolation represented by
Nghiem and Tsai in [1], we can see that the fitted curves are quite similar even if the SWE values
in used dataset represent only the lower end of the interpolated curve.

Part of the relatively high scatter in Fig. 4 is caused by the varying atzimuthal angle, since the
amount of snow seen differs when the azimuthal angle changes (overshadowing by surface topology,
man-made structures and also vegetation to some extent).

4. PROBLEMATIC AREAS

The map in Figure 5 reveals two problematic types of terrain in satellite-based σ◦ data. Large
water-covered areas such as seas and large lakes have a very low level of backscattering. This
affects the ability to detect first snow because lakes tend to freeze well after the snow cover.

Another obstacle for detecting the initial snow cover arrival are urban areas (mainly greater Helsinki
area). Part of the explanation for the high backscattering characteristics may be the buildings
forming corner reflectors.

5. CONCLUSIONS

As this study shows, Ku-band scatterometers, such as QuikSCAT/SeaWinds, can be used for
remote sensing of snow, given some restrictions. Retrieval of snowmelt phases works quite well in
most areas. The most problematic areas have a high backscattering signature (eg. greater Helsinki
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area and some fjelds in central Lappland). The high backscattering signature of large built-up
areas also deteriorate the ability to identify initial snow from bare ground.
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Figure 1: Winter 2000-2001 on Sodankyla test site, three day averaging for σ◦ data.
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Figure 2: Areas where σ
◦ is

over -9.5 dB on H-pol.
Figure 3: Areas where SWE
is over 10 mm based on maps
by SYKE.

Figure 5: Backscattering on
June 7, 2000 on H-pol.
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Figure 4: Scatterplot of σ◦ values as a function of SWE. Data are from three winters in 1999–2002.
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Abstract

A Bayesian inversion method for deriving Snow Covered Area (SCA) using combined SAR and optical data is in-
troduced. SCA estimation is done for over 2000 sub drainage areas covering the whole Northern Finland using
RADARSAT and NOAA AVHRR images. The applied inversion method used takes into account the statistical ac-
curacies of the two data sources, optical and SAR images.

Keywords: remote sensing of snow, RADARSAT, SAR, SCA

1 INTRODUCTION

Hydrological processes in boreal forest zone are highly affected by the seasonal snow cover. Thus, hydro-
logical models operationally used for run-off and river discharge forecasting employ spatially distributed
information on physical snow pack characteristics, and on the extent of snow. In Finland, the most impor-
tant period is the spring melt season and the snow parameters essential for forecasts include the fraction of
snow-covered area (SCA) and snow liquid water content (snow wetness). This information is required in
a spatial scale from a few to several kilometer s corresponding to sizes of sub-basins. The Finnish fore-
casting system applies snow information interpolated from weather stations and snow gauging network.
However, its spatial accuracy is relatively poor. Moreover, measurements on some important parameters,
such as snow liquid water content, are not carried out operationally. Space-borne observations can be used
to overcome these problems. The operational system already applies SCA-estimates derived from optical
satellite images during the spring melt period, but they are only available under non-cloudy conditions.
Space-borne SAR provides information that can be used for the mapping of SCA regardless of cloud cover.
SAR measurements can be also used to retrieve information on snow wetness.

2 DATA AND TEST SITE

Investigations are carried out using both SAR and optical data. The SAR data consists of RADARSAT
images from the year 2004 covering the whole Northern Finland (Fig. 1). Also several ERS-2 SAR images
from years 1997-2002, and Envisat ASAR images from the year 2003 are used. The backscattering coeffi-
cients are classified into five classes based on the forest stem volume information. The optical data used is
NOAA AVHRR images from years 2001-2004 and some Envisat MODIS images.

The area used in the study is the whole Northern Finland containing over 2000 sub drainage areas (Fig. 1).

3 METHOD

A Bayesian inversion method for deriving SCA using combined SAR and optical data is used. The inversion
method used takes into account the statistical accuracies of the two data sources, optical and SAR images.

The backscattering model used is the semi-empirical HUT backscattering model [2], which describes the
average backscattering coefficient of forested terrain as a function of forest stem volume. The backscattering
equation can be given as a function of forest stem volume V , scalar variable χ, and SCA:
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Figure 1: The coverage of the RADARSAT images (left), and sub drainage areas of the Northern Finland
(right).

σo(V, χ, SCA) =
[
SCA · σo

snow + (1 − SCA) · σo
ground

]
· t(V, χ)2 + σo

canopy(V, χ) (1)

where σo
snow is the backscattering coefficient of snow covered ground and σo

ground is that of snow-free
ground surface. The model requires the reference values for backscattering coefficient for the 100 % wet
snow cover and totally snow-free conditions.

An analogous model for optical reflectance [1] is used:

ρ(SCA) = (1 − t2) · ρforest + t2 · [SCA · ρsnow + (1 − SCA) · ρground] (2)

where ρforest, ρsnow, and ρground are the reflectances for forest canopy, wet snow and snow-free ground,
respectively. The value t is empirically determined apparent forest transmissivity for each sub-drainage
area.

The assimilation is done by minimizing the following equation

J(χ, SCA) =
∑

i

w1(σo
model(i) − σo

SAR(i))2 + w2(ρmodel − ρAV HRR)2 (3)

where σo
model(i) is the calculated and σo

SAR(i) is the measured backscattering coefficient for the forest stem
class i. Similarily, ρmodel is the calculated and ρAV HRR the measured reflectance of the sub drainage area.
Weighting factors w1 and w2 represent the accuracy of the corresponding values.

The SCA estimation is done for over 2000 sub-drainage areas in Northern Finland.

4 RESULTS

The performance of SCA estimation is analyzed by comparing the obtained estimates with independent
SCA reference data sources: (a) the WSFS hydrological model [3] predictions, (b) observations at weather
stations. The obtained results indicate that the SCA mapping accuracy of C-band SAR is around 20 %
while the accuracy of optical images is around 15 %. As optical images are not always available due to
cloud cover, SAR data can be applied for those cases.
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Abstract
Mutual coupling and other effects cause that the element patterns in an array are different. In the practical (adaptive) use of
the array identical element patterns are usually expected. A matrix pattern correction method can be used to correct the array
element inputs/outputs. A multiport model for microstrip array with parallel circuit model with voltage input for antenna
element is searched for pattern correction beginning from the measured scattering matrix.

1. INTRODUCTION

Mutual coupling distorts antenna array element patterns. A matrix method can be used for correction of the array 
inputs/outputs [1,2]. In addition to mutual coupling also the groung plane edge effect should be included in the
correction of a microstrip array [3,4]. If the radiation of an antenna element is defined basically with a value of
current or voltage, then the array pattern correction can be done with the impedance or admittance matrix [1,4].
A circuit model for an antenna array would be of interest for mutual coupling compensation [3]. When only the
measured scattering matrix is known, this is a reverse problem.

2. THEORY AND RESULTS

Mutual coupling in multiport devices can be presented with impedance (Z), admittance (Y) or scattering matrix
(S). For this work scattering matrices of microstrip antenna arrays are measured. Impedance matrix elements for 
a given port are defined as the ratio of output voltage in each port to input current in the given port when all
other ports are open circuited with zero input currents. In the admittance matrix measurement the input is voltage
and outputs are

Z11-Z12

Z12

Z22-Z12

1 2

(a)

Y12

Y11-Y12 Y22-Y121 2

(b)

Fig. 1. Two-port circuit model of an antenna pair a) for impedance matrix with a T-circuit 6  and b) for an admittance
matrix with a -circuit. Impedances Z11 and Z12 are defined with input current in port 1 with port 2 opened, without a 
current. Admittances Y11 and Y12 are defined with input voltage in port 1 and port 2 short circuited with zero voltage.

currents when other ports are short circuited with zero input voltages [5]. In Fig. 1 we see equivalent circuits for
two-element impedance and admittance matrix measurements [6-7]. It is simple to proof, that these circuits are 
in accordance with impedance and admittance matrix definitions and can be both presented a priori as model
circuit for a linear passive two-port. These models explain for a given port the open- or short-circuited condition
of the other port as “neutral”, without mutual coupling [1,6]. In general, the components of these circuits can be
different, also complicated circuit structures. One complication to real linear circuit is, that the mutual
component can have as well an unphysical negative resistance as a positive one [6]. Because the circuit is
passive the mutual components are only explaining the balance in the system and do not have any independent
explanation.

Where is the signal? Without mutual coupling the RF signal vector to/from an antenna array can be as well the 
voltage ( V ), current ( ) or voltage wave vector  (I V ). In that case these parameters at a given port depend
only on each others and the corresponding matrix dependency between corresponding signal vectors
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( V , ,I V ) is a diagonal matrix. In the case of mutual coupling the matrix dependency of a pair of different
signal vectors is not a diagonal one. For an antenna array, the signal is usually the current or voltage (field) in the
antenna element of the array. When the RF signals to/from array ports are in the form of a voltage wave vector
V+ the input coefficients can be corrected to the voltages or currents by multiplying with corresponding
correction matrices [2,4,7,8] 

2/)()( 1

wantedwantedcorrect VyIVSIV     (1)

2/)()( 00
1

wantedwantedcorrect ZZ IzIISIV    (2)

In (1) and (2) it is assumed, that the wanted input vectors are the wanted complex weights of the uncoupled
element patterns, defined without taking into account the mutual coupling in the antenna array. We see, that the
corrections with (1) and (2) have opposite effects on the inputs/outputs. The mutual coupling compensation
removes internal reflections, which cause ripples in the antenna element patterns. If the input/output RF signal
are the currents and they should be voltages in the array (or vice versa) then the impedance (admittance) matrix
of the array is the corresponding correction matrix. The impedance, admittance and scattering matrices are
related to each other with [5] 

1SISIz        (3)

IzIzS 1        (4)
11

00 zZYy ZZ        (5)

In modern antenna technology the antenna elements and the input ports have dimensions that are not small
compared with the wavelength. In this case the feed should also be presented as an input circuit to be extracted
from the array multiport circuit. When higher frequencies with increased bandwidth are used (which is the
tendency of radio system evolution), then the problems with input circuits will grow. If there are well known and
well modeled feed structures for the antenna elements, then they can be easily extracted. If we have scattering
matrix measurements, then we should change to z-matrix presentation to subtract an impedance component at
input and to y-matrix presentation to subtract an admittance component at input,

11 i
in
ii yyy         (6)

11 k
in
kk zzz , where ik ,       (7)

where yi and zk are the admittance and impedance matrices at extracting step i and k, the input admittance and
impedance matrices yin and zin are diagonal ones and are to be subtracted, and yi+1 and zk+1 are the admittance
and impedance matrices after extracting an input component. After subtracting an input circuit element the
remaining multiport circuit should be closer to an ideal voltage/current driven array. Stepwise we can subtract
whole input circuit changing between y- and z-presentations, in analog to working with the Smith chart, and then
use finally the required correction by (1) or (2). After that we should go stepwise backward to the original
measurement reference points defining a new correction matrix at each step using dependencies in formulas (3)-
(6) to obtain the final correction matrix for the reference planes of the measured scattering matrix. The reference
plane in the input line for the original measurement is usually at the array connectors. 

In Fig. 2 we see a multiport circuit model for an admittance matrix, which is in accordance with admittance
matrix definition. The principle is that each port is connected to all other ports and that the admittance at the 
given port is the self-admittance of the port minus all mutual admittances for that port. The corresponding circuit
model for the impedance matrix is not found when the number of ports is more than two. In [9] is presented a 
3x3 multiport, which is not symmetric and cannot explain all mutual components with the impedance matrix
measurement. Also the simplification with a common mutual component in [9] has no sense for a linear array. 
We can assume, that the topography/structure in Fig. 2 is the only one explaining mutual coupling in a passive
multiport. Thus the same structure should be needed also for the impedance matrix and it might be done by the
dualism of electromagnetics using magnetic circuits [10-13]. Another alternative would be to use mutual
components parametrically as is done traditionally with mutual inductance or capacitance, and use even mutual
resistances [14]. The mutual component can be presented for y- and z-matrices as an internal source of current or
voltage depending parametrically on the input to another port. A disadvantage of the continuous circuit models
in Figs. 1 and 2 is, that the mutual component appears there three times.
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Because the model in Fig.2 is the model explaining the admittance matrix measurement there is no simpler
circuit models in the general case. When two elements are far from each other the mutual admittance between
them can be ignored compared with other connections and the model can be simplified. Each measurement of 
impedance matrix component can be modeled with the circuit in Fig. 1a with other ports open-circuited, but
these measurements cannot to be collected to a multiport model. This is a serious limitation, because in a linear
array there is usually two neighbors for an antenna element.
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Fig. 2.  A multiport circuit model defining admittance matrix. In this example admittance matrix is a 4x4-matrix.

A parallel resonator model has been used to explain the behavior of microstrip antenna elements [15-18]. The
correction results in [3] using (1) are in accordance with the parallel model. In Fig. 3 we see the measured
resonators, when the scattering matrix reference point is at the beginning of the feed probe of a coaxial SMA 
connector. In the correction done in [3] the reference point is shifted further from the level presented in figure
23  towards the array with a 45  shift on the Smith diagram. The position of the circle of the ideal admittance
resonator is also shown. In the first case of Fig. 3a the measured Sii:s are presented. The frequency range is 3 …
6 GHz. The frequency of 5.3 GHz is shown for each resonance with a little circle. Si(yii) and Si(zii) are the
reflection coefficients corresponding to diagonal element values of y and z calculated as in one-dimensional
case. We see, that these resonators of z-presentations are less ideal than the others. This shows, that the y-
presentation is potentially better for the correction. For an array with element spacing 0.3  this effect is more
pronounced, which shows the importance of the resonators as well as the near ideal eigenvalue-resonances
detected in [4]. 
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Fig. 3. The resonator behavior of an 6-element microstrip array with element spacing of 0.4 . Measured Sii:s are in a
and in b) and c) are the calculated Si:s calculated as in one-dimensional case depending on the diagonals of y- and z-
presentations, respectively.

Further an input circuit to be extracted has been searched. The criterion for a good input circuit can be, that after
extraction the remaining Si(yii)-resonators are identical and they are close to the circle of ideal resonator (see Fig.
3). Different lumped elements up to 6 are proved to be extracted. A simple alternative for input circuit is detected
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to be a circuit with a series inductor and a parallel capacitor. However, any significant improvement in the 
correction results has not been detected compared with those in [3] and [4], using scattering matrix or its 
eigenstructure, when the reference plane is redefined. The input inductance in the best case does not differ much 
from that reported in [3]. Also the series inductance and parallel capacitance are similar to the impedance line 
reference plane shift done in [3], which is much simpler to do. The correction of element patterns is not a good 
criterion for input circuit finding, because a false input circuit can also give good correction results.  

Another criterion additional to the resonator behavior is the behavior of the mutual components. For example, 
the yij:s should oscillate regularly [6] and the phases of Sij should change about linearly for elements placed far 
from each other. The identity of mutual admittances for elements with equal distance in the array is also used as 
a criterion for input circuit finding. The criterion of identity of the resonators have a tendency to give small final 
point-like resonator circles on the Smith chart, if any counterpart is not used. The progress using the presented 
and also some other ideas for pattern correction is yet poor using admittance matrix with input circuit extraction, 
and also the complexity of this method exceeds the complexity of the earlier correction using scattering matrix 
[3,4]. 

3. CONCLUSIONS 

It is demonstrated, that the matrix correction of array can be done easily, if the array circuit model is one of the 
idealized models with voltage or current driven antenna elements. When there is an input circuit, it can be 
extracted. Further, even in the best case of ideal model with impedance matrix the linear electric circuit model 
cannot be found and an additional magnetic circuit model might be needed to explain array with mutual 
coupling. The finding of new reference plane for scattering matrix using input circuit extracting has not yet given 
better results than reached earlier in [3] and [4]. 
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Abstract
Periodical arrangements of longitudinally directed dipole particles over an infinite metal plane are consid-
ered. The dipole particles are along a straight line and are close to each other, forming a dense dipole
array construction. These kind of structures, also called metawaveguides, are recently intensively studied
in optical and in mm-wave frequency ranges because these systems can be used as transmission lines with
exotic and controllable properties. The dipole inclusions may be plasmon resonant particles (optics) or
small loaded wire antennas (microwaves). In this study an analytical solution for waves propagating along
the infinite dipole line structure is presented.

Keywords: waveguides, dipole arrays, metawaveguides

1. INTRODUCTION

Properties of periodical structures such as photonic crystals, have been recently intensively studied
because of new interesting phenomena and possible new applications in microwave engineering.
Linear periodical arrangements of small inhomogeneities have been studied experimentally with
interesting resonance effects in [1, 2]. In [3, 4] an analytical approach for such structures has been
developed and a dipole line arrays are theoretically considered in [5, 6]. It is well known that strong
spatial dispersion effects occur when the wavelength of the electromagnetic waves propagating in
a periodical structure is comparable to the period. At certain frequency ranges there can be stop
bands typically for photonic band gap structures. Also planar periodical arrangements of inclusions
are of interest for special applications and for easy and low cost manufacturing techniques.
Usually, periodical structures are studied using numerical techniques which makes it difficult to
understand the physical phenomena and find conditions for realization and control of desired effects.
In this study we consider a simple periodic system, periodically positioned dipole inclusions over
a conducting plane for studying wave propagation characteristics with analytical methods. The
solution depends on the properties of the array elements, the geometry and the frequency. In this
theoretical study we assume that every inclusion can be modeled as an electric dipole, that is, the
geometrical size of every separate inclusion is small compared to the wavelength. To control their
properties, the dipoles can be loaded by passive loads. These can be capasitive or inductive bulk
loads, or resonant circuits. This artificial waveguiding structure that we introduce and theoretically
study here can be considered as an artificial metawaveguide. Although the particles forming the
array are modeled as electric dipoles, it is assummed that they can exhibit strong and resonant
electromagnetic response. Especially, the effects of particle frequency resonances, for example using
plasmon resonant particles in optical region, leads to very unusual and interesting electromagnetic
properties of the structure.
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2. EIGENVALUE EQUATION

To find the eigenfield solutions we need to study field interactions between dipoles in a grounded
line array. The polarizability of a small dipole particle is denoted by α. Dipoles are longitudinally
directed, i.e., in the z direction, along a straight line as shown in Figure 1.
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h
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y

d 2l

Figure 1: Loaded dipole line array over metal plane

Considering as an example the microwave and millimeter wave realizations, the particles can be
short metal wire or strip dipoles. For example, for a short unloaded wire dipole of length 2l and
wire radius ro, the real part of the inverse of the polarizability is ln(2l/ro)

εoπl3
and the corresponding

imaginary part is k3

6πεo
[3, 4]. The distance between the dipole particles is denoted by d. In this

study it is assumed that the structure is in free space, although the theory is not restricted to the
free space background. For the dipole at position z = 0, the induced dipole moment (also in the z

direction) is
p(0) = αEloc (1)

where Eloc is the local field created by the external field Eext and all the other dipole particles:

Eloc = Eext +
∞∑

n=−∞,n�=0

β(nd)p(nd) (2)

β(nd) is the interaction constant which takes into account the influence of the other dipoles. It
consists of the dipole line part and the image dipole line part
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Assuming that the external field Eext is a plane wave, or there is no external field, and knowing
that the structure is periodical in the z direction we can write, according to the Floquet theorem,

p(nd) = e−jqndp(0) (4)

where q is the propagation factor along the line structure. Eliminating the fields in the above
equations (1) - (4), one obtains the eigenvalue equation for the propagation factor q:
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This complex valued equation should be solved separately for the real and imaginary parts. The
first and the last terms inside the sum cancels each other with large index values n making the
summation to converge fast. The imaginary part of the eigenvalue equation is related to the power
conservation, as considered in [5]. The imaginary part gives us the guided-wave and leaky-wave
regions, and the real part of the eigenvalue equation gives us finally the dispersion relation.

3. DISPERSION RELATION

For lossless particles the imaginary part of the polarizability factor and the interaction constant
are related through the power conservation. That relation has a simple physical explanation: the
power received by inclusions is radiated by the line array structure. Actually, the real part of the
eigenvalue equation gives us the dispersion relation which is evaluated numerically. The result is
shown in Figure 2 with one chosen geometry and varying bulk load capasitance.

Figure 2: Dispersion curves with different values of πεod
3Re{1/α}: solid line (0.0), dashed line

(0.5), dotted-dash line (1.0), dotted line (1.5) and d/h = 2.

These curves show dispersion curves in case of a constant Re{1/α}. There are bandgaps which
are typical for periodic structures. When considering an unloaded short metal wire dipole, the
corresponding value of Re{1/α} is very large, and there is no solution for guided waves. To achieve
guided wave solutions, the wire dipoles must be loaded. It is found that guided waves exist at
low frequencies when this value is small enough. Also the results show that there are large qd

values even at low frequency and in a wide frequency band, thus making strong spatial variations
in fields along the line array structure. These high qd values are obtained by using capacitive
loads. In a radiation region the construction supports leaky waves. The leakage of the power can
be controlled by the height of the dipole line array from the ground plane. By changing loading,
and also changing the height of the line array it is possible to tune the optimum guided wave
performance. With a very small height the radiated power is small and the structure is like a
quasi-TEM transmission line.
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4. CONCLUSIONS

Conditions for guided wave solutions with dispersion curves of a line of dipole particles over a
metal plane are presented. Microstrip line with cut and loaded metal strips would be one practical
realization of this kind of slow-wave structure. In a given example, bulk capasitive load is used
which results in wide band waveguiding properties. Instead, using resonant loading, for example
series or parallel resonant circuits as loads in millimeter wave region, the propagation characteristics
change dramatically near the inclusion resonance frequency. In optical region, the dipole particles
could be plasmon resonant particles. Such structures can offer potential applications in imaging
and detection techniques and are intensively studied nowadays. In certain frequency regions the
introduced structure supports backward waves as seen in Figure 2 (solid line). Backward waves
exist in periodical structures with period comparable to wavelength and in left-handed structures.
The known realization of a left-handed waveguiding structure at low frequencies consists of a series
of lumped LC cells [7]. In this study introduced construction offers an alternative realization of
the left-handed structure.
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Abstract
In this work a transmission line model for a patch antenna where a half of the patch is loaded with a dispersive
double negative material is used to show its resonance characteristics. Resonant properties of the patch antenna are
compared when the material properties of the loaded part is a dispersive material and ε = −ε0, µ = −µ0 with the
unloaded case. Two important properties of the antenna, return loss and efficiency are numerically calculated.

Keywords: patch antenna, metamaterials, double-negative materials, Veselago media

1. INTRODUCTION

After Veselago theoretically investigated plane wave propagation in media whose material parameters,
permittivity and permeability, are negative [1] and Smith et al. [2] constructed such a composite medium
for microwave regime, double-negative media have been a subject of much research. It has been suggested
that these media could be used to built small resonators and antennas [3, 4]. This is done by having
two media in a resonator where one of the medium is a metamaterial having negative permittivity and
permeability compared with the first medium. In this configuration they are perfectly matched regardless
of the frequency for lossless media. This idea has been questioned by Tretyakov et al. [5] and Shen et al.
[6] since a double negative material must be dispersive.

Here we study a patch antenna as a resonator to show the antenna performance when the antenna is
partially filled with a double negative material like suggested in [3, 4]. But for the material parameters,
dispersive models are used for permittivity and permeability, like suggested in [7].

2. TRANSMISSION LINE FORMULATION

The transmission line model of a patch antenna which is partially filled with air and partially with a
dispersive medium is shown in Fig. 1, where Y0 and Yw are the characteristic admittances, β and β0 are
the phase constants, l0 + l1 = l is the length of the patch antenna, and Yr is the load admittance. In the
transmission line model Yr = Gr + jBr is thought of as two load admittances connected to each other
in parallel via a microstrip transmission line. Here we neglect the imaginary part of the admittance and
assume that both sides of the transmission line are loaded by the same conductance Gr which is given in
many antenna books, e.g. [8]:

Gr =
1
90

(
l

λ0

)2

(1)

for l � λ0 and for h � λ0.

The input admittance Yin of the structure can be written as

Yin = Yr + Y0
Yin1 + jY0 tan(β0l0)
Y0 + jYin1 tan(β0l0)

, (2)
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where the input admittance of the  first part

Yin1 = Yw
Yr + jYw tan(βl1)
Yw + jYr tan(βl1)

, (3)

the phase constants of the transmission lines β0 = ω
√

ε0
√

µ0 and β = ω
√

ε
√

µ, the characteristic

admittance of the transmission lines Yo = l0
h

√
ε0√
µ0

and Yw = l1
h

√
ε√
µ , the radian frequency ω = 2πf , the

frequency f = c/λ0, λ0 is the wavelength, and c is the speed of light (c = 1/
√

ε0µ0).

Figure 1: Transmission line model with two media.

3. DISPERSIVE MEDIA

For dispersive media the following models are used for the permittivity and permeability (e.g. [7]):

ε = ε0

(
1 +

ω2
p

ω2
oε − ω2 + jωγ

)
(4)

µ = µ0

(
1 +

Aω2

ω2
oµ − ω2 + jωγ

)
(5)

The ωoε and ω0µ are the resonant frequencies of the permittivity and permeability, A is the magnitude
factor, γ is the loss factor, and ωp is the plasma frequency. The total length of the transmission line is
set to λ/2 at 1 GHz. In order to use the idea of an ideal resonator at 1 GHz, the material parameters
are set to negative values of the transmission line itself. In order to have negative material parameters,
the resonant frequencies of the permittivity and permeability ωoε and ωoµ are set to 0.7 GHz, which is
less than the resonant frequency of the antenna without any material. Then proper plasma frequency ωp

and the magnitude factor A have been found in order to get the negative material values at 1 GHz. For
ε = ε0 (−1 − j0.025) and µ = µ0 (−1 − j0.0125) the plasma frequency ωp is found to be

√
2.082ω0e,

and the magnitude factor is A = 1.02005.

4. NUMERICAL RESULTS

It is assumed that the antenna is fed with a transmission line that is perfectly matched to the antenna
at 1 GHz (Z = 174 Ω). The reflection coefficients of the antenna in dB are calculated for when ε =
ε0 (1 − j0.025) and µ = µ0 (1 − j0.0125), ε = −ε0 (1 + j0.025) and µ = −µ0 (1 + j0.0125) and for
the dispersive medium. The length of the both media are same l0 = l1 = λ/4.

As seen from Fig. 2, the dispersive medium does not improve the antenna matching in wide ranges of
frequency. It has even narrower band than the air-filled antenna at 1 GHz. On the other hand, if we set
the loading medium parameters to −ε0 and −µ0, it matches the antenna at every frequency, so that it has
a very large bandwidth. The antenna  filled by the dispersive medium has many resonances around 0.7
GHz. Also the resonant frequency of the antenna is reduced due to a dielectric and magnetic loading.
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Figure 2: Reflection coefficient of the patch antenna partially  filled by a dispersive medium (solid), ε =
ε0 (1 − j0.025), µ = µ0 (1 − +j0.0125) (dashed), and ε = −ε0 (1 + 0.025), µ = −µ0 (1 + j0.0125)
(dot dashed) for l0 = l1 = λ/4.

5. ANTENNA EFFICIENCY

Another important antenna performance parameter is the antenna efficiency. Antenna efficiency is defined
as the ratio of the radiated power to the input power. One of the antenna efficiency measurement technique
is the Wheeler cap method [11]. This method has been discussed recently due the increase in the design
of small antennas in radio communications [12, 13, 14]. In the Wheeler cap method, the input impedance
of the antenna is measured when the antenna is in the normal working conditions and enclosed with a
conducting sphere. When the antenna is enclosed, the radiation conductance is eliminated (Yr = 0) and
only the losses of the antenna could be seen when Yin is calculated (Gin). So the efficiency of the antenna
can be calculated as

η = 1 − Rcap

Rnocap
. (6)

The numerical solution of the antenna efficiency is given in Fig. 3, where Yr = 5 ×10−5 for the dispersive
medium, air and ε = −ε0, µ = −µ0 when l0 = l1 = 0.25λ. It is clearly seen that the antenna with a
dispersive medium has a good efficiency at 1 GHz, but it is not working as efficiently at other frequencies.
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Abstract 
Frequency- and time-domain formulations of a standard impedance-boundary condition (SIBC) are presented in the 
context of the finite-integration technique (FIT). The SIBC is formulated as a non-linear passive lumped element 
connected in parallel to the cell, alleviating the spatial and temporal discretization errors present in typical finite-
difference time-domain (FDTD) implementations of first-order SIBCs. The spatial discretization scheme of the 
formulation is shown to be energy conserving. In time-domain, a recursive implementation of the convolution 
integral related to the nonlinear impedance is used. The formulations are validated for a three-dimensional (3-D) case. 

Keywords: Finite-integration technique, first-order impedance-boundary condition, lumped parameter element 

1. INTRODUCTION 

Surface-impedance concept [1] is used to simplify electromagnetic field simulations, e.g., by avoiding 
calculation of fields inside conductors. A typical application for a standard impedance boundary condition 
(SIBC) is the modeling of the skin effect in metals without resorting to a large number of small cells in 
order to capture the rapid field variation inside the metal. In this work, a first-order SIBC is formulated as 
a non-linear passive lumped element and implemented in frequency- and time domain in the context of 
the finite-integration technique (FIT) [2]. The formulation alleviates the spatial and temporal discretiza-
tion error between the magnetic and electric fields, typically ignored in the implementation of a SIBC. In 
frequency domain, the SIBC is included in the curl-curl equation for the electric field (a driven problem). 
Based on the energy-conservation properties of the FIT [3], the formulation is shown to be consistent. In 
time domain, the impedance function is approximated in the frequency domain by a series of first-order 
rational functions allowing a recursive implementation of the convolution integral in time domain [4]. 

1.2. Notation and Some Properties of FIT 

The FI technique is based on discretization of Maxwell’s equations in integral form on two staggered 
grids, the primary grid G  and the dual grid G

~
 [2]. The edges, facets and volumes on G  and G

~
 are 

denoted with iL , iS , iV  and 
iL

~
, iS

~
,

iV
~

, respectively. The FIT state variables (electric and magnetic 
voltages and fluxes), current and charge are defined as [2] 

.,,

,,,

~~

~~

⋅=⋅=⋅=

=⋅=⋅=

iii

iii

AiAiLi

ViAiLi

djdbdh

dVqddde

AJABsH

ADsE ρ
   (1) 

The Maxwell’s grid equations in the vector form are given by [2] 

jdhC += dtd
~

, beC dtd−= , 0=bS , qdS =~
, (2) 

where the discrete curl matrix C  relates voltages on primary edges to fluxes on primary facets, and the 
discrete divergence matrix S  relates fluxes on primary facets to charges in primary volumes. The dual 
curl C

~
 and divergence S

~
 matrices act analogously on the dual grid. The discrete operators satisfy 

fundamental topological relations TCC =~
, 0=SC , 0

~~ =CS  [2]. The constitutive relations are given by 

eMd ε= , bMh ν= , eMj κ=e , (3) 
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where the generalized material operators Mε (permittivity), Mν (inverse of permeability) and Mκ
(electrical conductivity) introduce metric information into the system [2]. In an orthogonal grid system, 
where the primary (dual) edges are normal to the dual (primary) facets, the material matrices Mε , Mν and 
Mκ are diagonal. For positive material parameters, the material matrices are positive semidefinite.  

2. LUMPED-ELEMENT FORMULATION OF A SIBC 

A first-order SIBC relates the tangential field components at the boundary [1]. For FIT state variables, 

BCjiji LLZLLZ jnhnnen ×′=××′=× )
~

/()
~

/(  (4) 

where n is outward pointing normal, Z is the scalar surface impedance scaled by appropriate edge lengths, 

and BCj  is the surface current. Consider the PEC boundary in Fig. 1. (a). Ampere’s law over iA
~

 gives 

yiiyiizzx
PECA

eejhhh
i

,,
,

~ 211

~
κεω MMhC +=−+−= . (5) 

A virtual layer shown in Fig. 1. (b) carrying the current due to the SIBC is then added. The magnetic field 

2xh ′  is calculated using (4), resulting in yjiyBCx eLLZjh 1
,2 )]

~
/([ −′=+=′− . The current through iA

~
 is now 

yiiyiiyji
PECA

xzzx
A

eejeLLZhhhh
ii

,,
1

,
~~ )]

~
/([

~~
2211 κεω MMhChC +=−=′+−+−= − . (6) 

The current term due to the SIBC depends on the analytical impedance Z (scaled by the edge lengths) and 
the tangential electric field at the boundary. Moving the SIBC current term in (6) to the right-hand side 
gives Ampere’s law for the PEC condition with an additional lumped SIBC current term added to the total 
current. Note that for each tangential electric field at the boundary there is exactly one SIBC current term 
in the direction of the electric field. It is therefore possible to construct a diagonal impedance matrix. 

3. SIBC IN FREQUENCY DOMAIN 

Maxwell’s curl equations can be combined to result in the so-called curl-curl equation for the electric 
field, given in the time-harmonic case by 

s
T jjj jeQZQeMeMeCMC ωωωω κεν −=++− −12~

 (7) 

where sj is the excitation current and eQZQj 1−= T
BC  is the current due to the SIBC. The selector Q

selects the primary grid edges at the SIBC boundary, Z  is the diagonal surface impedance matrix 

(including the scaling by appropriate primary and dual edge lengths), and TQ  places the current due to 
the surface impedance at appropriate dual facets. 

                    (a)                          (b) 

Fig. 1. Derivation of the SIBC. (a) PEC boundary. (b) Virtual layer supporting SIBC current. 
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To investigate the consistency of a time-harmonic formulation, it suffices to consider the conservation of 
energy of the spatial discretization scheme. In a loss-free case, the system must be energy conserving and 
in a lossy case the losses must be positive, i.e., the matrix Mκ must be positive semidefinite. To this end, 
let us first consider a homogeneous loss-free eigenvalue problem. Using the duality of the curl operators 
( TCC =~

) and assuming positive definite material matrices 2/12/1
εεε MMM =  and 2/12/1

ννν MMM = , the 
system can be symmetrized by introducing a normalized the electric field  eMe 2/1

ε=′ , resulting in [3] 

eeCMMCMM ′=′−− 22/12/12/12/1 )()( ωενεν
T . (8) 

The system matrix is positive semidefinite. The eigenvalues 2ω  are thus real-valued and non-negative, 
correspondig either to static solutions )0( 2 =ω  or to oscillations at constant amplitudes )0( 2 >ω . In 
FIT, a sufficient condition for the system to be energy conserving is that Mε , Mν are positive definite [3].  

Let us consider the surface admittance matrix QZQ 1−T . For positive values for the conductivity, the 
matrix }Re{ 1QZQ −T  is positive semidefinite, and can be combined with the conductivity matrix Mκ

}Re{ 1QZQMM −+=′ T
κκ , (9) 

where κM′  is positive semidefinite. For the imaginary part of QZQ 1−T , two different cases are 
considered. In case of a capacitive surface impedance, the imaginary part of the admittance is positive. 
Therefore, the matrix }Im{ 1QZQ −T  is positive semidefinite, and can be combined with the permittivity 
matrix Mε  resulting in a positive definite matrix 

ωεε /}Im{ 1QZQMM −+=′ T . (10) 

For an inductive surface impedance, the imaginary part of the admittance is negative. In this case, 
0}Im{ 1 >− − QZQT , and can be combined with the inductive part of the system, i.e., the curl-curl part: 

 }Im{
~

)
~

( 1QZQCMCCMC −−=′ Tωνν , (11) 

where )
~

( ′CMC ν  is a positive semidefinite matrix. The matrix }Im{ 1QZQ −− Tω  is diagonal thus 
preserving the symmetry of the system matrix. Therefore, the consistency of the system is preserved. 

4. SIBC IN TIME DOMAIN 

Also in time domain the SIBC is implemented by adding a current term due to the SIBC in Ampere’s law 

2/)(2/)(/)(
~ 1112/1 n

BC
n
BC

nnnnn t jjeeMeeMhC ++++∆−= ++++
κε , (12) 

where the semi-implicit approximation in time has been used for the electric voltage and the SIBC current 
at time step n+1/2. Unlike standard FDTD implementations incorporating a SIBC, (12) avoids relating the 
tangential electric field at the boundary to the tangential magnetic field half a cell inside the domain and 
at half a time step time offset. The current due to the SIBC is given by a convolution integral [4]. 

To be able to optimize the accuracy of the SIBC over a desired frequency range, the surface admittance is 
approximated in the Laplace domain using a series of first-order rational functions [4]. The approximation 
is calculated using the vector-fitting technique [5]. The first-order rational functions transform into 
exponential functions in time domain leading to a recursive expression for the convolution integral. 
Assuming the fields piecewise linear in time [4], the current is given by 

=

+++ +=
P

p

n
p

nn
BC C

1

11
0

1 ej , (13) 
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where P is the number of first-order rational functions used in the approximation and  
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, (14) 

where αp and Cp  are the  poles and coefficients of the rational approximation, respectively. Substituting 
the expressions (13), (14) at time step n+1 in (12) and solving for 1+ne  results in an explicit update 
equation for the electric field. Only the field values at the previous time step (

n
p , ne , 2/1+nh ) are needed 

in the update equation. No reduction in the time step from the Courant limit is required. 

5. NUMERICAL RESULTS 

A 20x25x30-mm rectangular cavity resonator with lossy walls is used as a test structure. Reference 
results (MWS 1, MWS 2) are calculated with CST Microwave Studio™ using the eigenmode solver and 
utilizing the perturbation technique in the post-processing phase to calculate the wall losses. In frequency 
domain, the biconjugate-gradient (BICG) algorithm with Jacobi preconditioning is used. In time domain, 
6- and 4-term approximations for Z-1(s) were used for copper and platinum, respectively. The simulation 
was continued for 40960 time steps and the resonance frequency f0 and Q value were computed using the 
Prony’s method. The resonance frequencies and Q values calculated in frequency- (sibc fd) and time 
domain (sibc td) are collected in Table 1. The reference MWS 1 is calculated using a 49x61x73-cell grid, 
others with a 17x21x25-cell grid.  The results indicate validity of the present formulation of a SIBC. 

Table 1. Quality factor of the cavity resonator.  

Wall conductivity σ = 5.8e7 S/m (copper) Wall conductivity σ = 0.94e7 S/m (platinum) 
TE011 mode TE101 mode TE110 mode TE011 mode TE101 mode TE110 mode 

f0/GHz Q f0/GHz Q f0/GHz Q f0/GHz Q f0/GHz Q f0/GHz Q
MWS 1 7.8041 10740 9.0063 11078 9.5966 11820 7.8041 4323.8 9.0063 4459.9 9.5966 4758.4
MWS 2 7.7978 10786 8.9957 11152 9.5848 11899 7.7978 4342.3 8.9957 4489.4 9.5848 4790.3
sibc fd 7.7975 10765 8.9953 11127 9.5844 11876 7.7969 4333.8 8.9947 4479.3 9.5838 4781.0
sibc td 7.8020 10732 9.0022 11083 9.5928 11814 7.8014 4309.7 9.0015 4439.3 9.5921 4729.5

6. CONCLUSION 

A formulation of the SIBC as a non-linear passive lumped element is presented in both frequency- and 
time domain. The formulation avoids spatial and temporal discretization errors typically associated with 
FDTD implementations of first-order SIBCs. The approach can also be extended to transition conditions 
to model transparent surfaces. Further, extension to triangular fillings to model cylindrical structures is 
possible. However, the applicability of a first-order SIBC is limited to the modeling of good conductors. 
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Abstract
The paper reports the theoretical development of a new generic circuit model for multilayer spiral inductors and
transformers and its implementation into the APLAC circuit simulator. Also, a numerical example is presented in
order to prove the accuracy of the model.

Keywords: Spiral inductor, transformer, multilayer, circuit model, APLAC.

1. INTRODUCTION

This paper reports the development of a new generic circuit model for multilayer spiral inductors and
transformers. Unlike conventional circuit models, which are often based on simulated or measured data
and fitted polynomials, this model solves electro- and magnetostatic fields in an approximated geometry,
extracts capacitances and inductances of the structure and then creates an equivalent circuit. Thus, the
model is more like a small EM-simulator — heavier than a conventional model but more flexible.

The model enables any number of spirals and substrate layers. As geometric limitations, the spirals must
be round, share a common axis and turn into the same direction with the same rate of change of radius.

The model was implemented into the APLAC circuit simulator which provides an excellent development
platform for a device modeling. The object oriented software technology used in APLAC provides pre-
defined interfaces for device models and simulation methods which speeds up the model implementation
work.

In the following, the methods used in the theoretical modeling and the APLAC model implementation
work are described. Also, a numerical example is presented in order to prove the accuracy of the model.

2. MODELING METHODS

The modeled structure consists of one or several planar spiral conductors on a common vertical axis.
Together these spirals may form a multilayer inductor, transformer etc. The medium below, between and
above the spirals may consists of any number of homogeneous layers with permittivities � � � � � � � � � � � �
and permeabilities � � � � � � � � � � � � . The conductors are assumed indefinitely thin.

The electromagnetic analysis of the structure is simplified via two sequential approximations:

1. The low-frequency assumption: an angular segment of the structure is interpreted as a block of
curved conductors within which the field can be assumed quasi-static.

2. The geometry approximation: the curved conductors within the block are averaged with annular
ring conductors.

Consequently, the analysis is reduced to a treatment of rotationally symmetric electro- and magnetostatic
problems which give the capacitances and inductances needed for the equivalent circuit.

In the electrostatic problem the unknowns are the charge distributions 	 � � 	 � � � � � � 	 
 on the surfaces� � � � � � � � � � � 
 of the rings that establish given constant potentials � � � � � � � � � � � 
 upon them:

� � � � � � �
� � � � � � � � � � � � � 	 � � � � � � � � � � � � � � � � � � � � �  � ! � " � � � � � # � � (1)
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In the magnetostatic problem the unknowns are the current distributions � � � � � � � � � � � � that induce vector
potentials inversely proportional to � upon the rings. Moreover, a line integral of the vector potential along
the � th ring should equal a given value of the magnetic  ux � � passing through the particular ring:��� 	 
 � � � 


	 � � � � � � � � � � � � 	 � � � � � � � � � � 	 � � � � � � � � � � � � �� � � � � � � � � � � � � � � � � � � � � � (2)

In both cases � � � 	 represents the Green’s function of the respective problem.

The integral equations (1) and (2) are solved by using the variational method together with the Rayleigh-
Ritz procedure. By estimating the charge distributions as � � � � � � � � 	 � 
 � � � � , and the current distribution
similarily, one ends up then to the system of equations

� � � � 	 
 � 	 � 	 
 � � � � 
 � (3)

The coupling terms

� � � 	 � � � � � �
�

�
 � � � � � � � �� � � 	 � � � � � � �
 � 	 � � � � � � � � � � � � � � � � � � � � � � � � � � � � (4)

between the basis functions 
 � and 
 � 	 are written in the spectral domain in order to simplify the solution
of the Green’s functions. Above,

�
 � � � � � � � represents the Hankel transform of 
 � � � � of order � etc. In
the electrostatic case � � � while in the magnetostatic case � � � .

The elements of the vector
� � � 
 are calculated simply in the spatial domain. In the electrostatic case they

are � � � � � � � 


 � � � � � � � � � � � � � � � � � � � � � � � (5)

while in the magnetostatic case

� � � � � �
� �

� 


 � � � � � � � � � � � � � � � � � � � � � (6)

The basis functions 
 � � 
 � � � � � � 
 � � are of entire-domain-type forming an orthogonal base over each
conductor and including the physically correct edge behaviour. Thus, they constitute a quickly converging
expansion for the charge and current distributions on the rings.

For more detailed description of the methods, see [1].

3. IMPLEMENTATION OF THE MODEL INTO APLAC

The APLAC circuit simulator program provides a versatile simulation and programming platform for
complex circuit design tasks. The object oriented software technology used in APLAC makes model
development straightforward. The model code is separated from the analyzer code by using constant
and voltage controlled current sources as an interface between the device model and analyzer. Thus, the
analyzer and model codes are independent and can be developed separately.

The APLAC model is based on the equivalent circuit of the modeled device. The electrical character-
istics of the element in the equivalent circuit is represented using the element specific model equation.
The model equations are coded into the access functions that provide also some utility functionality, for
example parameter checks and calculation control. The equivalent circuit is created during the model
construction phase when data structures are also initialized.

The capacitance and inductance matrices are calculated in one access function. Capacitances and induc-
tances, including mutual couplings, are parsed from the calculated matrices into value vectors. These
vectors are used to transfer individual inductance and capacitance values into the each element of the
equivalent circuit. Vectors are updated automatically when needed.

In the present model, each turn of a spiral is modelled with one or more � -circuit having series inductance
and shunt capacitances. Each block is also electromagnetically coupled to other blocks and this coupling
is modelled using mutual inductances and coupling capacitances.

As the model constractor is executed only once, the equivalent circuit can not be changed during the
simulation. So the number of layers and turns can not be changed during the simulations.
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Figure 1: The magnitudes of the S-parameters of the transformer in the numerical example. The solid
line corresponds to the circuit model and the dots to the field simulator.

4. NUMERICAL EXAMPLE

As a numerical example a transformer constituting of two three-turn spirals was simulated by using the
developed APLAC model, and the accuracy of the result was verified against an electromagnetic field
simulator IE3D. Every half turn in the spirals was modelled with a � -circuit. The resulting equivalent
circuit included then 12 inductances, 30 mutual inductances, 54 capacitances and 15 nodes including the
ground node.

The graphs in Figs. 1 and 2 show an excellent correspondence at the low-frequency regime. However, the
difference grows at higher frequencies as the quasi-static approximation becomes invalid.

5. CONCLUSION

The development of a new circuit model for multilayer spiral inductors and transformers and its imple-
mentation into the APLAC circuit simulator has been described. The model enables an efficient and
accurate low-frequency analysis of inductors and transformers with certain geometric limitations.

The efficiency of the method is based on the use of entire-domain basis functions for describing the charge
and current distributions on the conductors. Benefit is also drawn from the nearly-cylindrical symmetry
of the structure and the stratification of the medium which allow the problem to be cast in the Hankel
transformed domain.

The model will be developed further by

� improving the accuracy at higher frequencies,

� taking different loss-mechanisms into account,

� enabling thick conductors and

� enabling spirals on different vertical axes.
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Figure 2: The phases of the S-parameters of the transformer in the numerical example. The solid line
corresponds to the circuit model and the dots to the field simulator.
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Abstract 
This paper introduces the strip line T-pattern resonator method for relative permittivity and dissipation factor of 
printed circuit board substrates at frequency range from 0,5 GHz to 9,5 GHz. The design of the T-resonator is 
presented and the used calculation methods are introduced. Functionality of the method is investigated experimentally 
with one FR-4 type material. The method is based on a simple strip line structure, which can be manufactured in 
normal printed circuit board multilayer manufacturing process. The results from this test method agree with the 
results from other test methods and known material data. 

Keywords: Stripline T-pattern resonator, T-resonator, relative permittivity, dissipation factor. 

1. INTRODUCTION 

The frequencies in electronic applications continue to increase, and the characteristics of the printed 
circuit board materials become more important. The more accurate data of electrical properties of the 
laminate materials are therefore needed at microwave frequencies. Different methods to determine 
dielectric constant and dissipation factor of the printed circuit board materials are presented in the 
literature, but they are often very complicated and have disadvantages.  

The strip line T-pattern resonator or T-resonator is a simple configuration, which provides numerous data 
points over a broad frequency range and is simple to fabricate. With the strip line structure no microstrip 
dispersion or radiation occurs. Thus dispersion and radiation can be ignored simplifying the calculation. 
Strip line T-resonator has also no gaps, like measurement structures of other methods often have. The 
gaps can have an effect to the determined results, and experimental testing of gap length is often needed.  

2. DESIGN OF THE TEST STRUCTURE 

T-resonator is a parallel resonator, which operates like a notch filter having a resonant null in resonance 
frequencies. The length of T-resonator’s arm is a quarter wavelength. It represents an open-end 
transmission line stub and resonates at odd integer multiplies of quarter wavelength frequency. The 
conductor pattern of the strip line T-resonator is a simple T-pattern with same line widths in all branches.  

The characteristic impedance of the strip line is designed to be 50 Ohms. The design is carried out with 
commercial software as EEsof Linecalc. The T-resonator test sample is designed to have the primary 
resonance frequency at 0.5 GHz. The basic equation to calculate the length of the T-resonator’s stub is 
shown below: 

r4el f
ncL ,       (1) 

where n is the order of the resonance (in this case n=1), c is the speed of light in vacuum, f is frequency, r
is the estimated dielectric constant and Lel is electrical length of the stub. The basic dimensioning of the 
stub can be carried out with (1), but in order to get the first resonance frequency as accurately as possible 
at 0.5 GHz, the corrections for open-end and T-junction effects must be used. The accurate designing 
makes it possible to have data points at desired frequencies, and to see directly from the measurements, if 
the estimated dielectric constant equals the value calculated from the measurements.  
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While the open-end extends the stub, the T-junction foreshortens it. The open-end effect is taken into 
account with the method presented by Altschuler and Oliner [2] as follows: 

d
wd
wdl

g

1g
eo

2cot
2
24cot

2
,     (2) 

where 2lnhd , h is the height of the substrate, w is the width of the line and g is the wavelength in 
the medium. The strip line T-junction discontinuity is only studied in few papers and there are only 
approximations for the effect of the T-junction. The T-junction effect is taken into account with the 
experimentally established curves presented by Franco and Oliner [3]. The physical length of the stub is 
calculated from the (1) with the open-end and T-junction corrections. After all dimensions are 
determined, the test samples can be manufactured by traditional multilayer manufacturing steps, just like 
any other application. 

3. MEASUREMENTS 

The frequency response of the 2-port strip line T-resonator is measured with network analyzer. The 
calibration of the network analyzer is carried out with TRL-calibration in order to take into account the 
attenuation caused by measurement cables and connector interfaces. The TRL calibration kit is 
manufactured into same kind of printed circuit board multilayer structure as the measurement structures, 
and the same kind of connector interfaces are used. The implementation of the TRL calibration is 
introduced in [4]. The resonance frequencies and 3 dB bandwidths are measured on narrow enough spans 
to achieve adequate frequency resolution. The critical dimensions of the measurement structures, as 
substrate height and line width, are verified by microsections.  

4. CALCULATION 

4.1 Relative Permittivity Calculation 

The dielectric constant of the laminate material is calculated from the resonance frequencies, which are 
extracted from the frequency response of the T-resonator. The basic idea of determining the material 
dielectric constant is to design a strip line T-resonator to a particular base frequency. The design is carried 
out based on the estimated material dielectric constant value. If the measured resonance frequencies 
deviate from the designed frequencies, the material dielectric constant deviates from the estimated values.  

When the dimensions from the microsections are known, the material dielectric constant is calculated 
based on the resonance frequencies: 

2

2eofys

r

2
4 nfdlwL

ncn ,     (3) 

where n is the order of the resonance (n=1,3,5,…), w is the width of the line, leo is the equivalent extra 
length of the strip line stub [2], d2 is the displacement of the reference plane for the stub [3], and f(n) are 
the measured resonance frequencies for n=1,3,5,... . The original reference plane of the stub is in the 
middle of the feed lines, therefore term (w/2) is added to the stub length in (3). 
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4.2 Dissipation Factor Calculation 

Dissipation factor is calculated from the quality factor of each resonant null. The loaded quality factor QL
is determined from the measured resonance frequencies f(n) and 3 dB bandwidths BW3dB of the resonance 
frequencies. The unloaded quality factor Q0 is calculated from the loaded quality factor as follows: [5] 

3dB
L BW

fQ , 10-
L0

A102-1 LQQ ,   (3), (4) 

where LA is the insertion loss in dB at the resonance. With strip line T-resonator structures, two types of 
losses occur: dielectric losses and conductor losses. The total losses are the sum of the loss components, 
so the unloaded quality factor includes the effects of dielectric and conductor losses: 

cd0

111
QQQ

,      (6) 

where Qd is quality factor due to dielectric losses and Qc is the quality factor due to conductor losses. 
Conductor losses are calculated with Qc = /( c g) as presented by Cohn [6], where g is wavelength in 
strip line and c is conductor attenuation constant in nepers per length unit. The conductor attenuation 
constant is calculated as follows: 

1
1ln12

6.376
4 22

2
0s

c X
X

h
tX

h
wXX

h
ZR r  ,    (8) 

where htX 11 , Rs is the surface resistivity of conductor and t is the resonator conductor thickness. 
Material dissipation factor i.e. material loss tangent is calculated from unloaded quality factor and quality 
factor due to conductor losses as shown below: 

c0

11tan QQ  .      (9) 

5. EXPERIMENTAL RESEARCH 

The experimental research was carried out with one FR-4 type printed circuit board substrate material. 
The connector interface was carried out with SMA connectors. The center conductor of the SMA 
connector was soldered, and the ground plane of the connector was attached to ground plane of the 
printed circuit board with screws. The ground planes of the printed circuit board were connected by vias. 

The measurements were carried out with HP8720D network analyzer and the calibration with a TRL 
calibration kit. A strip line T-resonator test sample with 0.5 GHz base frequency and typical frequency 
response of the strip line T-resonator are shown in Fig. 1. The results from the experimental 
determination of relative permittivity and dissipation factor are shown in Fig. 2. The results agree with the 
results from strip line and microstrip ring resonator methods [4], [7] and with known material data.  

The strip line T-resonator method is shown to be valid with the high loss materials up to 10 GHz. With 
high loss materials, the use of the T-resonator in higher frequencies is restricted by low magnitude of the 
resonance peaks. The used connector interface is suitable up to 10 GHz, but if the method is used with 
low loss materials and over 10 GHz frequencies, the connector interface must be reselected or impedance 
matching should be improved. There is a lack of research concerning the discontinuities in strip line, 
hence additional research of strip line discontinuities, especially of strip line T-junction, would result in 
better accuracy of the method. 
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Fig. 1. A strip line T-resonator test sample with 0.5 GHz base frequency and typical frequency response 
of a strip line T-resonator in one FR-4 type printed circuit board material. 
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Fig. 2. Relative permittivity and dissipation factor of one FR-4 type substrate material in function of 
frequency from 0.5 GHz to 10 GHz. 

6. CONCLUSION 

The presented method is valid for determining the relative permittivity and dissipation factor of printed 
circuit board materials in function of frequency at wide frequency range from 0.5 to 9.5 GHz. The strip 
line T-resonator can be manufactured in normal printed circuit board manufacturing process. Data points 
over a broad frequency range can be achieved with a single structure. The calculation in the strip line T-
resonator method is simple, because no microstrip dispersion or radiation occurs. The results agree with 
results from other test methods.  
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Abstract:
This study considers modeling of macroscopic permittivity of composites that consist of different amounts of TiO2

powder dispersed in a continous epoxy matrix (0-3 composites). The composites researched have no closed form
solutions predicting their effective permittivity because the phases used have very different relative permittivity values
and the inclusions can be very densely packed. The study demonstrates a method which enables fast and accurate
modeling for relative permittivity values by using electrostatic Monte-Carlo simulations by three different runs for
every sample with orthogonal field directions. Numerical simulations are in very good agreement with measured
permittivities. Same method can be used for other materials as well. The presented method can be used for other
materials as well because the modeling is based on the microstructure of the mixture.

1. INTRODUCTION
Ceramic-polymer composites, consisting of ceramic crystal particles in an amorphous background material,
have several interesting properties. Their electrical properties, for example effective permittivity, can be
adjusted by changing the fractions of the constituents. Furthermore, materials have plastic-like non-fragile
structure and are suitable for multilayer structures even in curved shape. Because the mixing theories,
however, fail to predict the effective permittivity, the correct mixing ratio has to be found experimentally,
which can be very laborious. Furthermore, an effective modeling method could be used as a tool for
designing materials. In this study, the effective permittivity of TiO2/epoxy type 0-3 composites is modeled
and measured for volume fractions of TiO2 particles up to 30%. Titanium dioxide is anisotropic ceramic
material with relative permittivity of εr=114 in a frequency range 100 kHz – 1 MHz [1-2]. Epoxy is an
amorphic isotropic material with permittivity εr = 4.0 – 3.7 in the same frequency range.

2. PROPERTIES OF EXPERIMENTAL SAMPLES
Titanium dioxide, with composition of minimum 97% rutile phase (Merck), was used with a solution of
epoxy (Bisphenol-A) and curing agent (triethylenetetramine) (Struers) as starting materials to form slurry
for bulk composite samples. Five parallel samples of each mixing ratio 10-30 vol.% of TiO2, were pre-

Particle size (µm)

Figure 1: The particle size distribution of TiO2 powder.

Figure 2: A scanning electron microscope im-
age of the composite with the ceramic loading
of 10 vol.%.
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pared by weighing titanium dioxide powder and measuring epoxy resin by syringe. After mixing and
vacuum treatment the slurry was poured into cylindrical molds. Composite samples were cured in air for 24
hours. Densities of composites were estimated from the physical dimensions and weights of the polished
samples. Electrodes were painted on both sides of the cylinders by using conductive silver paint (Electrol-
ube). Relative permittivities were measured by a HP4284A precision LCR meter (Hewlett-Packard, USA)
in the frequency range of 100 Hz - 1 MHz.

Particle size distribution of the titanium dioxide powder was measured by Malvern Mastersizer (MS1002,
Malvern Instruments Ltd., Malvern, UK). The microstructures of the composites were studied with a scan-
ning electron microscope, SEM (Jeol JEM-6400, Tokyo, Japan).

The results showed that the TiO2 powder with D50 value of 1.18 µm had large size deviation (Fig.
1). The microstructure of a compostie with 10 vol. % loading of TiO2 is shown in Fig. 2. The white
areas represent titanium dioxide particles on the surface of the sample, the dark areas corresponds to epoxy
resin and the grey areas embedded TiO2 particles. The  gure shows that TiO2 particles are well dispersed.
Permittivities of pure epoxy and bulk composites with ceramic loading 10, 20 and 30 vol.% were measured.

Figure 2 shows the microstructure of the composite material with TiO2 loading 10 vol.%. The white
color represents titanium dioxide phase while dark areas correspond to epoxy resin. The  gure shows that
TiO2 particles are well dispersed. Permittivities of pure epoxy and bulk composites with ceramic loading
10, 20 and 30 vol.% were measured. The results show that the TiO2 powder effectively modifies the
permittivity value of epoxy. At 1 MHz 30 vol.% ceramic loading e.g. increases the value of pure epoxy
from 3.7 to 11.0. The same trend could be seen at all frequencies.

3. MODELING
The classical mixing theories [3] fail to predict the effective permittivity of TiO2/epoxy composite, because
the electrical constrast is large and the shape of elementary inclusions is far from the assuptions of mixing
formulas, which assume well separated spherical inclusions.

Different numerical approaches have been developed to predict the effective permittivity of disordered
mixtures [4-6]. None of these methods models correctly the fine structure of a mixture. In [5] the mixture is
modeled with a cubic lattice of aligned cylinders. The model involves several parameters, which are fitted
to get a match with the measurements. This method gives a good agreement with the measured data, but
it does not predict the effective permittivity if the incredients of the mixture are changed. In [4] and [6]
much attention is focused on the avoiding of the effect of the periodicity. The mixture consists of a three
dimensional chess-board type of strucure, where elementary cubes are filled with inclusion or background
material. The computation domain contains a large number of inclusions, and because of that the fine
structure can not be modeled realistically. In [6] the error between measurements and simulations is about
10%-35% and in [4] no experimental verifications is made.

In this study, the aim is to model the effective permittivity of the mixture by modeling the fine structure
of the material. The effect of particle size distribution, shown in Fig. 1, was ignored because the wavelength
is much longer than the size of particles. The effective permittivity of a mixture is calculated using Monte
Carlo simulations. Inclusions occupy the homogenous cubical environment in a random positions. The
incident static electric field is applied with a voltage over opposite sides of the cube. The computation
domain represents an ideal conductor and the effective permittivity of the mixture inside can be calculated
easily after solving the Laplace equation in a whole domain. The problem was solved using FEM-based
Electromagnetic software Opera in CSC. The number of elements is about 30 000 in every simulation and
only quadratic elements are used.

In this type of numerical simulations, the boundary conditions makes the structure periodical. The
length of a pseudorandom period is the side of the computation domain b. The modeled real-life mixture
is isotropic and homogeneous in a large scale, but it has granular nonhomogenous microstructure. A pseu-
dorandom mixture is anisotropic, which means it has different permittivites as calculated using three runs
with orthogonal field directions parallel to x, y or z-axis. The effect of anisotropy can be effectively com-
pensated by calculating an average over εx, εy and εz , which are calculated using these field directions. In
[7] it has been shown, that for spherical inclusions which are allowed to overlap the boundaries and each
other, the effect of the periodicity is negligible, if this method of three separate runs for each sample with
field parallel to x, y or z-axis is used. It has been shown that the diameter of inclusions a can be as large
as a = 0.4b, where b is the side of the cubical domain. With this averaging method, the deviation of results
for inclusions a = 0.2b or a = 0.4b was the same. Accordingly, equally good results can be reached using
significantly smaller simulations than previously.
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The shape of elementary inclusions in simulations is the most important parameter, because the effect
of the periodicity is shown to be negligible with the averaging method. Because titanium dioxide in a rutile
phase has a regular lattice structure [2] (Fig. 3), an assumption of the elementary shape of titanium dioxide
particles can be made. The smallest elementary cell, which contains one titanium dioxide molecule has
diameters as presented in Fig. 3, where a=4.59 A, c/a=0.64. Let us assume that the lattice will break or
crystallize most easily along its symmetry lines, where the separation between neighboring atoms is the
greatest. This leads to a brick with dimensions a : a : c/2, accordingly 1 : 1 : 0.32. This is the basic
shape of inclusions in the numerical simulations. In order to be able to simulate large volume fraction of
inclusions, the dimensions of elementary shape are allowed to vary with deviation 0.07n, where n is the
side of the brick. The expectation values for diameters are 1 : 1 : 0.32, but they can vary separately. The
deviation is allowed to cover also high volume fraction of inclusions, because inclusions are not allowed
to cross each other. According to [7] the expectation value for diameter of inclusions was chosen to be
a = 0.4b.

a

a

c

Ti
O

α

β

α

β

α

a

a c/2

⇒

Figure 3: The lattice structure of TiO2 in a rutile phase [2] is presented on the left. The planes α and β are
identical with a rotation π/2. The smallest cell which contains a titanium atom and two oxygen atoms is
presented on the right.

4. RESULTS
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Figure 4: The effective permittivity of the mixture as a function of volume fraction of TiO2 powder. Simu-
lations are presented with dots and measurements with circles. Measurements were achieved by manufac-
turing several samples for every volume fractions of inclusions.
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The simulations and the measurements are presented in Fig. 4. Simulations are presented after averaging
over three permittivities εx, εy and εz [7]. The number of inclusions vary from 2 to 36. As a comparison a
regression model for two different elementary shapes are presented, which are a result of a numerical study
[8] using  nite difference method and a large amount of Monte Carlo samples. In a mixture consisting of
spheres, TiO2 particles are assumed spherical and they can overlap each other and the boundaries of the
domain. The position of spheres is random in every sample. In the mixture labelled “inverse spheres” the
TiO2 particles are modeled as an inversion of overlapping sphers. Then the epoxy between inclusions have
a spherical shape. It can be seen, that the shape of elementary inclusions is an essential parameter. The
good match in all volume fraction of inclusions implies, that the  ne structure is modeled correctly in this
study. Numerical results presented in this study describes the effective permittivity of the mixture best in
all volume fraction of TiO2.

5. CONCLUSIONS
It has been shown that ceramic-polymer composites can be modeled from the microstructure. The compu-
tational domain, i.e. the size of the bounding box b compared to the size of inclusions a, can be as small
as a = 0.4b, but only if the averaging method presented in [7] is used. The correlation between measure-
ments and simulations is very good across the whole volume fraction of TiO2. The model uses elementary
shapes derived from the lattice structure of TiO2, therefore it is possible to use the similar method also for
modeling mixtures without experimental verification of effective permittivity. It was shown that the shape
of elementary inclusions is an essential parameter as modeling the effective permittivity of mixtures. The
modeling method is useful for the design of composite-materials, but it can also be used for remote sensing
applications.
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Abstract
A possibility to design phase shifters with reduced frequency dispersion, using combined sections of forward-wave
and backward-wave transmission lines (TL) is discussed. It is shown that inclusion of backward-wave sections into
a transmission line always increases the total dispersion. On the other hand, we show that dispersion can be reduced
by means of lines with positive anomalous dispersion and provide an example of such line.

Keywords: Metamaterials, Backward waves

1. INTRODUCTION

Recent years have witnessed growing interest in metamaterials and complex transmission lines supporting
propagation of backward waves at microwave frequencies. Different terms are used for these metama-
terials: left-handed media, Veselago media, backward-wave (BW) media, media with negative refractive
index or with negative permittivity and permeability, lines with negative dispersion. Several new appli-
cation ideas have been proposed. Most of them utilize the effect of anomalous refraction at an interface
between a forward-wave (FW) and a BW medium and on phase compensation, taking place when a wave
propagates across slabs of FW and BW materials. The first idea belongs to V. Veselago, who published pi-
oneer work on electrodynamics of media with negative parameters and discussed a design of a planar lens
[1]. This idea was developed by many authors, who considered wave focusing, including sub-wavelength
imaging [2], wave leakage (a new type of leaky-wave antennas) [3], etc. The design of three-dimensional
BW media with the use of resonant particles like split-ring resonators [8] is difficult due to high losses
in these resonant structures. Two-dimensional structures for the microwave range can be realized with-
out any resonant elements, periodically loading two-dimensional transmission lines with lumped element
series capacitors and shunt inductors [4].

The phase compensation idea was proposed by N. Engheta [5], who suggested a sub-wavelength cavity
resonator formed by two adjacent material slabs that support forward and backward waves. However, as
has been shown in [6], this structure in fact exhibits resonant response only due to the resonant behavior
of the  filling material.

The idea of phase compensation was further extended to the design of phase shifters in [7]. That paper
discusses a broadband phase shifter formed by connected transmission-line sections with forward and
backward waves. This design allows to realize negative values of phase shift in comparatively short
sections of transmission lines. A natural question arises: Is it possible to reduce the frequency dispersion
of phase shifters using this approach, in addition to achieving negative phase shifts? And if possible, what
kind of transmission line or filling metamaterial is required? These are the questions that we address in
this paper.

2. POSITIVE AND NEGATIVE, NORMAL AND ANOMALOUS KINDS OF DISPERSION

In this introductory section we give definitions of various dispersion types to be used in the following
discussion and explain how these various dispersion laws can be realized in artificial transmission lines.
Characterizing dispersion of media or transmission lines with negligible losses that support waves with
the propagation constant β at frequency ω, two terms are commonly used: positive dispersion, when
βdβ/dω > 0 and negative dispersion, when βdβ/dω < 0. Sometimes negative dispersion is referred
to as anomalous dispersion, which is not quite correct because this term originates from optics, where
“anomalous dispersion" is understood as positive dispersion in the case when the real part of the refractive
index n decreases with the frequency. This usually takes place within narrow frequency bands close to
the resonant frequencies of molecules. Identifying anomalous and negative dispersion we lose some
important details of the dispersion laws.
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Figure 1: A chain of resonators coupled via mutual inductance Lm.

For more complete description of dispersion of metamaterials one can additionally consider the frequency
dependence of the slow-wave factor (refractive index) n = β/k0, where k0 is the wavenumber in free
space. In this paper we will use the following definitions: dispersion is normal, if ndn/dω > 0 and
anomalous, if ndn/dω < 0. The notions of positive, negative, normal and anomalous dispersion are not
independent, and the relation is different for forward and backward waves. Indeed, because
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=

n

c

(
n + ω

dn

dω

)
k0 =

n

c

(
n − λ

dn

dλ

)
k0, (1)

where c is the speed of light, we see that normal dispersion is always positive, but anomalous dispersion
can be either positive or negative.

Let us demonstrate here, how three kinds of dispersion can be observed in a certain periodical structure
formed by a chain of lumped inductances and capacities (see Fig. 1). The cells are coupled by a mutual in-
ductance Lm, and the coupling coefficient κ = Lm/L0 can be either positive or negative. This periodical
structure is described in detail in [4]. More recently, waves in one-, two-, and three-dimensional chains
of capacitively loaded and magnetically coupled loops were investigated in [9, 10]. These waves are re-
ferred by these authors as “magnetoinductive waves". However, negative coupling coefficients between
inductive elements have not been considered by Shamonina, Wiltshire, et al.

The dispersion equation for this structure can be written as [4]:

λ/λr =
√

1 − 2κ cos ψ, (2)

where ψ = βd is the phase shift per period d, λ is the wavelength in free space, and the resonant
wavelength λr is defined as λr = 2πc

√
L0C0. It is more convenient to illustrate different kinds of

dispersion in the (λ, n) coordinates, than in the (ω, β) coordinates, see Fig. 2. Here the straight lines
are the lines of constant phase shift per period, because n = ψλ/(2πd). Depending on the value of the
coupling coefficient κ, dispersion may be normal positive (curve 1), anomalous positive (curve 2), and
anomalous negative (curve 3). According to Raley’s formula

ngr = n − λ
dn

dλ
, (3)

in the (λ, n) coordinate system the group slow-wave factor ngr (normalized as ngrd/λr in our case) for
some point Pi at a dispersion curve is shown as intersection of the ordinate axis and the tangent to the
dispersion curve at point Pi. The pass band of the chain lies in the limits [4]

λr

√
1 − 2κ ≤ λ ≤ λr

√
1 + 2κ. (4)

As is seen from the plot in Fig. 2 and formula (1), waves along structures with κ > 0 are backward waves
with negative dispersion. If κ < 0, we have forward waves with positive dispersion. Positive anomalous
dispersion can be observed at ψ > π/2 if κ < 0 and it can be rather large in the absolute value.

3. APPLICATION OF TL WITH POSITIVE ANOMALOUS DISPERSION

In this section we consider a possibility to broaden the working frequency range of phase shifters, namely,
the use of transmission-line sections with positive anomalous dispersion. If the frequency is changed with
a small increment ∆ω, the corresponding phase shift change is

∆ψ0 =
∆ω

c

(
n1 + ω

dn1

dω

)
d0, (5)
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Figure 2: Dispersion characteristics of the structure shown in Fig. 1. Curves 1,2, and 3 correspond to the
values of the mutual coupling coefficient κ = −0.3, κ = −0.45, and κ = 0.4, respectively.

According to formula (5), we can expect a reduction of the phase shift variation ∆ψ0 if we utilize a TL
with ndn/dλ > 0, but βd β/dλ < 0. The last condition imposes the following restriction:

λ

∣∣∣∣dn

dλ

∣∣∣∣ < n, (6)

otherwise we have negative dispersion (a backward-wave line).

In Section 2 we demonstrated, that positive anomalous dispersion may be observed in unit cells, shown
in Fig. 1, but at large phase shifts. Fig. 3 provides a comparison of the phase shift increments ∆ψ0

throughout the pass band Fmin = 1.9 GHz, Fmax = 2.2 GHz in a one-stage structure considered in
Section 2 (solid curve), and in a transmission line with a constant slow-wave factor (dashed curve). The
total phase shift per a period is close to π, parameters of the cell are taken following: κ = −0.48 and the
resonant frequency fr = 0.559 GHz. The difference in the phase shift within interval [Fmin, Fmax] is
∆ψ0 = 4.94◦ for the structure with anomalous dispersion and ∆ψTL = 24.16◦ for a transmission-line
segment, having length d (the period of the first structure) and a constant slow-wave factor, if the phase
shifts for both structures are equal in the middle of the considered pass band.

However, such a promising result can be obtained only near the total phase shift ψ = π. When the phase
shift changes from ψ = π to ψ = π/2, the difference in the phase shift variation becomes smaller.

4. CONCLUSION

We have shown that some reduction of frequency dispersion can be attained using transmission-line sec-
tions with positive anomalous dispersion. However, we are restricted here by relation (6), which makes it
easer to obtain positive anomalous dispersion at large phase shifts ψ per period. An example in Section 3,
where positive anomalous dispersion is observed between phase shifts π/2 and π, does not imply impos-
sibility of existence of such dispersion at smaller ψ. In any case one cannot consider a series of cascaded
unit cells with positive anomalous dispersion as an effective homogeneous transmission line, because the
Bloch propagation constant βBloch cannot satisfy the condition βBlochd � 1.
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Abstract 
In many RF- and MW-applications the performance of a low loss band pass filter is in key role when designers carry 
out the system design task. When low loss filters are used no electrical tuning is reasonable because that would 
destroy the goal of minimized losses. Also the mechanical tuning of the filter is in many cases time and money 
consuming and it might lead to difficult iterations with various tuning and measuring stages. To avoid this we discuss 
in this paper about the possibility to utilize probability distributions of manufacturing accuracy of the filter to support 
the system design by substituting the results of the probability analysis into the iterative design functions of the low 
loss filter.

Keywords: low loss filter, system design, manufacturing accuracy 

1. INTRODUCTION 
The electrical behavior of a microwave device very often relies on the special boundary conditions 
defined by the mechanical structure surrounding the actual wave. A generalized way is to describe the 
associated magnetic and electric field vectors separately and to use perfectly conducting materials to 
restrict the volume of propagation. Based on these assumptions, the electric field vector turns to be 
perpendicular to a conducting wall. Imperfections in the material or the shape will thus immediately alter 
the field direction or pattern. For these reasons [1], it is necessary to take into account the importance of 
dimensional accuracy and to integrate the system design process into DFMA -approach (Design for 
Manufacturing and Assembly).  

When we are integrating the design rules based on the physical and mathematical theory of microwaves 
propagation with the computer aided mechanical design we can use five tools like presented earlier in [2]. 
In [3] we have discussed about high power RF applications, which cannot use passive constructions based 
on printed circuit board solutions due to excessive losses.  In [3] we have shown the importance of the 
mechanical aspects as guidelines for the system design. In this paper this research will be continued. 

2. TESTED LOWLOSS FILTER 
The case example is a milled sixth order interdigital Tshebyscheff band pass filter, which bandwidth is 
10% and the attenuation ripple is 0.1 dB. Dimensions and the CAD-illustration of the center conductor 
are presented in Fig. 1. The results of similar designs in [4] suggest a residual attenuation 0.4 - 0.5 dB, 
3/60 dB bandwidth ratio of 1 : 3 and an input VSWR between 1.1 and 1.3. Manufacturing tolerances were 
set to meet the IT-grade 5 [2]. For this filter we used high-strength ALUMEC -alloy to ensure the post-
milling perpendicularity and straightness of the rods. The material data is given in [2].  

3. FORMULATION OF DISTRIBUTIONS OF MANUFACTURING ACCURACY
In conventional manufacturing analysis the normal distributions are used to estimate the probability of the 
manufacturing accuracy. Designers can utilize the whole dimensional deviation area, according to the 
selected IT-grade. However, due to the high-accuracy milling process, which is used to manufacture the 
parts of this filter, it is possible to ensure that no under sized dimensions are allowed. This means that the 
milled dimensions are inside the positive allowed deviations of the tolerance grade IT5. Only this reason 
alone would give us a good reason to assume that the probability distribution of the expected deviations is 
far from the traditional normal distribution. In addition to this, the modern quality management 
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technology of CNC-machines gives the possibility to control e.g. tool wearing and machining parameters 
so that no under sized dimensions are possible. And finally, as shown in Fig. 1, the construction of the 
filter is designed so that either the accumulation of manufacturing deviations is positive or equal to zero. 
For these three reasons it is more appropriate to describe the probability of manufacturing accuracy by 
using Weibull- distribution instead of normal distribution (see Fig. 2) 

Fig. 1. The CAD-illustration and dimensions of the critical center conductor [2]. 
       

Fig. 2. Illustration of the acceptable rods height values "h" according to different distribution functions. In 
this case the height of the rod will be between 5.002…5.003 with Weibull probability of 0.67. Notice that 
if three parameter Weibull function gets value beta=3.57 it leads to normal distribution.  

4. WAVE PROPAGATION CONDITIONS RELATED TO GEOMETRICAL TOLERANCES 
Like shown in [2] and [5] there is the crucial importance of the possible difference in the dimensioned 
and milled lengths of the individual resonators to the performance of the filter. The most important aspect 
is to establish the length of the resonators perpendicular projection against to the adjacent resonator rod 
and the projection distance of the end of the rods from the opposite filter wall. The results are illustrated 
with the Smith chart (see Fig. 3), which shows the complex impedance matching of the two filter ports as 
a function of frequency.  

                          
             CURVES IN SEQUENCE FROM THE OUTER 
                   “LOW 111” TO THE CENTER “UP 211”

Fig. 3. The Smith chart presentation of S11 shows that the two filters with ultimately sharp resonator 
roots give a good impedance match over the entire pass band (left). The track of the milling tool is visible 
on the bottom. Surface roughness is 0.8 µm (middle). A photo of the resonator root, which width is 5 mm 
(right) [2] and [5]. 

If the selected milling method produces a curved resonator root, the accurate length is no more 
predictable by computation and part of the incident wave will be reflected. The same type of mistuning 

H2

H3

H1

H1= Conventional accepted 
        distribution area 
H2= Modified distribution area for 
        milled geometries, only  
        positive deviations are  
        allowed 
H3= Modern acceptable  
        distribution area, which is  
        limited by Weibull- function. 
        Only positive high-accuracy  
        dimensions are utilized

Weibull 
probability=0.675 
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would have been caused if the perpendicularity requirements of rods were not met. Also the possible error 
of parallelism of the rods with the covers of the filter will change the performance of the filter. The 
theoretical interpretation of these to the geometric tolerances is illustrated in Fig. 4. The results showed 
that resonators with these types of manufacturing inaccuracies produce a worse matching, which is 
observed as a greater radial distance from the chart center. During the manufacturing process the most 
critical aspect is to control the bending and twisting of each rod. Relative large amounts of the bulk are 
actually milled away and forces may be high. These may lead to deformations, which disturb the 
performance either because the depth of the air gap will be changed or because the construction is not 
dense after assembly. 

4.1 Required Tolerances 
The center conductor of the discussed filter includes several resonator rods, which are all machined from 
one part together with the body. If we require resonator straightness only, it is possible that we have 
exactly right dimensioned and correctly shaped rods but their position against the body and against the 
adjacent rod might be false. To avoid these faults we recommend that the requirement of perpendicularity 
is set. The filter body is a good datum plain if the manufacturing quality of the center conductor is 
checked before assembly. The allowed tolerance area for perpendicularity is an orthogon (see Fig. 4). To 
take care of the assembly accuracy we have to set also the requirement of parallelism of the rods with two 
filter covers. (see Fig. 4). Required tolerances for this specific filter design are presented in Fig. 4.  

Tolerance Allowed 
deviations
[mm] 

Length +/- 0.0065 
Air gap +/- 0.006 
Longitudinal 
perpendicularity  

0.016

Transversal 
perpendicularity  

0.012

Width  +/- 0.004 
Height +/- 0.003 
Parallelism  0.006 
General tolerance IT 5 
Surface roughness 0.008 

d

datum
plane
"B"

theoretical
planes
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the allowed
tolerance
area

Bd

PARALLELISM

w

h

datum
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cross-section
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PERPENDICULARITY

Fig. 4. Values for required tolerances of the rods of the center conductor (left). Requirement of 
parallelism is d=0.006 mm (middle) to ensure that the correctly shaped rods are positioned in an 
acceptable way against the body and against the adjacent rod perpendicularity must be required. The 
corresponding values for perpendicularity are= 0.012 mm and w=0.016 mm (right). [6]. 

5. ASPECTS OF SYSTEM DESIGN 
For system design it is important to notice that the required tolerance grade (IT-grade) depends mostly on 
the operating frequency range of the device or the system. Further on the dimensional tolerances, 
geometric tolerances and required surface roughness depend from each other due to used manufacturing 
technology. If the construction material is known it is possible to select the most appropriate machining 
parameters beforehand and to model the surface geometry and roughness by using computer-aided 
simulation. This gives also the possibility to summarize the probability distributions of these three 
mechanical properties and estimate their affects to the system design. For this application the possibility 
to utilize previously described probability distributions of manufacturing accuracy of the filter is in key 
role.  

The length of the resonator rod is the most important parameter for ensuring the expected performance of 
the filter. The distance between the sidewalls of the resonator is dimensioned to be quarter-wavelength at 
the center frequency of the filter. The lengths of the resonator rods are foreshortened because of the open-
end capacitances. A possible mistuning of the open-end capacitances or changes in the resonator rod 
lengths mights cause shifting of the pass-band center frequency compared to the designed value. In 
addition, the pass-band response of the filter will be asymmetric if one or several of the open-end 
capacitances of the resonator rods are mistuned compared to others. The open-end capacitances can be 
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tuned by using tuning screws. Tuning mechanisms must be avoided when designing high power 
applications are designed or manufacturing costs or losses of the filter must be minimized. 

In our case the distributions of the manufacturing accuracy are used to support system design by 
substituting the results of the probability analysis into the iterative design functions of the resonator rod. 
Therefore it is possible to get prepared to the expected performance deviations of the filter during the 
system design. Alternatively to ensure the adequate performance of the filter, the mechanical 
requirements can be set to the desired level. Cloete [7] has presented an approximation for calculation of 
resonance frequency of the interdigital filter. The approximation can be used for iteration of the effects of 
the manufacturing tolerances in the presented case. The resonance condition for the rectangular resonator 
rod is satisfied when  

rg cglfZCf //2tan/12 000 ,                (1) 

where f0 is the resonance frequency, Cg is the gap capacitance, Z0 is the characteristic impedance of the 
rod, l is the length of the resonator rod, g is the gap between the rod and the sidewall of the resonator, c is
the velocity of light and r is the dielectric constant of medium. An approximation for the gap capacitance 
of the resonator rod located between two adjacent resonators is   

g
wtwpwwpgtCwpwwpgtCbtbgwCC fofofog )/(),/(2)/(),/(2/,/22 22

'
11

'' ,    (2) 

where w is the width of the rod, C’fo is the odd-mode fringing capacitance, b is the distance between the 
upper and the lower ground planes, p1 and p2 are the interconductor spacings associated with each of 
vertical edges and t is the thickness of the rod. The odd-mode capacitance can be found Fig 4, in [8]. For 
the resonator element that located between the input/output impedance transformer and other resonator 
element can the gap capacitance be calculated by using following approximation: 

g
wtwpwwpgtCwswwsgtCbtbgwCC fofofog )/(),/(2)2/(),2/(2/,/22 ''' ,         (3) 

where s is the distance between the impedance transformer and the resonator element.  

6. CONCLUSIONS 
By using the high-accuracy milling process for manufacturing the parts of the filter, it is possible to 
ensure that no under sized dimensions are allowed. This means that the milled dimensions are inside the 
positive allowed deviations of the selected tolerance grade. The construction of the filter is also designed 
so that either the accumulation of manufacturing deviations is positive or equal to zero. For these reasons 
it is more appropriate to describe the probability of manufacturing accuracy by using Weibull-distribution 
instead of normal distribution. The distributions of the manufacturing accuracy can be used to support 
system design by substituting the results of the probability analysis into the iterative design functions of 
the resonator rods. 
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Abstract 

The performance of a low noise L-band amplifier using commercially available packaged HEMTs is presented. The 
amplifier is designed to be the first intermediate frequency amplifier in a 128 GHz ESR spectrometer and it will be 
positioned at the 1 K plate of a dilution refrigerator. Two HEMTs are included in the device and its cryogenic part 
has a total power dissipation of 1mW. At a temperature of 4.2 K and a frequency of 1.05 GHz the gain of the 
amplifier is 24.5 dB and the noise temperature is 4 K. 

Keywords: HEMT, Low Power, Cryogenic. 

1. INTRODUCTION 

The design of a new low noise amplifier (Fig. 1.) was stimulated by the requirement to observe atoms 
adsorbed to surfaces at subkelvin temperatures. This amplifier operates as the first intermediate frequency 
stage of  a 128 GHz ESR spectrometer [1] positioned in a dilution refrigerator. The most natural place for 
the amplifier is at the 1 K plate. However, as the cooling capability there is only a few milliwatts the heat 
generation of the amplifier becomes a major issue (together with the noise capabilities). The design 
guideline was to use common low cost packaged HEMTs. With optimal bias these devices lead to a 
power consumption about an order of magnitude larger than our cooling capabilty. Our solution  is to use 
a bias well below optimum and still achieve good results.     

The spectrometer is a superheterodyne receiver with a schottky-diode mixer downconverting the 
millimeter wave signal to an intermediate frequency of about 1 GHz. The mixer is cooled to about 1 K in 
a dilution refrigerator. The downconversion mixer has a noise temperature of about 100 K so the IF stage 
noise will contribute directly to the system noise temperature. A noise temperature of below 10K would 
be low enough not to affect the system sensitivity too much. 

HEMTs (High Electron Mobility Transistors) have commonly been used in cryogenic amplifiers on a 
wide spectrum of frequencies. Cryogenically cooled HEMTs can achieve extremely low noise 
temperatures.  

Fig. 1. Photograph of the amplifier. 
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The operation of GaAs based devices has been widely covered in several publications [2-7]. This earlier 
work concentrates mainly on presenting results on utilizing optimally biased transistors; ie the bias power 
is mostly around 15mW or more and the frequency band is typically around 4-8 GHz. We report on the 
performance of a GaAs HEMT amplifier biased well below optimum at about 1 mW and operating at a 
frequency of about 1 GHz. 

2. DESIGN  

The amplifier would have to withstand temperature cycling from 300K to 1K and back. It was decided to 
use a ceramically packaged device, due to easier availability and use as compared to a naked chip. 
Ceramically packaged transistors have been used often in cryogenic devices and were considered reliable. 
The HEMT chosen for this project was FHX35LG from Fujitsu. The passive components used were 
common chip components. The HEMTs were biased with a conventional operational amplifier-based 
active biasing circuit to regulate the amplifier bias conditions over the wide temperature range. All the 
components whose temperature dependence might significantly affect the amplifier bias conditions were 
placed on a separate bias board in room temperature. This also has the advantage of further reducing the 
power dissipated in the cold part. The FHX35LG has a nominal bias point of 3V and 10mA at room 
temperature. 

The simulations using a manufacturer provided Materka model showed the room temperature gain to stay 
above 18dB down to about 0.5mW of DC power, but the measurements showed the gain to drop steeply 
as the bias power was reduced below about 3mW. An experimental value of transconductance was 
obtained to be used in constructing a Pospieszalski noise model, the other characteristics of which were 
obtained by matching the noise model with the Materka model. The device performance was simulated 
with a bias value of 0.65V and 3.1mA, equalling 2mW of DC power. 

Fig. 2. Schematic of the amplifier 

It is reasonable to assume that during cooling the changes in the reactive components in the HEMT small 
signal model would be small enough to be neglected. The resistive components and the transconductance 
would change somewhat, as well as the equivalent noise temperatures of the intrinsic resistances. These 
effects are well covered in the literature [8-11]. A prototype based on the simulations was made and 
matched for peak performance with 50 Ω port impedances at 1.15GHz in room temperature with two air 
core inductors, one at input (Li), the other at output (Lo), cf Fig. 2. The matching coils are the only 
critical components in the cold part of the amplifier. The simulations showed the performance not to 
change very much with different port impedances. It was found that the input and output reflection 
coefficients had moderately deep notches at the optimum matching points and their frequencies could be 
tuned independently of each other over a moderately wide range of frequencies, if a different optimum 
frequency was required. 
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3. RESULTS  

The prototype was cooled to 4.2 K by dipping it into liquid helium in a helium-gas filled dipstick. The 
gain vs. bias was measured and the bias point of 0.25 V and 4 mA for both stages together was chosen as 
a compromise between gain and power consumption. At this bias point the device had a maximum gain of 
about 24.5 dB at 1.05 GHz, Fig 3a. The performance peak frequency changed by about 100 MHz as 
compared to the room temperature frequency due to the neglected changes in the model reactive 
components and, to a greater amount, the mechanical changes in the matching coils. 

The noise temperature was measured at this bias point by heating a 50 Ω termination to several 
temperatures and measuring the resulting noise powers with a spectrum analyzer [7],[12]. The lowest 
value obtained with 1 mW of bias power was about 4 K, Fig. 3b. The measurement error was estimated to 
be 3 K. The amplifier had a -1dB gain compression point at –30 dBm at the input due to the very low bias 
point, but the power output of the schottky mixer should stay below –60 dBm. The gain at room 
temperature was about 19 dB at the same bias value and the frequency of 1.15 GHz. The noise 
temperature was measured to have a minimum of about 65 K at room temperature. The gain is higher than 
20 dB for the required operating bandwidth of 850 MHz to 1.3 GHz and the noise temperature is below 
10 K at 4.2 K. The input reflection coefficient (S11) was measured to be better than 3 dB with a peak 
value of 8 dB and the output reflection coefficient (S22) is 5 dB and 12 dB, respectively. 

Fig. 3. a) Gain,  b) Noise Temperature.  Solid line = 4.2 K and 1 mW bias, Dashed line =  
Room temperature and 1 mW bias, Dotted line = 4.2 K and 4 mW bias 

4. CONCLUSION   

The performance of a cryogenically cooled low noise, low power L-band IF amplifier using commercial 
ceramically packaged GaAs HEMTs was presented. The amplifier used the HEMTs far below their 
nominal bias levels but still achieves a noise temperature of 4 K and a gain of 24.5 dB at the frequency of 
1.05 GHz and a bias power of 1 mW at an amplifier temperature of 4.2 K. Raising the bias power to 
4 mW (0.5 V and 8 mA) increased the gain to 31.5 dB and reduced the noise temperature to 3 K. 

The increase in the amplifier gain versus temperature was larger than estimated and the noise temperature 
was slightly higher at room temperature but lower at the liquid helium temperature, which was to be 
expected due to the inaccuracies in the model at this low bias levels as well as the errors in the estimated 
temperature changes. 

With a mixer noise temperature of around 100 K, achieving a noise temperature of less than 10 K for the 
IF amplifier should be good enough. Further reduction of the noise might be obtained by using InP-based 
HEMTs, when GaAs can be used to achieve low enough noise temperatures with low enough power 
dissipation. 

 a 
 b 
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Abstract 
A fully integrated 2.4 GHz differential voltage-controlled oscillator (VCO) is presented. The circuit can be tuned 
from 2.1 to 3.6 GHz without any component changes or re-dimensioning. The phase noise of the oscillator is -102 
dBc/Hz at 1 MHz offset from 2.4 GHz. The design has been fabricated using a 0.35 µm SiGe BiCMOS process and 
the circuit area of the prototype is 0.9 mm2 including on-chip inductors. The prototype chip draws 3.1 mA current  
from a  2 V supply. 

Keywords: VCO, Differential oscillator, SiGe BiCMOS 

1. INTRODUCTION 

Many modern communication and radar systems utilize modulation and detection schemes, which are 
based on so-called I and Q signals, having a phase shift of 90 degrees. In some other designs, opposite 
phase signals are encountered. The efforts are targeted towards achieving an optimum balance between 
band usage and transmission capacity [1]. Of course, in radar the aim is to improve detection possibilities 
[2]. Regardless of application, these devices require local oscillators giving suitably phased outputs, for 
example in quadrature form [3]. Frequency agility is typically desired [4], whereby circuit topologies 
relying on inherently narrow-band external phase shifting networks are less favourable.  

This paper describes an alternative approach of local oscillator source generation in the form of a single 
chip voltage controlled oscillator. A completely integrated design having no external components was 
selected. The prototype unit is manufactured with 0.35 µm SiGe BiCMOS process, which gives a 
reasonable compromise between a high cut-off frequency of 60 GHz and low manufacturing costs. It 
further supports relatively easy integration with common CMOS-type logic modules, as indicated e.g. in 
[5] and [6]. One of the greatest challenges was the low Q of substrate-based coils [7].  

2. OSCILLATOR DESIGN AND SIMULATION 

Figure 1 shows the simplified schematic of the voltage-controlled oscillator. The operational principle of 
the circuit is based on the cross-connected differential pair (Q1, Q2), which is connected to the LC-
circuit. The negative resistance [8,9] of the differential pair is: 

Rn = 2/gm             (1) 

Here gm is the transconductance of the transistor. To maintain oscillation, the negative resistance 
compensates the loss in the LC resonator. For low phase noise, a high Q-factor of the resonator and high 
oscillation amplitude are required. Losses and the reduction in Q-factor are primarily due to substrate and 
metal losses of the inductor wirings. To reduce these problems small inductances and thick metal layer 
were used for inductors. Accumulation-mode MOS varactors [10] (X1, X2) are used for frequency 
control. Transistors Q3 and Q4 control the emitter current of the oscillator transistors. The output is taken 
from the collector of the transistors Q1 and Q2 and fed to a buffer stage. The realized buffer is an emitter 
follower (not shown in Fig. 1).   

After the initial values were designed, the VCO circuit was simulated using commercial ADS and 
APLAC design tools. The simulated tuning range is 1.5 GHz and the current consumption 3.4 mA from a 
2.0 V power supply. The simulated single-ended output power to a 50  load equals -20 dBm. 
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                                     Fig. 1. Schematic of the basic VCO without emitter follower. 

3. MEASUREMENTS 

Critical RF parameters were measured with a Cascade Microtech probing system connected to a Rohde & 
Schwartz FSEM20 spectrum analyzer. The measurements were performed with a power supply voltage 
Vdd = 2.0 V. The VCO, however were able to work with Vdd as low as 1.5 V. The chip micrograph is 
shown in Figure 2. The measured frequency tuning range was 1.5 GHz and the tuning sensitivity 2 
GHz/V at 2.8 GHz. Frequency pushing was observed to be 47 MHz/V. A fixed frequency comparison 
unit on the same wafer shows only 2 MHz/V. Frequency pulling was 4.3MHz at 12 dB return loss. 
Highest harmonic levels were below -18 dBc in all cases (Fig. 3). When the insertion losses of the cables 
and the HP 11612A blocking capacitor are taken into account, the real output power equals -20 dBm at 
nominal supply voltage. 

                                     

                                             Fig. 2. Chip micrograph (0.7 mm x 1.2 mm). 
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                        Fig. 3. The spectrum of the oscillator after emitter follower. All harmonics are  
                                    less than -18 dBc.  

At 1 MHz from the center frequency, the measured phase noise level was -102 dBc/Hz [11,12]. The 
measured and simulated values are shown in Fig. 4. The measured results are indicated with a solid line 
and the simulated curves with a dotted line. Here the simulated values agree from 100 kHz but show 
much too optimistic behaviour closer to the carrier.  

                   
             

                        
                                         
                                     Fig. 4.  Measured Phase noise is -102 dBc/Hz at 1 MHz offset. 
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3. CONCLUSIONS 

The design of a differential VCO with fully integrated LC-tank fabricated in 0.35 µm SiGe BiCMOS 
process is demonstrated. MOS varactors are used as frequency control. The simulated and measured 
frequency ranges match quite closely. Further simulations indicate that the phase noise of the VCO can be 
improved by modifying the bias circuits of the oscillator transistors. 
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Introduction

MIKES (earlier VTT/AUT) has taken care of Finnish official time and frequency 
since 1976.  Finnish broadcasting company (YLE) as a partner disseminated time 
signal using audio channels and frequency with the aid on TV synchronisation signal. 
The accuracy of frequency obtained was better than 10-11 as a relative value.  

Digitalisation of TV-links caused random delays at every link station and the accuracy 
of the frequency is now 100 times worse than earlier when analogue links were used. 
Calibration of high quality oscillators needs better easily available reference.  
That is why MIKES has been designed and constructed an own transmitter and a 
suitable receiver.  

Frequency selection 

When looking tables of allocated frequencies for standard frequency transmitters, we 
selected 25 MHz  (  = 12 m) for several reasons. First, when using a high frequency 
the antenna size is convenient. Secondly, 25 MHz lies at short wave band, which 
means that one, can use cheap, commonly available receivers and transmitter 
components. Earlier (1977) we have tried to use 250 MHz, but with bad success due 
to lack of receivers. Third reason was that we could utilise 27 MHz citizen band 
components. 

25 MHz Transmitter  

Transmitter is now on air for test cycles to find a suitable format for time signal 
modulation. IRIG-B and DCF-77 code are considered.  The latter is better for aural 
time signal reception because of one Herz (second tick) bit rate and easily 
recognisable minute mark. 
Transmitter power is around 100 W and antenna (vertical 3⁄4  dipole) gain near 10 
dB. Antenna height during test cycles is 20 m above sea level but it will be 40 m next 
year.
The 25 MHz carrier comes from synthesised HP signal generator, which is locked to 
our atomic clock (Cs2). The relative accuracy of the carrier frequency is better than 
1 10-13.  One of the above mentioned time codes amplitude modulates the carrier. 
Those codes include full time code consisting of day, hour, minute and second data.  
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Coverage area of the signal 

The coverage area is estimated to be the circle inside kehä III when using outdoor 
antenna with preamplifier. At first tests signal level at Soukka, 12-km westward from 
MIKES seen to be 0,5 mV when using good outdoor antenna. The signal was traced at 
Lohja too, when using a sensitive receiving system. 

Because of good conductivity of seawater, stable ground wave signal may be useable 
at Tallinn offering “international” frequency comparison. AS Metrosert in Tallinn, a 
corresponding organisation like MIKES, is interested to test this possibility. 

25 MHz standard frequency receiver 

As a diploma work a receiver for above mentioned signal, has been developed. It 
consists of standard components like a conventional short wave receiver; an oven 
controlled 10 MHz crystal oscillator (OCXO) and IRIG demodulator. Associated 
electronics takes care of phase locking etches.
Both received signal and OCXO reference signal, phase modulated at 2,5 kHz, pass 
the short wave receiver. Thus delays in receiver are mainly eliminated. Phase 
difference is measured by applying 2,5 kHz phase detection circuitry. 

Fig 1 Allan frequency deviation of 10 MHz output of the receiver 

Figure 1 shows the FDEV (Allan frequency deviation) of the 10 MHz output of the 
receiver. Test site with a indoor antenna was in a laboratory, within 50 meter from 
transmitter antenna. Thus the signal level was quite high, around 1 mV, but the 
received signal was suspect to laboratory interference. A special phase comparator, 
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capable to resolve 1 10-13 just in one second, was used, Hydrogen maser (HM1) as a 
stable reference. 
The uppermost curve shows the OCXO stability (no lock) and two lowermost curves 
stability in locked condition. One second frequency stability is better than 1 10-11 (10 
ps/s) . The stability is inversely proportional to the integration time and the the 
reference stability 1 10-13 is gained on ten minutes.  

Conclusions

The short-term frequency stability of the constructed receiver, at least near transmitter 
site, is about 100 times better than earlier TV-frequency standard before year 2001, 
when stable analog TV-links were used. Thus the constructed TX/RX system fulfils 
what is planned.  Approximately 100 TV-standard units, produced by Jutel Oy, are 
still in use in whole Finland due to comprehensive coverage.  Because the coverage 
are of the new system is the capital area only, we estimate that some 30 new receiver 
units are needed here. 
Of course GPS is a competitor but US military authorities control it. In EU we can’t 
trust that this service is always available, at lest free of charge. Therefore an 
independent service was needed. 
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An Integrated Class-S Modulator for 13.5 MHz
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Abstract
An integrated 13.5 MHz class-S modulator for an EER transmitter is described. The modulator uses 3.3 V
supply voltage and was fabricated using 0.18 µm CMOS technology. The measured output power was
22.8 dBm for a 10 MHz rectangle pulse input signal with 50 % duty cycle. The chip area is 1.6 mm2.

Keywords: Integrated circuit, CMOS technology, class-S, EER technique

1. INTRODUCTION

Wideband multicarrier systems are needed in the future for high speed wireless LANs and digital
television broadcasting. In these systems, the design of the power amplifier is one of the key blocks and
has a high impact on the coverage, the product cost and the power consumption. Typically, the
multicarrier signals have a high peak-to-average ratio caused by the large number of independent
subcarriers which are added at the modulator in random phase and amplitude [1]. Although transmitter
operates most of the time at the average power, it must be able to amplify the peak values of the signal
without distortion. Therefore, linearity requirements for the transmitter are becoming stringent and it is
likely, that the power amplifier linearisation methods must be used. To achieve low power consumption
of the transmitter, it is prefer to use linearisation techniques which also improves efficiency. The envelope
elimination and restoration (EER) technique is a promising choice, since its efficiency is largerly
independent of signal level [2].

2. EER TRANSMITTER

The principle of an EER transmitter is to split the input signal into two paths. A baseband path contains
the envelope of the input signal and a radio frequency (RF) path contains a constant-envelope phase
modulated signal [3]. Fig. 1 a shows an EER transmitter, where signal separation is performed by the
digital signal processing (DSP). With this concept it is possible to integrate the whole circuit on a single
chip except the low-pass filter.

In the RF path, a constant-envelope phase modulated baseband signal Vphase(t) is up-converted to
radio frequency by a mixer and amplified by a high-efficient non-linear RF power amplifier. The low
frequency envelope signal Venvelope(t) can be amplified by a high-efficient class-S modulator and then
applied as the bias voltage Vdd(t) to the RF power amplifier after that [4]. Thus, the amplitude modulation
to the output signal Vout(t) is achieved through variation of the supply voltage.

DC Supply VDD

DSP

Class-S
amplitude
modulator

LPF

RF
power
amplifier

Vdd(t)

Vout(t)

Vin(t)
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Baseband
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Fig. 1. a) EER transmitter and b) a simplified circuit for a voltage-switching class-S modulator.

99



3. CLASS-S MODULATOR

In a class-S modulator the transistors are used to form a switch shown in Fig. 1 b. A large capacitor Cb

will bypass all ac signal components from VDD to ground. The voltage vLPFin applied to the low-pass filter
is a square wave with levels 0 and +VDD. The low-pass filter after switches allows the slowly varying
average or the dc voltage component of the rectangular input voltage waveform to appear in the load RL

producing output voltage vout(t) and current iout(t).
By changing the pulse widths or the duty cycle of the voltage vLPFin different average output

voltage signals are produced. The input pulse width modulated (PWM) signal of the class-S modulator is
generated by the DSP. PWM signal is a train of pulses whose width varies depending on the amplitude of
the envelope signal [3]. The peak output power of a class-S modulator is Pout,peak = VDD

2 / RL. In the ideal
case the output voltage and current are never nonzero simultaneously and therefore, the efficiency of an
ideal class-S modulator is 100 % [3]. In practice, the efficiency reduces because of static and dynamic
losses.

The static losses are associated with the nonzero saturation voltage and saturation resistance of the
transistors as well as parasitic resistances in the interconnections, and parasitic resistances in the filter
components. The efficiency degradation because of saturation voltage can be represent by using
Veff = VDD – VDS,sat and the reduction caused by saturation resistance and parasitic resistances 

parL

L
DDeff RR

R
VV

+
⋅= . (1)

The dynamic losses are associated with switching transitions. Real transistors have parasitic drain-source
output capacitance. In addition, wide metal wiring must be used at the output of an integrated class-S
modulator because of large transient currents adding parasitic shunt capacitance at the output of the
circuit. Therefore, the total dynamic energy dissipation is Cshunt⋅VDD

2 per each cycle. Furthermore, real
devices take a finite length of time to switch from a cutoff state to a saturated state and vice versa and this
is an other dynamic loss mechanism [3]. At the turn-on instant, the voltage starts to fall from its initial
value and the current starts to rise toward its final value. Thus, there is a finite crossover period when both
the voltage and current are nonzero. The same is true at the turn-off instant [5].

4. DESIGN OF CLASS-S MODULATOR

In this work a class-S modulator was realised as a single chip integrated circuit using a 0.18 µm silicon
CMOS technology. The switches were implemented using inverters. Altogether five inverters were
cascaded in order to amplify the low level PWM input signal to desired level and on the other hand to
accomplish low enough capacitive load to the DSP circuit.

It is well known fact that the mobilities of the PMOS and NMOS transistors are inherently
unequal. The length of all transistor fingers were selected to be equal. Instead, based on process
parameters and ELDO simulations the width of PMOS transistors was selected to be three times that of
the NMOS transistors in this design. Each inverter stage was designed to be larger than the preceding
stage approximately by a width factor e (i.e. base of natural logarithms), which minimises the total delay
of the inverter chain.

Due to high output power and nonidealities discussed in Section 3 the layout design was critical.
Six on-chip bonding pads, several stacked metal layers and wide metal wiring were used to distribute
supply voltage efficiently. This is because the circuit draws large transient currents, over 300 mA, from
the power supply during the switching instants. For the same reason several unit transistors were used in
each cascaded inverters. To avoid heating unit transistors were separated from each other by 10–20 µm.
Furthermore, NMOS unit transistors and three times wider PMOS unit transistors were placed
symmetrically. Any additional parasitic capacitance and resistance were minimised in the signal
interconnections as well as at the output of the circuit within the limits of the electromigration design
rules. The microphotograph of the fabricated class-S modulator is shown in Fig. 3. The chip area is
1.6 mm2.

For the off-chip low-pass filter, a fourth order Chebyshev prototype with 0.1 dB passband ripple
and one transmission zero was selected. The –3 dB frequency of the filter was designed to be at
13.5 MHz. Ceramic surface mount chip capacitors and multi-layer chip inductors were used to implement
the fourth order series inductor shunt capacitor type low-pass filter.
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The modulator was designed to drive a low 10 Ω impedance, which represents the impedance seen
from the drain of the class-E power amplifier.

Fig. 3. Microphotograph of the fabricated class-S modulator.

5. SIMULATIONS AND MEASUREMENTS

The on-chip parasitic capacitances of the circuit were extracted from the layout and included in ELDO
simulations. In addition, the resistances and reactances of the on-chip bonding pads and off-chip bonding
wires as well as the parasitic components of the low-pass filter were taken into account in simulations.

As mentioned before, the low-pass filter was designed to have 10 Ω terminations. However, the
implemented external low-pass filter had to be measured using a network analyzer with 50 Ω
terminations. The measured frequency response is presented in Fig. 4 a together with a corresponding (i.e.
50 Ω terminations) simulation result. Due to accurate matching between these two curves, it can be
assumed that the frequency response of the implemented low-pass filter in the case of 10 Ω terminations
is in accordance with the prototype.
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Fig. 4. a) Measured frequency response (50 Ω terminations) of the implemented low-pass filter (solid
line) and the simulated one (dashed line) and b) the measured output spectrum in case of a 10 MHz
rectangle pulse input signal with 50 % duty cycle.

The class-S modulator measurements were performed in 50 Ω impedance environment. 3.3 V power
supply voltage was used. Input rectangle pulse signals were generated by a pattern generator by setting
3.3 V voltage level for the logic one and 0 V for the logic zero. The measured output spectrum in case of
a 10 MHz rectangle pulse input signal with 50 % duty cycle is shown in Fig. 4 b. As can be seen the
output power at 10 MHz to 50 Ω load is 22.8 dBm. The corresponding simulation gave 20.6 dBm. The
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measured dc current consumption was 115 mA and hence, the efficiency can be calculated to be 50.5 %.
The measured output power level in case of 12 MHz rectangle pulse input signal was 23.5 dBm.

A pulse width modulated signal like pulse series was generated by the used pattern generator with
time steps 5 ns. The measured output spectrum of the class-S modulator circuit in this case is shown in
Fig. 5 a. The output power level at 10 MHz is 18.8 dBm. The measured current consumption was 61 mA,
which corresponds to 38.5 % efficiency. Finally, a second order sigma-delta modulated (SDM) data (i.e.
ones and zeros) was generated using MATLAB. This data was used as a square wave input signal and the
measured output spectrum is shown in Fig. 5 b. The power level of the wanted 2 MHz signal is 9.7 dBm.
The noise shaping of the sigma-delta modulator can be seen up to 20 MHz.
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Fig. 5. The measured output spectrum in case of a) a self-made PWM like input signal and b) a second
order SDM input signal.

6. CONCLUSIONS

An integrated class-S modulator with an external low-pass filter for an EER system was implemented and
measured. The modulator was designed to have a PWM input signal generated by a DSP circuit.
Although the configuration is simple, the challenge is to modulate supply voltage of the RF power
amplifier efficiently. Furthermore, as the output power level is increased, the transient currents in
switches become larger. The measurement results shows that the modulator has a moderate efficiency and
it can be used as one block with a class-E RF power amplifier in an EER transmitter.
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Abstract
This paper discusses the advantages of using a recon gurable FPGA (Field Programmable Gate Array) –based com-
puting platform in rapid prototyping of a short–range radar system. The FPGA–based platform performs datastream
compression and robust target recognition, and constructs a data structure suitable for an external display device. The
FPGA–based computing platform is connected to a laptop computer with a USB (Universal Serial Bus) cord, thus
enabling field tests. Although future work and research remains to be done, the usability of an FPGA–based com-
puting platform in rapid prototyping and construction of a fully functional short–range radar test system has already
been demonstrated.

Keywords: Short range radar, FPGA, rapid prototyping.

1. INTRODUCTION

Due to the continuing miniaturization in electronics manufacturing technology, it has become possible
to implement modules and entire systems digitally. This trend is evident also in radar technology, where
traditional analog technology is being replaced by digital implementations, especially in radar control,
baseband processing and display devices. An ideal digital implementation has the benefits of the speed of
hardware and the flexibility of software. This can be accomplished by implementing as many functions as
possible with FPGAs. There are numerous published accounts on using FPGAs in radar signal processing,
e.g. [1] [2].

2. THE SHORT–RANGE RADAR SYSTEM

A short-range radar front end with a known pulse repetition frequency (PRF) and corresponding max-
imum range, transmission power, relevant pulse characteristics and interfaces to the baseband units re-
quired field tests and echo signal recording for offline inspection. First attempts to interface the radar front
end with a commercial off–the–shelf (COTS) data acquisition card to a host PC were not successful. The
uncompressed data rate of 800 Mbps (megabits per second) quickly inundated the host computer, thus
making both real–time radar display generation and datastream recording for offline analysis impossible.

The sampled datastream had to be compressed substantially, and an FPGA–based reconfigurable platform
named SIG USB Card v2 [3], which was originally designed for another application, was taken into use.
The goal was to transfer as much computation as possible onto the FPGA–based platform. A generic flow
diagram of the short range radar system is presented in Fig. 1.
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Figure 1: A flow chart of the baseband units in short–range radar system

3. GENERIC RECONFIGURABLE PLATFORM

The computing core of the short–range radar system is a custom designed FPGA–based reconfigurable
platform called SIG USB Card v2. The card houses two large FPGA chips of Altera’s Apex II device
family [4], external connections, an SDRAM socket, 32 kilobytes of dual-port RAM, and an 8051 deriva-
tive with a USB controller and transceiver. Both FPGA devices can be reconfigured on the fly, which
shortens system development time. The USB version 2.0 protocol was selected, as it is electrically sim-
ple with only four wires, has adequate transmission speed at maximum 480 Mbps, and is supported by
laptop computers used in field tests.

The first target recognition algorithm was written in VHDL and was based on an algorithm used in a pre-
vious analog radar implementation. The incoming samples are compared to an on–the–fly adjustable
threshold value, and if six of eight consecutive samples from the same distance element exceed the
threshold, a target has been found. The FPGA constructs a data structure with appropriate header bits
and stuffing and writes these values to the dual-port RAM. The data structure used for display generation
is described in Fig. 2. There are four bits available for describing the amplitude of a target, which is
sufficient for a visual inspection. A limiting factor is the dual–port RAM size of only 32 kilobytes, and
it was decided to encode an entire display frame into this amount of memory. Naturally, there must be
constant bookkeeping by the 8051–based USB controller to prevent overlaps in reads by the host PC and
writes by the FPGA.

4. CONNECTIONS TO A/D CONVERTERS AND DISPLAY DEVICES

The SIG USB Card v2 is connected to two A/D converter boards with a flat cable. The first A/D converter
is used for sampling the incoming echo signal at 100 MHz with an accuracy of 8 bits, and the second A/D
converter samples the angle information with 781.25 kHz with an accuracy of 8 bits. At first sight, the
granularity of angle information at 1.4 degrees (360/28) may appear insufficient, but the laptop display
accuracy did not improve with greater word lengths.

In addition to the two sampled bytes from A/D converters, a TTL pulse by the radar when a pulse is
transmitted is an input to the FPGA devices (See also Fig. 1).

The display software runs at the host PC in two operating modes, an oscilloscope mode and a radar display
mode. Depending on the mode selected by the user, the FPGA devices construct either the time domain
datastream (oscilloscope) or describe an entire display frame that fits exactly into the 32 kilobytes large
dual port RAM. In oscilloscope mode, the datastream can be saved to hard disk for offline inspection and
algorithm verification.

The display software was developed with the OpenGL graphics library, which alleviated the load on the
host processor by transferring the computation intensive graphics algorithms to the display card. For
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Figure 2: The 32 kB data structure used for displaying one radar frame. Angle and amplitude values are
not physical quantities.

example, implementing after–glow is very efficient by simply decrementing a pixel value in the data
structure. This is also in line with the applied design philosophy of transferring as much algorithmically
demanding computation away from a general–purpose processor, which is most suitable for system–level
bookkeeping and communications management.

5. ADVANTAGES OF FPGA–BASED PROTOTYPING AND FUTURE RESEARCH

The main benefits of using FPGA–based generic computing platforms are their reconfigurability on–the–
fly, high throughput and rapid design cycles with parallel hardware and software development threads.
Based on these characteristics, only twelve person–months were required from a three–man design team
with no previous experience in baseband radar technology to implement the baseband and display units
for a fully functional short–range radar test system.

The main contribution of this paper has been to demonstrate the practicality of using FPGAs for rapid
prototyping. Gate counts in modern FPGAs are sufficient for computationally demanding algorithms,
and in the particular application described in this paper, most of the logic remained unused as the target
recognition algorithm was very robust.

Future plans include designing an FPGA-based computing platform specifically targeted for radar ap-
plications. An obvious bottleneck in the SIG USB v2 card is its dependence on the limited amount of
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dual–port RAM, and this will be improved in the next version. The design emphasis will shift to devel-
oping algorithms for increased range and angular accuracy, taking into account the Doppler effects and
implementing sliding–window techniques in target recognition, thus enabling motion detection.
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Abstract: A universal antenna stabilizer and lifting 
system has been developed for different vehicular 
platforms, mainly with the focus at radar systems. 
The stabilizer arrangement is needed to compensate 
undesired movements caused by the platform and 
lifting system. In addition, the stabilizer enables high 
speed scanning and target tracking functions of the 
radar reflector antenna.  
A systematic design process including clarification 
of the task, conceptual design and embodiment 
design have been applied throughout the task [1]. 
The behaviour of the selected vehicle platform was 
initially measured in true operating conditions. 
Finally, the performance of the developed design 
was simulated by multi body simulations using the 
measured source data. 

Keywords: Radar, multi body simulation, modular 
design

1. Introduction 

Antenna rotator mechanisms are as old and diverse 
as radars [2], but their performance requirements 
have been continuously increasing. The special 
requirement in the described project for the stabilizer 
system was applicability to different types of 
vehicular platforms, like ships and vehicles on 
wheels or on caterpillar chain. By definition, it 
should also contain a lifting system reaching up to 5 
meters so that the radar can see its environment or 
targets without obstacles [3].  

The design must tolerate loads caused by fire of the 
own platform and occasional collisions against small 
branches of trees. It must tolerate fire of rifle class 
guns. The operating temperature range is -
40...+40°C. Of course, there is a pointing accuracy 
requirement as defined by the respective antenna 
pattern width [4]. Scanning speed and tracking 
performance are naturally combined as well [5].  

2. Modular design 

The structure is divided to two modules: lifting 
module and stabilizer module.  

2.1 Lifting module 

The lifting module has the following sub functions: 
• Enable antenna mounting to the platform 
• Carry the mechanical load  
• Lift up and down 
• Tolerate shocks 
• Reduce vibrations 

Figure 1 : Structure of the lifting module  

2.2 Stabilisation module 
The stabilisation module has following sub 
functions: 
• Stabilize the antenna orientation  
• Rotate the antenna 
Orientation stabilization can further be divided into 
measurement and control of the momentary position. 
For position measurement is used encoder and 
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horizontal reference is measured by inclinometer. 
The position control is carried out with one servo 
hydraulic actuator.  

Figure 2 : Structure of  the stabilizer module 

4. Simulation model  

A simulation model of the platform carrying the 
radar antenna was created with ADAMS 11.0 multi 
body systems program. The model was modular 
containing following submodules: 
• 6 DOF vehicle model performing a driving path 

based on inertial navigation data measured in 
test drives. 

• Modular mechanism model of the lifting module 
in figure 1. The beam structure was also modular 
enabling to change the rigid beam model with 
rigid-elastic lumped mass model with 
Timoshenko beams. The sub model can easily be 
changed to other structure. 

• Rigid radar antenna stabilisation module 
containing horisontal and vertical direction 
mechanism for antenna stabilisation. 

The vehicle model contained six accelometers which 
recorded the acceleration time history of the vehicle 
rigid body movement history in space. The function 
of the lifting mechanism is besides lifting the 
damping vibration of the vehicle. The damping is 
achieved with hydraulic cylinders controlled by 
semihydroactive steering by antenna position. 
The mechanical vibration is damped in two stage 
approach. The low frequency translational motion of 
the platform is damped by the lifting mechanism. 
The high frequency vibration is damped by the 
antenna stabilisation module. 

4. Results 

Figure 3 : Measured momentary acceleration, 
when the large caliber gun of the the platform is 

shooting 

Figure 4 : MBS simulated vibration of the 
antenna in vertical direction when the platform is 

moving in operating environment. 

In Fig. 4., the vertical translational vibration of the 
platform and radar stabilator unit is shown on the 
upper figure. The dotted line represents the platform 
vibration. The continuous line shows the antenna’s 
damped vibration. The analysis shows, that 
maximum vertical vibration is damped with 64 %. 
The lower figure of  Fig. 4 shows the Fast Fourtier 
transformed frequency domain signal from platform 
vertical vibration. 

Figure 5. MBS simulated vertical variation of the 
radar mirror when the high frequency 

stabilisation is activated. 
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Fig. 5 shows the vertical variation of radar mirror 
elevation error from horisontal plane. The analysis 
shows mechanical accuracy of the radar mirror 
elevation adjustment, when absolute horisontal 
reference is obtainable for the system. The total 
variation of the elevation of the mirror keeps under 
10 millidegrees if the platform elevation variation is 
under 15 degrees. 

5. Conclusion 

A universal radar antenna stabilizer and lifting 
system has been developed for different vehicular 
platforms. The behaviour of the selected vehicle 
platform was initially measured in true operating 
conditions. Finally, the performance of the 
developed design was simulated by multi body 
simulations using the measured source data. 
The simulation shows that designed stabilizer system 
fullfills the pointing accuracy requirement defined 
by the antenna pattern width.  
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7. Glossary 

MBS: Multi Body Simulation  
DOF: Degree of Freedom  
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Abstract
The effective aperture of the antenna is determined using measured backscattering data. An oscillator with a known port
impedance is connected to the antenna under test to modulate the backscattered radiation. The measurement is based
on measuring the signal in the modulation sidebands. Using a simple circuit model for the antenna—oscillator system,
the antenna effective aperture, bandwidth and radiation pattern can be determined. In this paper, theory for antenna
aperture measurement is developed, and measurements with error considerations of an antenna with a highly reactive
port impedance at the application frequency are presented. The results are compared to a traditional transmission
measurement results.

Keywords: Antenna radiation patterns, antenna measurements, apertures, radar cross sections, UHF antennas, RFID.

1. INTRODUCTION

Several authors have demonstrated backscattering-based methods for measuring the antenna radiation pattern and gain
(e.g. [1]) and the antenna drive port impedance (e.g. [2]). In most methods, the antenna under test is connected to
known passive loads, but also negative resistance devices have been used [3]. Most methods require the measurement
of the power level of the scattered signal at the transmitted frequency. Therefore environmental reflections limit the
signal-to-noise ratio and accuracy of the measurement [2].

In this paper a completely new approach to backscatter measurement is taken. Instead of measuring the antenna radar
cross section, the study concentrates on the effective antenna aperture (also antenna aperture, or aperture, in this paper).
The antenna under test is connected to an oscillator circuit, which drives a small varactor in the input of the oscillator
chip. The oscillator wakes up, when the antenna under test supplies it with high enough power. If this critical power
is known, the effective antenna aperture can be measured. The method has been inspired by the need to characterize
small RFID antennas, which are usually directly matched to a highly capacitive IC chip. The oscillator IC has same
input impedance than the RFID chip, which the antenna will actually be used with.

The scattering methods are commonly agreed to give better measurement results than the transmission measurements
in the case of small antennas, because the feedline connected to the antenna disturbs the antenna radiation in the
transmission measurements. As an example of the aperture method, a small UHF RFID antenna, which has been
designed to be mounted on metal surfaces, is measured. The measurements are carried out with the aperture and
transmission methods on metal platforms of different sizes. Comparison of the results reveals the disturbing effect of
the feedline in the transmission method.

2. THE LOADED SCATTERER MODEL

To study the scattering effects on a loaded antenna, the model presented in Fig. 1 is used. Both the antenna and the load
are described as series resistances, RA and RL respectively, and reactances, XA and XL respectively. The antenna
resistance consists of the radiation resistance RR and the dissipations in the antenna RD , i.e. RA = RR + RD . The
voltage V is the rms-value of the equivalent voltage generated by the incident wave.

XL RLRA XAV

Figure 1: The series model of a loaded antenna.

Following the reasoning in [4] and [5] expressions for the effective aperture Ae and the radar cross section σ of the
antenna can be derived. The rms-value of the RF current I in the circuit can be calculated as
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I =
V

Z
=

V

(RA + RL) + j(XA + XL)
, (1)

where Z is the impedance of the circuit. The effective aperture Ae is de ned as the ratio of the power dissipated in the
load resistance RL and the power intensity S of the incident wave. Similarly the radar cross section σ is defined as the
power the antenna radiates, i.e power dissipated in the antenna resistance RA times the gain GA of the antenna, divided
by the power intensity S. These definitions give

Ae =
RL|I |

2

S
and σ =

GARA|I |
2

S
, (2)

where the antenna gain includes ohmic losses of the antenna. Assuming a perfect match between the antenna and the
load, we have ZA = Z∗

L and the maximum power Pmax transferred from the antenna to the load can be expressed as

Pmax =
V 2

4RL,0

=
GAλ2

4π
S, (3)

where RL,0 id the load resistance at perfect match. The latter equality arises from Friis transmission equation. Com-
bining (1) – (3), expressions for the effective aperture Ae and the radar cross section σ become

Ae =
GAλ2

4π

4RLRL,0

(RA + RL)2 + (XA + XL)2
,

σ =
G2

Aλ2

4π

4RARL,0

(RA + RL)2 + (XA + XL)2
. (4)

The equations consist of a common maximum aperture and a mismatch part. So far, most measurement methods have
been based on measuring the radar cross section. A completely passive load has been used, and the backscattered
power occurs at the same frequency than the transmitted power. On the other hand, antenna can be characterized also
by measuring the antenna aperture. To do this, the antenna is connected to an oscillator chip, whose input impedance is
known. The chip includes a rectifier, a low-frequency oscillator and a varactor. The chip has no battery, but has instead
a voltage rectifier and extracts all the power it needs from the RF power transmitted by an illuminating antenna.

While the oscillator drives the varactor at the input of the IC chip, the backscattered signal is phase modulated, which
is seen as a phase change in the equivalent circuit current in (1). By measuring the sidebands due to the modulation, a
better signal-to-noise ratio in the receiver is achieved, because the only source of any signal in the sideband frequencies
is the antenna under test. This reduces the errors caused by the environmental reflections. Hence the center frequency,
bandwidth and normalized radiation pattern can be measured even in normal laboratory conditions. Of course, when
the power intensity at the antenna under test has to be known, e.g. for antenna gain measurements, more accurate results
can be achieved, if one uses an anechoic chamber, which minimizes the reflections.

The measurement proceeds as follows. The power in the sidebands is not directly measured, but the oscillator chip is
designed so, that the RF power Prf,0, which the chip needs to the backscatter modulation to wake up, is known. The
oscillator-loaded antenna is illuminated with a transmitter. In measurements the transmitted power Ptx is increased
until at some power level, the IC chip gets enough power to begin the modulation of the backscattering signal. When
the modulation begins, sidebands appear to the signal in the receiver. This critical transmitted power Ptx,0 is recorded.
A reference measurement on the power intensity S is required. The measurement links the intensity reference value to
a transmit power value, i.e. Sref = S(Ptx = Ptx,ref ). The effective aperture Ae can now be calculated based on its
definition as the ratio of power transferred to the load Prf and power intensity S:

Ae =
Prf

S
=

Prf,0

Sref

Ptx,ref

Ptx,0

. (5)

3. MEASUREMENT RESULTS

The antenna under test (AUT) is a modified planar inverted-F antenna (PIFA) that has been designed for RFID applica-
tions at 869 MHz [6]. The port impedance of the antenna should be Zin= (7 + j170) Ω, to match the input impedance
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of the Palomar RFID chip [5]. The antenna is designed to be attached on metal platforms. Hence the measurements
were carried out on metal platforms of different sizes, and on a styrofoam support, to simulate the free space condition.
The measurement system is presented in Fig. 2. The measurements were carried out in an anechoic chamber.

ϕ

Θ

metal platform or 
styrofoam

AUT

Tx

Rx

AUT

IC

Figure 2: On the left: The AUT attached to a platform. On the right: Block diagram of the measurement system.

The antenna under test, with the oscillator IC connected to it, was placed on a metal plate or, in the free space situation,
on a styrofoam support, which was then attached to a rotating mount. The AUT was illuminated by a single frequency
signal transmitted via the Tx antenna. The receiver branch consists of an antenna and a spectrum analyzer.

3.1. Radiation pattern measurements

To measure the normalized power radiation pattern Pn, one does not have to know the reference power and power
intensity in (5), assuming the references remain constant throughout the measurement. Because the antenna aperture is
the measure of the power transfer between the antenna and the load, the radiation pattern can be calculated as

Pn(ϕ, Θ) =
Ae(ϕ, Θ)

Ae,max

=
Ptx,0,min

Ptx,0(ϕ, Θ)
, (6)

where the maximum aperture Ae,max and the minimum critical transmitted power Ptx,0,min take care of the normal-
ization. Equation (6) holds, because the frequency remains constant during a radiation pattern measurement. The
uncertainty in the measured power levels was 0.1 dB, which leads approximately to an overall error ∆Pn = 0.2 dB.

The radiation patterns measured with the aperture method are compared to the patterns acquired with a traditional setup,
where transmission between a standard reference antenna and the antenna under test is measured. In the transmission
measurements the AUT was fitted to a 50–Ω feedline with a stripline fitting network. The fitting network was connected
to other measurement apparatus through an optical link. The antenna mounting, including the platform, was identical
to the aperture measurement. The antenna was fed through the metal platform, so the disturbing effect of the feedline
can mainly be seen in the back lobe of the antenna. The radiation patterns obtained are presented in Fig. 3.
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Figure 3: The measured radiation patterns. On the left: aperture method, co- (a) and cross-polarization (b). On the
right: transmission method, co- (c) and cross-polarization (d).

Despite the measurement planes differ about 15o, the measurement methods give similar results, when the AUT is
attached on big metal surfaces. In this case, the feedline does not disturb the transmission measurement and the simi-
larity of the patterns validates the aperture measurement. On the other hand, as the metal platform is reduced, the back
lobes become increasingly different due to the feedline disturbances in the transmission measurement. The dipole-like
radiation pattern measured with the aperture method in free space complies with the simulations.
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3.2. Bandwidth measurements

The critical power was measured in the AUT main lobe at frequency steps of few MHz near the application frequency
to determine the frequency behavior of the AUT. The antenna aperture is calculated using (5). The error is mainly due
to the uncertainty in the required power Prx,0, about 10 %. Adding other error sources in squares, the overall relative
error becomes ∆Ae/Ae = 11 %.

The antenna aperture vs. frequency is presented in Fig. 4. The bandwidth and the center frequency of the antenna
can be seen from this fiure directly. At the center frequency the magnitudes of the reactances of the antenna and
the chip are equal. Because chip reactance is known, the reactance of the antenna can be calculated on this single
frequency. An approximation for the gain of the antenna can be easily calculated at the center frequency using relation
Ae = λ2GA/(4π). This assumes a perfect match also in resistances of the antenna and the chip.
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Figure 4: The bandwidth measurement results with a fit of (4) to aid the eye.

4. SUMMARY AND CONCLUSIONS

A new method utilizing backscatter data to characterize antenna radiation was presented. The method is based on
antenna aperture measurement by modulating the load connected to the antenna under test. The oscillator modulates
the backscattered signal. The measurement concentrates on the sidebands of the backscattered signal, which enables
radiation pattern and bandwidth measurements even in noisy laboratory environment, although more accurate results
are achieved in an anechoic chamber.

The method has been applied to characterize small RFID antennas at 869 MHz. The radiation pattern and bandwidth
measurements are simple and robust. In radiation pattern measurements, the disturbing effect of a feedline when
measuring small antennas with traditional transmission measurement technique was demonstrated.
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Abstract
We have constructed a demonstrative compact antenna test range (CATR) and tested its performance at 650 GHz. An 
amplitude hologram of 0.93 meter in diameter was used as the focusing element of the CATR. The measured
amplitude and phase ripples in the quiet-zone are ca. 2 dB and 15 , peak-to-peak. Good measurement results indicate 
that the hologram based CATR is applicable also for high submillimeter wave frequencies. 

Keywords: Compact Antenna Test Range, Hologram, Submillimeter wavelength 

1. INTRODUCTION 

Since the early 1990’s, the Radio Laboratory of the Helsinki University of Technology has been
developing a novel type of compact antenna test range (CATR) that is based on the use of an amplitude
hologram as the focusing element (see Fig. 1a that shows the layout of the CATR discussed in this paper)
[1]. The hologram is used to transform an incoming spherical wave to a plane wave needed for antenna 
testing. It is manufactured by etching a computer-generated interference pattern on a thin metal-plated
dielectric film (see Fig. 1b). The pattern consists of narrow, nearly vertical, slots and metal strips. The
hologram is tensioned in a rigid frame that makes it flat. When the hologram is illuminated with a feed
antenna (typically a corrugated horn) it diffracts several beams into different directions. One of the beams
is the desired plane wave; the other beams are eliminated by absorbers. The hologram is designed
typically so that the plane wave propagates in an angle of 33  in respect to the normal of the hologram.
The antenna under test is placed in a high quality region of the plane wave called a quiet-zone. 
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Fig. 1. a) Layout of the hologram based CATR at 650 GHz. b) An amplitude hologram. Radio transparent 
slots are in white, metal strips in black.
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Due to the simple structure of the hologram, a tolerable surface accuracy requirement ( 0.1  [2]) and due 
to its relatively low manufacturing costs, the hologram based CATR is seen as a competitive alternative
to the conventional reflector based CATR. Especially at sub-mm wavelengths, reflectors suffer from a 
very high surface accuracy requirement ( 0.01  [3]), which makes using of holograms appealing.

Previously, a hologram based CATR has been used successfully for testing large reflector antennas at 
119 GHz and 322 GHz [4,5]. Many of the future scientific (e.g., ESA’s Planck and Herschel) or remote
sensing satellites will operate at high submillimeter wave frequencies (> 500 GHz). Development of a 
measurement method for testing the reflector antennas used in these satellites is an essential task. The
hologram based CATR is seen as a potential measurement method.

2. THE 650 GHz HOLOGRAM

2.1. Design

A demonstrative amplitude hologram of 0.93 m in diameter was designed and manufactured for 650
GHz. The computer-generated hologram pattern was optimized by using a FDTD based simulation tool
(developed in MilliLab), which has earlier been found useful at lower frequencies [1]. E.g., an adequate 
edge tapering of slots to prevent harmful edge diffraction was chosen on basis of the simulation results.

An appropriate substrate material was needed for the hologram. Previous experiments at lower frequen-
cies have shown a copper-laminated Mylar film (with a relative permittivity of 3.3 for Mylar) to be an
electrically good and mechanically durable substrate for holograms. According to simulations, the
thickness of the Mylar film should not be greater than 50 m at 650 GHz. Otherwise, the field within the
film starts to resonate, which disturbs the field in the quiet-zone. Therefore, a 50 m thick Mylar film
with 17 m copper laminate was chosen as the substrate material.

A corrugated horn antenna designed for 650 GHz was used as the feed and it was placed at a distance of
3 m from the hologram (see Fig. 1a). The feed was moved 0.3 m from the axis of the hologram and
rotated 4.0  toward the center point of the hologram. In this way, the optimization of the hologram
pattern becomes simpler, and the slots in the mid-section of the pattern are more uniform in width, which
facilitates manufacturing. The quiet-zone was optimized at 3 m from the hologram and it was in an angle
of 33 in respect to the normal of the hologram. According to the simulation, amplitude and phase deviat-
ions in the quiet-zone are at maximum 0.6 dB and 5 , peak-to-peak. The planarity of the field is 
satisfactory. The width of the simulated quiet-zone is ca. 0.53 m.

2.2. Manufacturing

The manufacturing method was based on direct laser writing of the hologram pattern on the photo resist 
on top of the substrate. After the laser writing, chemical wet etching was done to process the hologram
pattern. A higher manufacturing accuracy can be achieved when laser writing is used instead of photo 
masks. According to the manufacturer, the nominal manufacturing accuracy of this method is 5 m,
which is sufficient at 650 GHz. The realized manufacturing accuracy was inspected with a camera
microscope. The slots widths were measured along the horizontal centerline of the hologram with an
interval of 20 mm (see Fig. 2). The estimated measurement accuracy was 7 m.
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The ideal slot widths are 135-170 m in the mid-section of the hologram. Towards the edges of the
hologram, slots are tapered down to 30 m to prevent edge diffraction. The measured slot widths are 
systematically ca. 20 m too wide, i.e., the pattern is slightly overetched. The random error is at
maximum 5 m. The slots narrower than 105 m are not perfectly etched on the left edge and the slots
narrower than 40 m are not etched on the right edge. Only one hologram was manufactured. Most
likely, manufacturing error could have been reduced if more than one hologram had been manufactured
and the manufacturing process had been tuned to its optimum.

To study the effect of the manufacturing error, a simulation for the measured slot widths was also done. 
The slot widths between the measurement points were linearly interpolated. For the measured slot widths,
the maximum deviations from the plane wave are 2 dB and 6 , peak-to-peak.

3. MEASUREMENTS 

3.1. Measurement Setup 

The measurements were done in a small room with dimensions of 2.85  6.35  8.8 m3 (height  width
depth). The quiet-zone field was probed using a planar scanner. Millimeter wave absorbers were used to
eliminate reflections. Especially, all reflecting surfaces close to the feed and probe antennas were 
carefully covered with absorbers to avoid standing waves between the transmitter/ receiver and the 
hologram [6].

The amplitude and phase values of the field were measured with AB Millimètre MVNA-8-350 vector 
network analyzer. Corrugated horns (designed for 650 GHz) were used as the feed and probe antennas.
An adequate dynamic range was achieved by using a powerful backward-wave oscillator (BWO) as the
transmitter and a Schottky diode harmonic mixer as the receiver [6]. It was noticed that the BWO gives 3 
dB more power at 644 GHz than at 650 GHz. Therefore, the measurements were done at 644 GHz where
a dynamic range of 32 dB was achieved. A small change in the operating frequency (here the relative
change is less than 1%) does not have a significant effect on the operation of the hologram. The change 
in the operating frequency only steered the direction of the plane wave slightly (from 33  to 33.35 ).

3.2. Measurement Results and an Estimate of the Measurement Accuracy

Fig. 3 shows the measured horizontal and vertical cut of the quiet-zone field at 3 m from the hologram.
Fig. 4 shows the xy-scan. According to the horizontal and vertical cuts, the amplitude and phase ripples
are at maximum 2 dB and 15 , peak-to-peak. The measured amplitude ripple is of the same magnitude as 
the simulated one. In the whole quiet-zone area (see the xy-scan), the ripples are at maximum 3 dB and
40 , peak-to-peak. The width of the quiet-zone is about 0.6 m in the horizontal and vertical directions.

The amplitude and phase uncertainties of MVNA at a dynamic range of 32 dB are smaller than 0.35 dB 
and 1.5 . It was noticed that the measured phase value jittered about 2.5  on the MVNA display. This 
was apparently caused by the phase locking loop of the BWO. Otherwise, measured amplitude and phase 
values were very stable, and no long-term drifting was seen. The total uncertainty of the phase values has 
been estimated to be less than 14  (the worst-case estimate), or 7.7  (RSS) [6].
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Fig. 3. A measured horizontal and vertical cut of the quiet-zone field at 3 m from the hologram.
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Fig. 4. Xy-scan of the quiet-zone field at 3 m from the hologram.

5. CONCLUSIONS 

A 0.93-m amplitude hologram was designed and manufactured, and it was used as the focusing element
of a CATR at 644 GHz. A suitable substrate material and manufacturing method was found. The 
measured ripples are ca. 2 dB and 15 , p-p. The hologram is the first of its kind manufactured. Most
likely, the manufacturing quality could be improved by further tests. Performance of the hologram is very
satisfactory, and it shows that the hologram based CATR is feasible at high sub-mm wave frequencies.

At lower frequencies (119 and 322 GHz), large holograms (diameter >1 m) have been manufactured from
several pieces joining the pieces together by glueing or soldering [4,5]. Soldering has proved to be a good 
joining method. Accurate alignment of the pieces is the most difficult part in the manufacturing of large 
holograms. The alignment should be studied more if joining is going to be used for large holograms
operating at frequencies above 322 GHz. The best quality is achieved by manufacturing the hologram in 
one piece. So far, the maximum size of a hologram manufactured in one piece is 1.35  3.2 m2, which is 
limited by the manufacturing facility and the material available.
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Abstract 
An offset dielectric-loaded flat reflector antenna has been designed and realized for submillimeter wavelengths. The 
antenna has high directivity with a reasonable-sized aperture, and it is a suitable test object for the development work 
of antenna measurement techniques dedicated for high-gain antenna tests. The diameter of the dielectric loading on 
top of the flat main reflector is 120 mm and it is made of Teflon. To facilitate the manufacturing, the other surface of 
the dielectric loading is spherically shaped. The shape of the dielectric loading is optimised by adjusting the ray path 
lengths equal in the horizontal centreline of the antenna aperture. The ray path lengths are calculated with ray-tracing 
method. The antenna operation is verified at 310 GHz and the measured half-power beamwidth is 0.51°.

Keywords: Dielectric loading, reflector, submillimetre waves, antenna. 

1. INTRODUCTION 

A simple two-reflector antenna system with an offset dielectric-loaded flat main reflector is introduced in 
this paper. This low-cost antenna has suitable characteristics for use as a test object of submillimetre wave 
antenna measurement methods. The antenna is shown in the photograph of Fig. 1, with the dielectric-
loaded main reflector seen as the white object in the upper part. The feed horn and the flat subreflector are 
seen near the centre. Much of the supporting framework is of acrylic, with cast acrylic in the sides for a 
strain-free structure. The antenna is designed to be connectable to the support collar of the feed horn and 
instrumentation receiver unit also seen in the photograph. The operation of the antenna has been tested at 
310 GHz. 

Fig. 1. (LHS) The antenna after connection to measurement  instrumentation (a submillimetre  
wave vector network analyser extension receiver and on a rotator stage in an x-y-z-scanner).   

(RHS) Sketch of the antenna.   
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As usual in measurement techniques, there is always a need for suitable test objects to be used in 
verification of novel experimental or theoretical methods. Much measurement interest around 
submillimetre wave antennas is in large (diameter > 1 m) reflector antennas which are to be used at 
increasingly high frequencies, especially for satellite missions. Proposed measurement methods often rely 
on the use of compact antenna test ranges (e.g., the hologram CATR [1]) as they help to avoid many of 
the difficulties otherwise appearing due to large far-field distances, atmospheric effects, etc. The ultimate 
test object, in the form of an actual large reflector antenna, is indeed rather hard to come by and basically 
impractical as a test antenna, even when taking notice of the benefits of using a CATR.  

In a recent special demonstration project a very large reflector test antenna has been successfully 
measured at 322 GHz in a hologram CATR [2]. However, an easily available low-cost test antenna option 
is needed for more everyday measurement technique development and research. Practicality in laboratory 
use, and the features of available submillimetre wave measurement instrumentation (here typically a 
millimetre wave vector network analyser with receiver and transmitter extensions) need to be taken into 
account in designing the test antenna system. The aperture of the antenna needs to be large enough with 
respect to the wavelength. This is because a relatively large aperture leads to high directivity and a 
radiation pattern that can be estimated to reveal the essential features and possible problems of any 
measurement method intended for even larger reflector antennas. The realised antenna for use at 
frequencies near 300 GHz or at wavelengths near 1 mm was chosen to have an aperture of 120 mm in 
diameter, leading high directivity and a minimum  half-power beamwidth well below 1°.   

The use of dielectric-loaded reflectors has been previously reported by some authors in other specific 
applications. For example, dielectric loading of subreflectors may be used for reducing sidelobes [3]. For 
main reflectors some other types of application benefits have been reported: dielectric loading of a 
parabola may offer advantages for millimetre wave receiver/transmitter front-end design [4], and a 
hemispherical lens has been used with a flat reflector for multisatellite reception scanning at relative low 
microwave frequencies [5].  

Dielectric loading can be considered basically as an alternative (a supplement or a complement) to 
shaping reflector antenna surfaces when some desired radiation pattern is to be created or maintained. In 
our case, the introduced test antenna uses only dielectric loading by Teflon in order to control phase front 
curvature. This creates a directive effective aperture for the antenna system, while the reflectors remain 
flat so that they are light, inexpensive, and easy to manufacture, fix and position. The loss of the dielectric 
loading material, Teflon, is suitably very low. More importantly, the low relative dielectric constant 
(2.06) leads to noncritical overall manufacturing requirements, methods, and costs if compared to metal 
reflector shaping. As chosen in design goals, the achieved radiation pattern is directive with a good main 
beam and a clear sidelobe structure. Both of these are important features for comparing results obtained in 
using competing new and traditional measurement techniques, and also for development of correction 
techniques against environmental disturbances. From a mechanical viewpoint, the features of the antenna 
agree well with the structural capabilities of the RF and scanning instrumentation. The features of the 
antenna also facilitate the use of moderately sized test CATR elements (holograms in our case) for 
creating the antenna test zone, the so-called quiet-zone. The chosen offset reflector allows a compact 
structure feasible for use with the relatively small rotator and scanner stages that are available for accurate 
positioning as required in antenna measurements at submillimetre wavelengths. Disassembly and accurate 
reassembly of the light-weight reflector structure is easy for alternately carrying out other measurement 
tasks, such as quiet-zone scanning etc. The corrugated feed horn stays in its accurate scanner-relative 
position. This is favourable as the horn also serves as a probe antenna.  

2. ANTENNA DESIGN 

The basic design of the antenna is shown in the sketch of Fig. 1. The goal in the antenna design was to 
achieve a radiation pattern with a half-power beamwidth HPBW well below 1° at the operation frequency 
of 310 GHz. For an aperture antenna, the well-known approximate equation for the relation between the 
beamwidth and the antenna aperture diameter can be written as 

HPBW  ≈ 1.2 × λ/D × (180°/ )                                  (1) 
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where λ is the wavelength and D is the antenna diameter. From (1) the required aperture diameter is 
calculated to be larger than 66.5 mm. The realised diameter of the dielectric loading was 120 mm 
resulting in an approximate HPBW of 0.55° at 310 GHz. 

To facilitate the manufacturing, the shape of the dielectric loading surface was selected to be flat on one 
side and spherical on the other side. The optimisation parameters for the dielectric loading dimensions are 
the radius of the spherical surface (realised 273 mm) and the maximum thickness of the dielectric loading 
(realised 20 mm). Also, the focal length of the system (realised 300 mm) and tilting angles of the flat sub- 
and main reflectors (realised 67°) can be adjusted for optimum performance of the antenna. The dielectric 
loading parameters were chosen in such a way that the lengths of the ray paths were equal in the 
horizontal centreline of the antenna aperture. Due to the offset structure of the antenna and the spherical 
surface of the dielectric loading the phase is not flat in the vertical direction. This results in larger 
beamwidth in elevation plane than in azimuth plane. This designed feature is beneficial as it relaxes the 
pointing in the elevation direction.  

A MATLAB-based code was written for calculating the lengths of the rays in the antenna aperture. The 
rays are originating from the feed focus. The first reflection occurs at the flat subreflector. The rays 
propagate from subreflector to the spherical dielectric loading surface. The rays refract in the air-Teflon 
interface and propagate in the dielectric loading material to the flat main reflector. After reflection at the 
flat main reflector, the rays propagate back to the dielectric loading surface, and refract to free space. The 
antenna aperture is situated in front of the dielectric loading in the same plane, where the feed focus is. 
The vectors for the ray directions are calculated with Snell’s laws of refraction and reflection. 

3. TEST AND VERIFICATION RESULTS  

The antenna was tested by measuring the radiation pattern in a hologram CATR at 310 GHz. The 
repeatability after disconnection and reconnection to the instrumentation was also verified. The 
mechanical instrumentation included a horizontal rotator stage in an x-y-z-scanner. RF instrumentation 
was a submillimetre wave vector network analyser AB Millimètre MVNA 8-350 with an extension 
receiver ESA-2 in the antenna end, while the respective transmitter extension ESA-1 was in use for 
illuminating the hologram of the CATR for quiet-zone creation. The instrumentation provided ample 
dynamic range and good stability. The quiet-zone field quality was essentially equivalent to a far-field 
test condition for the antenna.  

The radiation pattern measurement result in the azimuth plane is shown in Fig. 2. The figure also shows 
the repeatability between two measurements after and before a disconnection and reconnection of the test 
antenna system. The half-power beamwidth is 0.51°, which agrees well with the approximated design 
value. 
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Fig. 2. Measured 310 GHz azimuth pattern of the antenna (two results, due to a repeatability test). 
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The near and far sidelobe structure has suitably variable features in order to allow comparison of 
measurement techniques and results as well in a broad angle range as at different sidelobe levels. As 
intended for future research applications, possible measurement technique dependent deformations are 
expected to become visible also in the main beam since it has a well-defined form. The repeatability of 
the radiation pattern features is good, with mostly less than 1 dB of error between the two test results. 
Deep zeroes show more discrepancy. 

The vector network analyser measures radiation pattern phase simultaneously with the relative amplitude. 
At the test frequency of 310 GHz, one degree in phase would correspond to 2.7 µm in distance. As an 
indication of the achievable accuracy, the phase in the two pattern measurements of the repeatability test 
differed by 30° on average, and only by 11° on average in absolute value after a baseline correction of the 
average phase difference. 

4. CONCLUSIONS 

An offset dielectric-loaded flat reflector antenna has been designed and realized for submillimetre 
wavelengths. The antenna is designed to be used in the development work of antenna measurement 
techniques. The measurements at 310 GHz verify that this low-cost antenna has suitable characteristics 
for the use as a test object. The measured half-power beamwidth is 0.51°. The antenna structure is simple 
enabling low costs and easy manufacturing of the antenna. The antenna structure is also compatible with 
typical available instrumentation at these high frequencies.  
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Abstract 
In this paper, transmission of multidimensional video traffic over IEEE 802.15.3a WPANs is presented. First, a
statistical model for the multidimensional video source is presented and validated by comparison with real traces.
Then, different resource allocation strategies implemented on top of IEEE 802.15.3 MAC are presented and their
performance compared.

Keywords: MAC, Modelling, QoS, UWB, Video, WPAN.

1. INTRODUCTION 

This work is part of the research performed at CWC within ULTRAWAVES EU-IST project. The scope
of the project is to provide a wireless home connectivity solution for audio and video entertainment
devices, based on IEEE 802.15.3 architecture and exploiting an UWB radio interface. The work presented
here deals with L2 issues of the protocol stack within the domain of ULTRAWAVES.
In this paper, transmission of multidimensional video traffic over IEEE 802.15.3a WPANs is presented.
First, the composite ULTRAWAVES video source is represented by a statistical model based on analysis
of the source’s properties. This model is validated by comparison of its statistics with those of real traces.
Then, different resource allocation strategies are presented and their performance is compared using
implementation of both strategies and IEEE 802.15.3 MAC [1] in OPNET network performance analyzer.

2. MULTIDIMENSIONAL VIDEO SOURCE TRAFFIC 

The video traffic source considered in this work consists of three MPEG-2 [2] streams, each being a part
of a unique panoramic, scene (Fig. 1). Three screens are positioned along a polygon arc with spectators
located approximately in the polygon’s centre.

Fig. 1. The ULTRAWAVES scenario.

Since each triple of frames compose a snapshot of a single scene, those streams exhibit mutual
correlation. Statistical properties of MPEG video traffic [3] show that using a Gamma probability
distribution function (PDF) to model I, P, and B frame sizes gives good fitting with empirical data. The
analyses performed in CWC on real multidimensional video streams confirm these results, and show how
the three streams are correlated (Table 1).

Table 1. Correlation between pairs of picture portions.

Video Stream 1 Video Stream 2  
left middle 0.9104
left right 0.8699

middle right 0.9187
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Fig. 2. The model for the multidimensional composite video source.

A proposed way to provide three different streams with identical distribution and with chosen correlation
coefficient is presented in the following (Fig. 2). For each occurrence of an I, P, or B frame, a realization
from a Gamma PDF with proper parameters is generated. Each realization is then used as arithmetic mean
for a Normal PDF from which three different realizations are extracted. These values are the frame sizes
of the three different streams generated by our model. Increasing and decreasing the standard deviation
value of the Normal PDF between reasonable limits, allows us to obtain correlation coefficient be spread
on all the interval [0,1]. Basically, the effect of this filtering is that the occurrences in the heaviest classes
are shifted to the sides without being replaced by the same amount of occurrences coming from the
closest classes. This means that the values are slightly more spread on the abscissa axis, with same mean
but increased variance. Fig. 3 shows a graphic comparison of the original data with the one generated by
filtering through a Normal PDF. It can be seen that the difference is reasonably small. Obviously, the
larger the increase in the correlation between streams, the smaller are the changes in the shape of the
streams.
This particular source has been implemented in OPNET network performance analyzer (version 6.0),
allowing to simulate this multidimensional MPEG-2 video traffic according to the proposed procedure
described above.
 
3. QOS SUPPORT IN IEEE 802.15.3 MAC 

IEEE 802.15.3 MAC draft Standard presents a centralized, peer-to-peer communications system for short
range applications [4]. In these wireless personal area networks (WPANs), interconnected devices
(DEVs) are associated in a so-called piconet (PN). Among DEVs, the piconet coordinator (PNC) is
selected. The PNC regulates in a centralized manner the traffic, which is however peer-to-peer. Both
contention-based and contentionless accesses are available in the Standard. The IEEE 802.15.3 MAC
superframe (SF) is shown in Fig. 4. With the beacon, the PNC informs each DEV on the composition of
the fields following in the superframe, and on the allocation of the contentionless TDMA time slots.
Channel time allocation (CTA) requests can be either asynchronous or isochronous. In the latter case, a
dedicated pseudo static slot is granted to the device that has requested it to transmit high priority data.
Resource allocation policies and quality of service (QoS) provision is on purpose left undefined in the
Standard. This topic is addressed in this work.

 

Fig. 3. Probability distribution function before and after filtering through the Gaussian PDF
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Fig. 4. The three-phase CTA negotiation procedure

In the scenario described in this paper, it is assumed that the same WPAN is used to carry delay-sensitive,
high priority video traffic together with delay-insensitive, low priority background data. The latter traffic
can be represented, e.g., by uploading or downloading data between a pair of DEVs of the WPAN. The
scope of resource allocation schemes described here is to guarantee the requested quality to the video
traffic whilst maximizing the throughput of background data traffic.
According to IEEE 802.1.D Informative Recommendation [5], when there are only two queues, QoS
categories have to be intended for highest priority as Voice Traffic (i.e., requirement of less than 10ms
delay), and for lowest priority as Best Effort. IEEE 802.15.3 suggests using isochronous channel time
allocation (CTA) slots for high QoS categories (classes 3 to 6). In IEEE 802.15.3 MAC, despite the
centralized policy, the acknowledgement of the required capacity is done by each device. A device that
has to transmit a video stream is capable to choose how much capacity to ask to transmit its data. If the
requested capacity is chosen equal to the peak of the video stream required bandwidth, then the delay will
be close to zero, but there will be a huge waste of capacity. If the requested capacity is chosen equal to a
value between the peak and the average of the traffic, then the efficiency of the allocation will increase,
but this will introduce a delay that increases as much as the data comes with more jitter. An adaptive
solution that increases the efficiency of time slots allocation until reaching the optimal performance,
providing at the same time a QoS in terms of delay that respects Voice category specification is here
presented. The superframe length is fixed in 0.0033 s. In each SF there is always at least one management
CTA (MCTA) for each device. During each SF, the device is monitoring how many data need to be sent.
In the following SF, an asynchronous channel time request command is sent by the devices within the
assigned MCTA to inform the PNC of the needed amount of capacity. The PNC then counts the amount
of high priority requests and if it is possible to satisfy all of them, allocates requested CTAs to each
device for the upcoming SF. Since a cycle of monitoring-request-allocation is made by three SFs, if an
high priority request can be satisfied, the delay introduced will be in the worst case (i.e., with data arrived
at the beginning of the monitoring SF and scheduled at the end of the transmission SF) 0.0099. This value
agrees with QoS specification above introduced. The efficiency of the resource allocation is optimal.
Measuring the efficiency in terms of slots used to transmit packets over the number of allocated slots, m,
it can be seen that with our proposed method this parameter reaches the maximum, which is the unit. An
isochronous stream dimensioned on the peak will give p = (average value) / (peak value), while an
isochronous stream dimensioned with a value between the average and the peak will give an varying
between p and m , but without any QoS guarantee. In implementing the resource allocation algorithm,
reliability for the allocated streams is granted in the following way. Since IEEE 802.15.3 MAC suggests
to use isochronous stream to grant a fixed amount of capacity, it ensures that an allocated stream will last
as much as a device needs it. In order to provide this, the MAC is able to refuse isochronous streams
when there is not enough capacity to satisfy the existing plus the new request, thus an ON-OFF policy. To
emulate this behaviour using asynchronous requests, our MAC gives priority to the high priority streams
already in service while deciding on a new allocation request. This means that in case of a very large
request of resources, the last DEV trying to access the medium will be neglected service. (So, for
example, in a home consumer electronic application scenario, a request to start a wireless videogame will
not interrupt any portion of the movie watched possibly in the other room.) In addiction to that, there is a
limit on the amount of capacity that each device can obtain. Since the radio interface that we are
considering provides 110 Mbit/s, a fraction of the overall capacity is available to other devices in the
piconet. Fairness is also provided in order to allow all the devices to transmit low-priority data with the
same probability.

4. RESULTS 

Evaluation of the performances of adaptive asynchronous allocation in terms of delay and efficiency are
shown in the following.
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In Fig. 5 are plotted the asymptotic values of the average end to end delay for several bit-rates. As shown,
at 35Mbps the average delay is already pretty below the 0.1 s limit.
In Fig. 6 is shown how the dynamic allocation of the capacity minimizes the delay without wasting
capacity. The comparison with a synchronous allocation at 110Mbps which gives delays pretty closes to
the ones given by the dynamic allocation (Table 2) shows that using a dynamic allocation the average of
occupied capacity decreases from the 58% to the 26%, freeing all the space wasted by the static allocation
to other applications.

Table 2. Comparison between delays given by allocations of Fig. 6 at 110 Mbps

DEV SYNCH DYN
rcv 1 0.013 0.0074
rcv 2 0.013 0.0120

end to end
delay

(average)

rcv 3 0.013 0.0160

5. CONCLUSIONS 

In this paper, a statistical model for the multidimensional ULTRAWAVES video source has been
presented. The model has been implemented in OPNET together with the model of IEEE 8021.5.3 MAC.
On top of it, a resource allocation policy that provides reliable QoS for 802.1D data has been presented.
The performance of this scheme has been studied and discussed. It has been shown that the proposed
resource allocation scheme provides optimal performance in terms of allocation efficiency while having
the delay kept within the category specification.
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Abstract 

An overview will be presented for the Planck Mission to measure Cosmic Microwave Background (CMB) radiation 
anisotropies with an accuracy better than ever. Special attention will be given to the development, manufacturing and 
performance of the 70 GHz receivers of the Low Frequency Instrument (LFI). Sensitivity of the receivers is based on 
state-of-the-art InP MMICs. Presently, the Engineering Model (EM) has been completed and manufacturing of the 
Proto Flight Model (PFM) is ongoing. The EM of LFI 70 GHz receivers have demonstrated performance with a 43 K 
noise temperature, 7 GHz effective noise bandwidth, and a 1/f knee frequency of 40 mHz. For the PFM a new MMIC 
run has been made and the amplifiers achieve a noise temperature of about 25 K, when cooled to 20 K. 

Keywords: Cosmic Microwave Background, low noise receiver, MMIC 

1. INTRODUCTION 

The Planck Mission is part of the European Space Agency's (ESA) Cosmic Vision 2020 science program. 
After NASA's COsmic Background Explorer (COBE) and Wilkinson Microwave Anisotrophy Probe 
(WMAP) spaceprobes, Planck is the third generation mission dedicated for Cosmic Microwave 
Background (CMB) observations to map the full sky. Planck's final performance will be only limited by 
astrophysical constraints. Two multipixel and ultrasensitive instruments to determine the anisotropy (mK 
variations) of the CMB radiation will be on board of Planck: the Low Frequency Instrument (LFI) and the 
High Frequency Instrument (HFI). Both instruments will utilise a common passively cooled 1.5 m 
aperture off-set reflector antenna. The front-ends of the LFI and HFI receiver arrays are cooled to 20 K 
and 0.1 K, respectively. LFI, based on InP MMIC amplifiers, will have channels at 30, 44, and 70GHz. 
The corresponding number of receivers at each frequency is 4, 6, and 12. Both polarisations will be 
measured at all LFI frequencies. Therefore, each corrugated horn on the focal surface will be followed by 
an orthomode transducer (OMT) to separate the two polarisations. The number of feed horns is half of the 
number of receivers. HFI, based on bolometer technology, will have channels at 100, 143, 217, 353, 545, 
and 857 GHz and 4, 12, 12, 6, 6, and 6 detectors at each frequency, respectively. Planck will be launched 
in 2007 together with the Herschel telescope using the Ariane 5. 
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Abstract
The millimeter wave imaging is useful for applications where conventional visible light and infrared sensor are
inadequate. In this work a millimeter wave imaging system has been built to demonstrate millimeter wave imaging
capabilities. Basic theory of millimeter wave imaging is presented and imaging system utilising a Dicke radiometer is
described. Millimeter wave images taken with the system are shown.
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1. INTRODUCTION

Progress in the manufacturing of the millimeter wave monolithic integrated circuits (MMICs) has
increased the interest towards millimeter wave applications. The characteristic properties of millimeter
waves enable some unique applications, one of which is the millimeter wave imaging. Millimeter wave
imaging systems can be considered as an extension of imaging sensors working at visible light and
infrared regions. Using millimeter waves, imaging can be performed when it is impossible to get pictures
with visible light and infrared sensors. One great advantage of using millimeter waves is to be able to
picture a scene under adverse weather conditions, for example through fog or dust. Possible applications
for millimeter wave imaging sensors are automotive collision avoidance radars, enhanced vision systems,
concealed weapon detection, and contraband detection.

2. PASSIVE MILLIMETER WAVE IMAGING THEORY

A millimeter wave image is created by measuring an antenna temperature map over the scene of interest
using very sensitive radiometer. The antenna temperature of the object depends on the noise radiated from
the object. This noise has two components; part of the noise is related to the physical temperature of the
object and the other part is surrounding noise reflected by the object. Mathematically this can be
formulated

rPA TTT ρε += , (1)

where TA and TP are the antenna temperature and the physical temperature of the object, respectively. Tr is
the noise temperature of the reflected radiation. Material parameters, emissivity ε and reflectivity ρ,
describe how much radiation is coming from internal and external source, respectively. These two
parameters are related by equation

1=+ ρε . (2)

Using (2), (1) can be re-written

( ) ( )( )rPrrPrA TTTTTTT −−+=−+= ρε 1 , (3)

where it is seen that for two objects at same physical temperature, the difference in measured antenna
temperatures depends only on the emissivity (or reflectivity) of the objects.

At millimeter wave region, the sky can be used as an external noise source for imaging. The antenna
temperature of the sky is a function of the elevation angle and ranges between 30-290 K at 94 GHz. Thus,
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objects reflecting noise from the sky appear colder than their surroundings, in a sense of antenna
temperature [1, 2].

3. IMAGING SYSTEM

3.1. Scanner

To obtain an informative image of the scene of interest large number of pixels is needed. In infrared
imagers, full staring arrays with one receiver for each pixel are used. In a millimeter wave imager, this
kind of array is also possible but extremely expensive. Thus, imaging is normally performed using small
number of receivers and scanning the main lobe of an antenna over the scene of interest.

Scanning can be mechanical or electronic. In mechanical scanning, entire antenna or focusing elements
are moved step-by-step or continuously. Mechanical scanning is relatively easy to realize, but its
drawback is slowness, which is present in mechanical movement. Also, antenna system may be quite
heavy, which makes scanning system designing very challenging [3]. In electronic scanning, the main
lobe of an antenna is moved by adjusting electrical properties of the antenna or a feed network. The main
options for electronic scanning are multiplexing techniques, correlation radiometers and phased array
antennas [4]. Electronic scanning systems require very precise components, such as switches and phase
shifters. They may also need quite complex signal processing algorithms. For these reasons, millimeter
wave imaging systems have so far used mechanical scanning mainly.

The purpose of this work has been to build a simple imager that demonstrates the capabilities of
millimeter wave imaging. The main emphasis has been on the quality of images, while the imaging speed
has been with less importance. Thus, a mechanical scanning has been used. In this scanner, the entire
radiometer system is moved in azimuth and elevation planes using two computer controlled stepper
motors. The scene of interest is scanned in a step-by-step fashion.

3.2. Radiometer

Another main issue to create an informative image is the ability to measure antenna temperature
accurately. This is done using a very sensitive radiometer. The most well known radiometer topologies
are total power, Dicke and noise adding radiometers. In an ideal case, best antenna temperature resolution
is achieved using a total power radiometer. However, gain instability of the radiometer degrades its
performance. The gain instability issue is more important as the total imaging time is longer. The errors
due the gain instability are reduced by calibrating the radiometer constantly, either by reference load as in
Dicke radiometer or by added noise as in noise adding radiometer  [5, 6].

 In this work, a Dicke radiometer has been used. The block diagram and a photo of the radiometer are
presented in Fig. 1 and Fig. 2, respectively. A 30 cm diameter horn antenna, with two focusing lenses is
used to get a narrow main lobe. The beamwidth is 0.7°. Antenna is followed by single pole double throw
(SPDT) switch that connects either the antenna or the reference load to the first amplifier with 1 kHz
frequency. The amplifier chain consists of two low noise amplifiers (LNA) and isolators to reduce
possible mismatch problems. The millimeter wave signal is transformed directly to DC using a detector
diode and a low frequency amplifier. The operational frequency of the radiometer is 94 GHz with 4 GHz
bandwidth.

Fig. 1. The block diagram of the Dicke radiometer.
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Fig. 2. A photo of the Dicke radiometer.

3.3. Data processing

The resulting two level 1 kHz signal from the detector diode is fed to 12-bit A/D-converter. The raw
waveform data is read to the computer and reference and antenna signals are separated. Using the
reference signal to track gain variations, a corrected antenna temperature reading is calculated. From the
resulting data an appropriately scaled grayscale picture is created. The pictures can be further improved
using commercial photo editing programs.

4. PASSIVE MILLIMETER WAVE IMAGES

In the following, some millimeter wave images taken with the imager described above are presented. In
the images, colder objects appear brighter.

In Fig. 3, concealed weapons detection capability is demonstrated. A person is holding a metallic
handgun silhouette inside a newspaper. Reflection of the cold sky is clearly noticeable. There are also
additional reflections from shoulders, chest and arms.

Fig. 3. A millimeter wave image and a photo of a person carrying a handgun silhouette inside the
newspaper.
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In Fig. 4, millimeter wave image is used for enhanced vision purposes. Main objects in the millimeter
wave image are two trash containers. One in front and the other further back. Also, signs indicating
visitor parking slots and the tree line are detectable from the millimeter wave image. The strongest
reflection comes from the trash container frame.  Reflection from the tarmac creates a millimeter wave
"shadow" for the container.

Fig. 4. A millimeter wave image and a photo of a night time scenery.

5. ACKNOWLEDGMENT

This work has been supported by Finnish Defence Forces Technical Research Centre.

6. REFERENCES

[1] L. Yujiri, M. Shoucri, and P. Moffa, "Passive millimeter wave imaging," IEEE Microwave
Magazine, vol. 4, no. 3, pp. 39-50, 2003.

[2] R. M. Smith, K. D. Trott, B. M. Sundstrom, and D. Ewen, "The passive mm-wave scenario,"
Microwave Journal, vol. 39, no. 3, pp. 22-34, 1996.

[3] D. G. Gleed, R. Appleby, N. A. Salmon, S. Price, G. N. Sinclair, R. N. Anderton, J. R. Borrill, and
M. R. M. Wasley, "Operational issues for passive millimeter wave imaging system," Proceedings
of SPIE on Passive Millimeter-Wave Technology, vol. 3064, Orlando, FL, 1997, pp. 23-33.

[4] A. R. Harvey, R. Appleby, P. M. Blanchard, and A. H. Greenaway, "Beam-steering technologies
for real time passive millimeter wave imaging," Proceedings of SPIE on Passive Millimeter-Wave
Technology II¸vol. 3378, Orlando, FL, 1998, pp. 63-72.

[5] L. A. Klein, Millimeter Wave and Infrared Multisensor Design and Signal Processing, Norwood,
Artech House Inc. 1997.

[6] F. T. Ulaby, R. K. Moore, and A. K. Fung, Microwave Remote Sensing, Reading, Mass., Addison-
Wesley Publishing Company, 1981.

138



Development of SQUID Amplifier and AC-biased Bolometer for Detection of 
Sub-mm Radiation

Jari S. Penttilä(1), Antti Virtanen(1), Minna Nevala(2),  Kimmo Kinnunen(2),  Arttu Luukanen(1), Juha 
Hassel(1), Mikko Kiviranta(1), Panu Helistö(1) ,  Ilari Maasilta(2), and Heikki Seppä(1)

(1)VTT Information Technology 
P.O. Box 1207  

FI-02044 VTT, Finland 
Email: jari.s.penttila@vtt.fi 

(2)University of Jyväskylä 
P.O. Box 35 

FI-40351 Jyväskylä, Finland
Email: ilari.maasilta@phys.jyu.fi 

Abstract 
We report development on submillimeter wavelength detection system based on ac-biased superconducting antenna-
coupled transition-edge microbolometer operated at 4 K. The sensor is read out by low noise superconducting 
quantum interference device (SQUID) followed by room temperature ac electronics. Based on dc measurements, the 
should be below room temperature photon noise. Multiplexed readout enables construction of multi-pixel arrays with 
capability to sense subkelvin temperature differences at video frequency. 

Keywords: bolometers, superconductors, cryogenics, multiplexing 

1. INTRODUCTION 

The demand for improved radiation detectors especially in the submillimeter is increasing rapidly. Many 
promising applications require, instead of single pixel detectors, large detector arrays or cameras. Most of 
the spectral lines of materials lie in the submillimeter band. New detector and source concepts have made 
possible the survey of this interesting but so far little studied frequency region. In security applications, 
the potential of submm frequencies has been demonstrated in detection of concealed weapons [1]. Submm 
frequencies are also suitable for medical applications, atmosphere monitoring and studies of the 
anisotropy of the cosmic background. 
For fundamental reasons, the best thermal detectors in terms of the noise equivalent power are 
superconducting detectors. The low temperature decreases thermal noise, the steep superconducting 
transition decreases the contribution of Johnson noise compared to the inevitable phonon noise. In non-
thermal photon-counting detectors the small energy gap of superconductors makes ample number of 
charge carries available compared to semiconducting detectors.  Superconducting transition-edge sensors 
(TES) are thus one major branch of ultra-high resolution detectors for both submm and X-ray energies. 
One advantage of TES sensors is their scalability: large matrices of such sensors can in principle be 
fabricated with micro- or nanolithography, just like semiconducting detector arrays. However, brute-force 
scaling up of the detector and readout rapidly results in increased complexity and heat problems. 
Although a SQUID is a low power device (1-10 nW/device) compared to semiconductors, the power 
consumption of a large number of SQUIDs is considerable. In addition, each wire from room to  
cryogenic temperature introduces noise and conducts heat. The cooling capacity at low temperatures is 
highly limited. Thus multiplexing schemes to read out a number of detector pixels are intensively 
searched now around the world. 

2. TRANSITION-EDGE SENSOR 

The sensor consists of an antenna-coupled niobium vacuum-bridge bolometer [2] in which the thermal 
isolation is obtained by a vacuum gap between the bridge and the substrate (see Fig.1). Antenna coupling 
extends the detectable range of wavelengths to millimeter waves and further. Thus, the temperature 
sensing element can be made much smaller than the wavelength of the detected signal allowing smaller 
thermal mass. So far the best reported power resolution at 4 K is 14 fW/ Hz [2].  
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Fig. 1. Antenna-coupled microbolometer fabricated at University of Jyväskylä. The niobium bridge is 
located at the center of the spiral. The inset shows a magnified view of the bridge. 

The most popular readout technique is to voltage bias the TES to a suitable point in the transition curve 
and couple it inductively to a SQUID, a current sensitive amplifier, which naturally matches the small 
impedance of the TES. The change in resistance due to heat absorbed is read out as a change in the 
current. Voltage bias also introduces so-called electrothermal feedback (ETF) [3]: the dissipated power 
becomes a constant, so that an amount of incoming radiative power will replace the same amount of bias 
power. ETF leads to decreased response time and increased  dynamic range. In the limit of large ETF, the 

electrical responsivity of bolometer current to the applied power, dP
dISI , approaches 

VSI /1 . The responsivity increases as the bias voltage is lowered. However, at very low bias 
voltages the electrical circuit becomes unstable. This instability occurs when electrical time constant 

RLinele /  becomes of the order of the intrinsic thermal time constant GC / . Here R is the 
bolometer resistance at the bias point, C is the heat capacity and G is the thermal conductance of the 
bolometer.  

3. READOUT ELECTRONICS  

Superconducting quantum interference device, SQUID, is the most sensitive magnetometer known. A 
SQUID can be used as an ultra low noise current amplifier by placing a superconducting planar coil 
above the SQUID loop. As current signal flows through the coil, changing magnetic field is induced 
through the SQUID producing current or voltage signal at the SQUID output.  
SQUID-based readout electronics for weak current signals has been developed and tested at VTT [4]. 
Owing to Pd shunt resistors, the SQUID can be cooled down to millikelvin temperatures. In the SQUID 
electronics, the current signals coming from a bolometer-based submm detector are sensed by current 
biased SQUIDs. A simple schematic of the measurement setup is shown in Fig. 2. Two transformers are 
used for impedance and noise matching at the SQUID output. The first transformer matches the low 
output impedance of a SQUID to the 50  characteristic impedance of the twisted pair used to bring the 
signal to room temperature. The second transformer performs noise matching between the 50  input and 
a room-temperature amplifier stage based on parallel-coupled discrete JFETs. The room temperature 
amplifier is a narrowband amplifier tuned at the center frequency of 5 MHz. 
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  Fig. 2.  A simple schematic of the squid-based read out electronics 

Bolometers B1 and B2 are voltage biased with a bias resistors 2,1RRb , where 2,1R  is the resistance 
of bolometer B1,2. One SQUID can be used to measure signal from several bolometers by using frequency 
domain multiplexing [5]. Each bolometer is biased with a carrier signal at an individual frequency. Signal 
detected by bolometers is then multiplied by the carrier signal and passed through a bandpass filter with 
has the same center frequency as the carrier signal. Signal is then amplified and can be demodulated by 
multiplying it with the carrier signal again. 

The SQUID based readout amplifier was tested without bolometers at 4.2 K. Frequency response was 
tested by feeding a current signal to the input coil Lsq through a 100 k  resistor at room temperature. 
Voltages were measured at the output and input to determine the amplification of the system. Measured 
current gain vout/iin is shown in Fig. 3a. Current gain at 5 MHz was 78 mV/µA. The increase at high 
frequencies is due to capacitive leakage in the bias lines. 
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Fig. 3. a) Measured frequency response vout/iin of SQUID-based readout amplifier, b) measured noise 
voltage at the amplifier output. The white noise at the maximum gain corresponds to a current noise of 

2.2 pA/rtHz at the SQUID input coil. 

Output noise of the SQUID based amplifier was measured at amplifier output. Fig. 3b shows the noise 
voltage when SQUID is biased to a point of maximum and zero gain. Zero gain measurement indicates 
the noise floor of the setup, which is about 130 nV/ Hz at the amplifier output. The current noise reduced 
to the SQUID input coil is 2.2 pA/rtHz corresponding to flux noise of 0.6 µ 0/ Hz at the SQUID loop. 

4. DC MEASUREMENTS OF BOLOMETERS 

We have measured the dc current-voltage characteristics of the vacuum-bridge bolometers using the 
SQUID electronics by shorting the bandpass filter in Fig. 2 and by measuring the SQUID output voltage 
using a dc-coupled preamplifier. The setup is build on 4He flow cryostat equipped with optical windows. 
Fig. 5 shows the bolometer current as a function of bias voltage. The data is fitted to theoretical IV-curve  

n

c

R
V

V
TTG

VI
)(4

)( 0 ,       (2) 

where G is the thermal conductance, Tc and T0 are the critical and bath temperatures, and Rn is the normal 
state resistance of the bolometer. The minimum voltage bias was limited by the measurement setup and 
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the actual low voltage instability is estimated to be at even lower voltages. From the minimum bias 
voltage and the measured parameters we calculate the typical responsivity of –2000 A/W and NEP of 
about 2 fW/ Hz. In the calculation, we have taken into account both SQUID current noise and the 
Johnson noise and phonon noise of the bolometer. 

0,2 0,4 0,6 0,8 1,0 1,2 1,4 1,6 1,8
70

80

90

100

110

120

130

140

I(
A)

V(mV)

 Bolometer current

Fig. 5. Current-voltage characteristics of vacuum-bridge microbolometer. The solid line is the fit based on 
theoretical curve (2). 

5. CONCLUSIONS 

The estimated noise equivalent power of 2 fW/rtHz of our bolometer setup implies that it is possible to 
reach performance limited by the room temperature photon noise. We are currently preparing the ac 
biased bolometer setup in order to verify this assumption made using measured dc responsivity. In the 
setup, it is also possible to use frequency domain multiplexing the read out several bolometers with one 
SQUID. 
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Abstract 
The feasibility of HUT Snow Covered Area (SCA) estimation method for operative use is studied. The HUT SCA 
method is a two-step procedure for estimating Snow Covered Area for boreal forest regions. The analysis of the 
method is conducted using ERS-2 SAR, Envisat ASAR and Radarsat images. The test area consists of Northern 
Finland and for the ERS-2 images an area of 14 sub-drainage basins is studied. The analysis is carried out for several 
affecting factors. The ERS-2 images are used for overall accuracy analysis of the method, and the Envisat and 
Radarsat images are used to determine the suitability of the method for operative use. 

Keywords: Remote sensing, Snow Covered Area, SCA, snow melt season, space-borne radar 

1. INTRODUCTION 

Monitoring the snow melt season is important for various environmental, hydrological and meteorological 
applications. Information on snow cover during the snow melt season can be directly used for predicting 
and preventing floods and for optimising hydropower industry operations. Space-borne Synthetic 
Aperture Radars (SAR) have shown their usability in snow monitoring during the snow melt season and 
especially in monitoring of wet snow. Various methods for Snow Covered Area estimation using Space-
borne SARs have been developed. The HUT SCA method has been developed for the boreal forest zone. 
The accuracy assessment with 24 ERS-2 SAR images for the method is conducted using a test region 
dominated by boreal forest. The assessment of the SCA method is vital in order to integrate the HUT 
SCA method with the Finnish Environment Institute SYKE’s Watershed Simulation and Forecasting 
System (WSFS) [1]. The integration of SCA estimates derived from Space-borne SARs is expected to 
increase the overall accuracy of the operative WSFS model. The suitability of the HUT SCA method for 
operative use is studied with Envisat ASAR WSM and Radarsat SCW images. The WSM and SCW 
images have large spatial coverage and are thus more suitable than ERS-2 images for operative use. 

2. TEST SITE, SATELLITE DATA AND REFERENCE DATA

The accuracy analysis with the ERS-2 images was conducted for a test site consisting of 14 River 
Kemijoki sub-drainage basins, located, in Northern Finland near Lokka. The studies with Envisat and 
Radarsat images are conducted with the test area covering the whole of northern Finland. Sub-drainage 
basins are used as calculational units to ensure operative compatibility with the WSFS model. Each sub-
drainage basin is analysed independently to allow the analyses to be compared with the sub-drainage 
basin characteristics. The satellite data consists of 24 ERS-2 C-band SAR intensity images acquired 
during the years 1997, 1998, 2000, 2001 and 2002. The Envisat SCW data consist of 19 images acquired 
from 2003 and 2004 and the Radarsat data consist of 5 SCW images from 2004. The SCA estimation 
results are compared with data from model simulations of the WSFS.  

3. HUT SNOW COVERED AREA ESTIMATION METHOD 

The Snow Covered Area (SCA) method developed at HUT is a two-step procedure for obtaining the SCA 
estimate from SAR intensity images during the snow melt season. The procedure requires the knowledge 
of the forest stem volume distribution of the target area and two reference images are needed for the SCA 
estimation. One reference image describes the wet snow situation in the beginning of snow melt season 
and one reference image describes the snow-free situation at the end of the snow melt season. The first 
step of the method is a forest canopy compensation, which is done using forest stem volume information. 
The second step is the employment of pixel-wise linear interpolation algorithm that uses the reference 
images to calculate the snow covered area estimate. The radar backscattering coefficient is a sum of 
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backscattering signatures from different contributors. Some contributions are caused by the snow and
ground layers, some are caused by the backscattering from forest and forest canopy. The contribution
from forest canopy is not related to the SCA and it is therefore a source of error. This error can be
minimised by using the forest compensation method. The method is based on the boreal forest
backscattering model developed at HUT and has been presented by [2] and [3]. Using the forest
backscattering model the contribution of backscattering of forest canopy is calculated, and this
contribution is reduced from the total observed backscattering coefficient. The corrected value is then
used in the second step of the method. The boreal forest backscattering model describes the
backscattering coefficient ( º) as a function of stem volume:
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 where V is the forest stem volume [m³/ha] and A( ) defines the canopy extinction coefficient e [1/m³/ha]
and B( ) defines the canopy backscattering coefficient v [1/m³/ha]. ºsurf is the backscattering coefficient
of the ground or snow layer, and  is the angle of incidence. The first term of (1) defines the
backscattering contribution from ground or snow layer ºsurf and the two-way transmittivity through the
forest canopy t². The second term of (1) ºcan defines the forest canopy backscattering contribution. The
values for e and v are dependent on weather conditions and are obtained by:

e(A( )) = a0 · (2)
v(B( )) = b0 · ² , (3)

where constant coefficients a0 = 2.78·10-3 ha/m³ and b0 = 9.99·10-4 ha/m³. The values are derived for dry
summer conditions where  =1. For wet snow situation during the melt season the value for  needs to be
solved.

Using (1) – (3) the backscattering contribution for forest canopy can be solved by extracting
backscattering coefficients representing different stem volume classes from the satellite images by using
the forest stem volume information. The solving is a done by non-linearly fitting the observed
backscattering coefficients to the model, where the parameters  and ºsurf are the variables to be
optimised. For the optimisation the backscattering for each stem volume class need to be calculated. The
minimisation problem is written by:
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where N is the number of volume stem classes, iOBSERVED ,  is the observed backscattering coefficient

for the stem volume class Vi and º is the calculated backscattering coefficient. The weighing factor wi is
used if the stem volume classes are unevenly distributed. When the minimisation has been conducted and
the parameters for the backscattering coefficient are known, the solved variables ºsurf and  can be used
with (1) to calculate the backscattering coefficient without the contribution from the forest canopy,
corresponding to the backscattering with stem volume of 0 m³/ha. This is the forest compensated
backscattering coefficient that is used in the second step; the linear interpolation phase of SCA
estimation.

The linear interpolation algorithm uses a pixel-wise comparison of the observed backscattering
coefficient to the backscattering coefficients from the two reference situations [4]. The outcome is the
SCA estimate in percentage, obtained by:

refgroundrefsnow

refgroundsurfSCA
,,

,%100 , (5)

 where ºsurf is the observed or estimated surface backscattering coefficient, ºground, ref is the reference
backscattering coefficient from the snow-free ground and ºground, snow is the reference backscattering
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coefficient from the wet snow covered ground. In the case of forest compensated SCA evaluation, the 
used reference backscattering coefficients are the forest compensated values. The estimates for open areas 
are calculated by using the backscattering values from open areas. In this study the algorithm was used  
with averaged backscattering coefficients from the observed sub-drainage basins and the sub-drainage 
basins each contained several thousands of pixels.  

4. RESULTS 

The accuracy analysis with ERS-2 data was conducted with the main focus on the overall accuracy 
assessment for the SCA method. The analysis was conducted independently for open areas and forested 
areas. The HUT method is dependant on the selection of the reference images so this was the starting 
point for the analysis. The effect of reference image selection was conducted by choosing a large set of 
reference images with loose selection criteria and analysing the accuracy for all reference image 
combinations for all the cases. This provided a very large database for statistical accuracy analysis. There 
were 7280 individual SCA estimates for different reference image combinations and 268 estimates for the 
best reference image pair. The accuracy characteristics were obtained by comparing the SCA estimates 
with the WSFS reference data, i.e. the RMSE shows the average Root Mean Squared Error of all the 
estimates when compared to the corresponding WSFS reference data. The correlation coefficient shows 
the correlation between the SCA estimates and the WSFS reference data. 

The results for all the reference image combinations were compared with the results obtained with the 
best reference image combination. As shown in Table 1 the reference image selection has a significant 
effect on the SCA estimation results. This is an important factor concerning the overall usage of HUT 
SCA method. The results acquired with the best reference pair combination can be considered as the 
accuracy for the SCA estimation when the reference image selection is conducted successfully. 

Table 1. Overall accuracy characteristics and the influence of reference image selection analysed with ERS-2 data. 

Open areas Forested areas 
All

combinations Best pair All
combinations Best pair 

RMSE 0.278 0.213 0.204 0.179

Mean abs. 
error 0.209 0.137 0.154 0.119

Bias +0.180 +0.095 +0.043 -0.049

Correlation 
coefficient 0.830 0.874 0.860 0.896

In addition to the effect of reference image selection, the accuracy analysis with ERS-2 data contained 
multiple other factors, including the effect of satellite flight path, the effect of topography and the effect 
of forest compensation on the estimation accuracy. The effect of forest compensation, which is a key 
element of the HUT SCA method is examined here. The effect was studied by calculating the SCA 
estimates without using the forest compensation algorithm. The estimates obtained with and without the 
forest compensation were then compared in the analysis. The RMSE showed an average improvement of 
8,5% and an improvement of 11,8% in the case of the best reference image.  

An example of the SCA estimation with ERS-2 data is illustrated in Fig. 1 by a map of SCA distribution 
for the 14 sub-drainage basins of Lokka area. 

Studies for the operative suitability of the method are currently ongoing. The main factor concerning the 
operative use is the effect of incidence angle variation on large images to the SCA estimation. Also the 
functionality of the method with Radarsat data, which are HH-polarised is studied. The validation of the 
HUT SCA method for operative use will be conducted with a similar statistical accuracy analysis that was 
carried out for the ERS-2 data. The preliminary results of these studies include a spatial presentation of 
SCA estimation for Northern Finland with a Radarsat SCW image from 5 May 2004 shown in Fig. 1. 
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SCA estimates, 5 May 2004.
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Fig. 1. On the left, an illustration of SCA estimation with ERS-2 data for 28 May 1997. On the right, an illustration of
SCA estimation with Radarsat SCW data for 5 May 2004, covering most of northern Finland.

5. CONCLUSIONS

The main goal of analysing the statistical accuracy for the SCA method was reached. The analysis
presents the accuracy of the method with the ERS-2 SAR data. For the statistical analysis the total
number of test cases was 7280. The results show that the HUT SCA method works well in boreal forest
region, which was expected. The analysis shows high correlation coefficients between the SCA estimates
and the WSFS reference data and RMSE values of 0.213 for open areas and 0.179 for forested areas.

The data analysis with Envisat ASAR and Radarsat data for the operative use is currently underway. The
preliminary results, however, suggest that the method is suitable for operative use, possibly with certain
limitations caused by the variation of incidence angle in large images. The analysis for the variation of
incidence angle and the overall accuracy are still ongoing. 
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Abstract

The authors of this paper have developed earlier a simple model called CDA (Channel Difference Algorithm) to
estimate the beginning of snow melt. A new algorithm using a an artificial neural network called Self Organizing
Map (SOM) is constructed. The name of the new algorithm is SDA (SOM Detection Algorithm). The new algorithm
is tested using SSM/I data and hydrological predictions are used as reference data, which covers years 1997 and 1998
and represents the boreal forest zone in Finland. In this paper preliminary results from the SDA are presented. The
detection results are promising.

Keywords: Radiometer, SSM/I, snow melt detection, neural networks, SOM

1. INTRODUCTION

Remote sensing radiometer measurements are sensitive to liquid water content in snowpack. In
consequence the space-borne observations from a radiometer system such as SSM/I (Special Sensor
Microwave Imager) are very well suited for the spatial mapping of wet snow. Many applications such as
run-off and river discharge forecasting are important applications in northern countries. These forecasting
models require a reasonably accurate estimate when the melting of the snow cover takes place. Until
recently only a sparse network of ground based weather stations could provide this information.

The advantage of a microwave instrument over an optical instrument in remote sensing is that the
microwaves penetrate the cloud cover and are operational at night time. Microwave radiometers are also
well suited for global monitoring due to their low spatial resolution.

Until now the microwave radiometer estimation algorithms have succesfully estimated the snow melt
beginning in open areas like arctic tundra and glaciers. The CDA (Channel difference algorithm) results
by from an earlier paper authors [3] suggested that the estimation is also possible in the boreal forest
areas. In this paper preliminary results from the new SDA (SOM detection algorithm) are presented and
their ability to estimate the snow melt beginning is discussed.

2. MATERIALS AND METHODS

The radiometer data consist of daily averaged brightness temperature grids from the SSM/I [1]
instrument. Channels at 19, 22 and 37 GHz are used with either vertical or horizontal polarization. The 22
GHz channel uses only horizontal polarization. Reference data consists of snow liquid water content
predictions and temperature predictions calculated by an operative hydrological run-off model by Finnish
Environment Institute.

The basis of the SDA-algorithm is an artificial neural network called SOM [2] (Self Organized Map). The
network is a non-supervised network which means that the network classifies the input data internally.
The input data vector during the training was the brightness temperature vector. In [3] it was proposed
that the detection is feasible only when snow water equivalent (SWE) values are high and the temperature
remains in the region between -5° and 5° C. This was used as a rule for the selection of the training
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vectors. After the training one must determine which of the internal classes responds to the input that has
the property one wishes to detect. This was done by choosing only a set of vectors where the liquid water
content was high.

3. RESULTS

Fig. 1 presents a preliminary test run using the SDA-algorithm. The test site is located in northern Finland
in the river Kemijoki drainage area. The data are from the year 1997.

Fig. 1 Preliminary melt detection results from a test site in northern Finland. The output of the detection is
binary, value 3 means that melt is detected , value 0 means that no melt has been detected.

The obtained result in fig. 1 are very promising. The SDA estimates the melting spike in spring very well
but does not detect the minor spikes as wished. The CDA [3] detects the increased liquid content well but
cannot distinguish the major spike from the others. However, other results indicate that the accuracy of
the detection decreases if the value of the snow water equivalent (SWE) is low during the winter. This is
reasonable, because the volume of the snow affects directly the amount of the liquid water.

4. DISCUSSION

The advantages of the new SDA algorithm over CDA are clear. The SDA can accurately estimate the
beginning of the snow melt in most cases. Both the CDA and SDA are developed using data from the
boreal forest areas in contrary to the other algorithms by other researchers which are applicable in arctic
tundra and glacier conditions. Compared to the CDA the SDA can distinguish the major spring time
melting from the other wet snow situations.

The results in this papers are indroductory and preliminary in nature and the subject still needs more
research. At the moment the authors are working with a manuscript which will give detailed information
about the SDA. The operational aspects of the SDA are further discussed.
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Abstract 
In this work the curveform of an Esaki Tunnel Diode (TD) oscillator circuit is simulated with the Harmonic Balance 
(HB) method incorporated in APLAC 7.20 circuit simulator. The I-V characteristic of the TD is modeled with a 
physics derived equation. Both the load line of the simulated oscillator circuit and the TD-model parameters are 
adjusted  to fit the used components. Finally the obtained HB-simulation results are compared with the measured 
ones.

1. INTRODUCTION  
Oscillators using a TD as an active element belong to the class of  (strongly) nonlinear negative resistance 
oscillators. Traditionally, the Negative Differential Resistance (NDR) component is described with an 
algebraic equation of odd order symmetry suitable for further analytic study, 

3BuAui  (1) 

where A and B are positive constants. The origin, now at the center of the NDR-region, can easily be 
shifted by a change of  the coordinates. The analytic equation for the oscillator circuit (fig.1) is found 
from (1) and the condition, 

0iii LC  (2) 

where dtCduiC / , 3BuAui  and LL RidtLdiu / . Usually, in practice, R is small enough so 
it can be neglected. This simplifies considerably the resulting equation , which can be written, 

0/)1(/ 222 udtduudtud oo
 (3) 

where oCA / , AB /3 and LCo /12 . Equation (3) is the classical Van der Pol’s nonlinear 
differential equation [1] except for the extra parameters and o .
The damping term, i.e. the coefficient of du/dt, is negative for small displacements and positive for large 
displacements u. The nature of the solution depends upon the value of . In this context we are interested 
only for solutions when  >>1, i.e. relaxation oscillation type operation. Van der Pol type equations has 
traditionally been solved either graphically with e.g. the isocline method or analytically applying different 
type of analysis methods like perturbation method and variation of parameters. But for large values of
( >>1) the use of these methods is not justified although the results are qualitatively correct. A different 
approach to find the curveform of the TD oscillator even for large values of  is to use the method of 
Harmonic Balance incorporated in some circuit simulator programs. The simulation results obtained with 
HB show a very good similarity with the measured  ones of the actual circuit. 

2. TUNNEL DIODE MODEL 
Instead of using the algebraic equation (1) for modeling of p-n type TD static I-V characteristic we apply 
physics-based equation for this task. Using the notations and ideas given in [2] the I-V characteristic is 
the result of three current components; band to band tunneling current Jt, 

)/1()/( pVV
ppt eVVJJ  (4a) 

excess current Jx, 

))(2( VvVA
vx eJJ  (4b) 

151



and thermal current Jth, 

)1( )/( kTqV
oth eJJ  (4c) 

where Jp and Jv are the peak and valley current densities, Vp and Vv the peak and valley voltages 
respectively, Jo the saturation current density  and A2, the exponent prefactor, is a function of several 
physical parameters. Thus the complete static I-V characteristic is the sum of these three current 
components, 

thxt JJJJ  (5) 

3. OSCILLATOR CIRCUIT 
The oscillator circuit used in this simulation is presented in figure 1. The capacitor Ctd comprises of the 
TD-capacitance + parasitics. Inductance L is chosen after the frequency range and conductance G = 1/R 
represents the load. The lumped element values in the model circuit are; L=72 nH, Ctd = 20 pF, Vdc = 
0,24 V and R = 16 ohm. Vdc is for bias purposes and current source Iosc, with certain amplitude and 
frequency, is necessary for successful steady state (SS) analysis. 

4. SIMULATION RESULTS 
 In the simulation all TD parameters, Jo, Jv, Jp, Vv, Vp, kT/q and A2 can be independently and freely 
varied to adjust the I-V characteristic as well as possible to match the used TD, in this case a Russian 
made Ge TD 1I308K. This particular TD has Ip = 50+-5mA, Iv <= 10mA Vp <= 0,18V and Vv = 0,45-
0,48V. The simulated I-V characteristic is presented in figure 2, where Ip = 49,94mA @ Vp = 150mV 
and Iv = 8,73mA @ Vv = 470 mV. These values correspond the actual tunnel diode reasonable well. The 
condition for relaxation oscillations is fulfilled because G=1/R =1/16 A/V = 0,0625A/V 

                                                          Iosc           TD          Ctd     R 

                                                                      L             Vdc 

Figure 1. Circuit model used in the simulations. 

 0,184 A/V = 1/5,44 V/A = magnitude of the Negative Differential Conductance (NDC) at Vdc = 0,24 
V. Decreasing R below 6 ohm makes the curveform more and more rounded and sinusoidal, figure 5. The 
duty cycle can be adjusted from near 10 % to almost 100 % by varying the bias voltage Vdc. 
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Figure 2. Simulated I-V curve of the p-n TD. 
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Figure 3. HB-simulation of TD-oscillator. R=16 , Vbias = 240 mV.  >>1. 

Figure 4. Measured curveforms of the TD- oscillator circuit. 

A higher Vdc gives greater duty cycle, figure 6, which clarifies the situation when Vdc = 460 mV. To get 
a rough estimate of the size of  implicit in the simulations we can take advantage of equation, 

/)62,1/2( 0ff        )1(  (5) 

where 
tdo LCf /12/1  = 132 MHz and f, the real frequency, is 80 MHz. Solving (5) gives 6 .

The rise time in the simulated curve, fig. 3, is about  300ps-400ps. This is in accordance with the 
measured rise time, fig. 4, 280 ps. In practice rise times down to 40 ps can relatively easily be achieved 
with p-n TD-generators.  Neither the simulated nor the measured curve reflects the attainable situation in 
this respect. But the simulated and measured amplitudes match each others anyway because the latter, 290 
mV, must be multiplied with  factor 2 due to the  6dB attenuation involved in the measurement coupling. 

0.000 5.000n10.000n15.000n20.000n
0.00

0.40

0.80

1.20

1.60

Tunneldiode oscillator: waveform
APLAC 7.20 User: Nokia Corporation  Jan 28 2001

U/V

ti
Vout

Figure 5. Effect of the load (G) on the curve-form. Vbias=240 mV, R = 3 . <<1.
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Figure 6. Effect of Vdc on the duty cycle. Vbias = 460 mV, R = 16 .

5. CONCLUSIONS 
Numerically generated curves of a p-n tunnel diode oscillators have been used along the experimental 
results to judge the feasibility of the Harmonic Balance method used in simulations. The number of 
harmonics used in all HB-simulations is 32. 
During the simulations two type of convergent problems have arised. For the first, oscillations around a 
local minima or maxima, which may due to the fact that the algorithm (Newton-Raphson) used in HB is 
only locally convergent. For the second no convergence at all or false convergence to a wrong solution 
may and will occure if frequency f or current Iosc, the optimizing variables, are too far from the correct 
ones.  
The cause for the latter phenomenon is unknown but it is supposed that if positive or negative 
conductance values of the I-V characteristic become close to the slope of the load line, unrealistically 
large current and/or voltages are generated during the iterations with the result that simulations fail. 
One remedy to the aforementioned  is to restrict the range of variables f and Iosc as close as possible to 
the final, expected values of the circuit. 
Keeping the above restrictions in mind the HB-method is relative fast, simple and accurate enough for 
SS-analysis of strongly nonlinear (TD) circuits. Also fitting the TD-characteristics to a given component 
data using physics-based equations is straightforward and results in an excellent match. 
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