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Preface 
COST E36 is a European Action on modelling and simulation in the pulp and paper 
industry. This instrument has been established in order to promote the exchanges of 
scientific knowledge within the European Community. 

The main objective of the Action is to promote the development and application of 
modelling and simulation techniques in pulp and paper manufacturing processes. 

The main benefit will be a better understanding of the process mechanisms and their 
control loops. This will help to find solutions for currently pending problems in the 
paper industry: improving paper quality, optimising wet end chemistry, enhancing 
runnability and reducing emissions by improving process design, process monitoring 
and decision support during operation. In the long run, this action should also contribute 
to designing superior or new product properties. 
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Physical models and their validation for pulp and paper 
applications 

 
Erik Dahlquist, Malardalen University, Vasteras, Sweden 

 
Abstract:  
In pulp and paper industry there are a huge number of different types of process 
equipments. There are digesters, screens, filters, hydro cyclones, presses, dryers, boilers 
etc. In many cases the equipment suppliers want to consider single equipments as unique, 
and thus a special model is needed. This can give hundreds or thousands of different 
models to keep updated in a simulation package, and when it comes to model validation 
and testing, it becomes impossible to handle in reality. If we instead try to identify the 
basic physical principles of each unit, we can start from that point and then just add on 
special “extra features”. E.g. screens, filters and presses all have similar basic principles. 
In this way it is possible to reduce the number of modules for a complete integrated mill 
with power supply to some 20 models. These are then tuned with existing data from 
literature on “real performance”, and configured with rough geometric data. For a screen 
for instance there is normally data available on separation efficiency when a certain 
mixture has been operated under certain conditions, like flow rate, geometric dimensions 
of the screen with the screen plate etc, but very seldom including fiber size distribution, 
as this has not been measured. The same is normally the case for e.g. cleaners and other 
types of centrifugal separation devices. We start from first principle models and then tune 
these for different operational conditions, where once the size distribution was measured 
and some variables varied. In another case study other variables or conditions were 
investigated. A generalization of the model can be done by combining all this 
information, covering to at least to some extent all the different operational conditions, 
and all fiber sizes and concentration ranges. By then only fitting the model with the 
existing simple mass balance data for a specific equipment, you can get a reasonably 
accurate model for all kind of operations for this and similar types of equipments. In this 
paper a description is made of how a number of different equipments have been modeled 
in this way. Tuning and the result of model validation for different operational modes is 
also shown.  
 
Introduction: 
The reasons for using a dynamic simulator system may be many, but mainly fall into 
seven categories of use: 
1) To train operators before start up of a new mill or to introduce new employees to the 
process before starting operating the real plant.[Ryan et al 2002] 
2) To use the dynamic simulator for optimization of the process, in the design phase of a 
rebuild or expansion of an existing mill, or for a completely new green field mill. 
3) To test the DCS functionality together with the process before start up of the real plant. 
4) To optimize an existing process line, by testing different ways of operation for process 
improvements. 
5) On-line prediction and control of a process line or part of a process line [Persson et al 
2003] 

7



Model Validation Workshop, Oct. 6th, 2005, Espoo, Finland  

Cost Action E36 

6) Use in combination with an optimization algorithm for production planning or on-line 
optimization and control [Dhak et al 2004] 
7) For diagnostics purposes[Karlsson et al 2003] 
8) For decision support [Bell et al 2004] 
 
It should also be noticed, that a simulator system can be anything from a small test model 
of a specific equipment, where the engineering and programming effort can be a couple 
of hours to get it into operation, to huge systems with thousands or even tens of 
thousands of DCS signals connected to a model of a whole factory. Here perhaps 10.000 
engineering hours or more  are needed for the project. Therefore you have to be sure to 
understand what you are really out for, before starting to discuss costs and time schedules 
for a simulator project! 
 
Operator training: 
One reason for using an operator training simulator can be to reduce the amount of e.g. 
paper breaks or down time of the process during the start up phase of a new paper 
machine or pulp mill. As often people with very little experience of paper machine or 
pulp mill operations are hired for new green field mills, it will be very risky to start the 
new process, if the operators do not get good training in advance. Here it can be 
interesting to refer to a study done in the US on how much we remember of information 
we are fed with: 
10 % of what we see 
30% of what we see and hear simultaneously 
70 % of what we also train at simultaneously 
 and close to 100 % of what we repeatedly train at. 
 
This is the reason for training at a dynamic process simulator, as the operators can 
acquire a very good knowledge even before the actual start up of the mill. 
 
If we just make some rough estimates on what benefits a training simulator can mean, we 
may assume 10 % higher production the first month after starting up a new process line . 
For a paper mill this would mean approximately 400 USD/ton* 1000 tpd * 30 days* 10% 
= 1.2 MUSD in earnings. One paper break can be worth some 100,000 USD in lost 
production etc. 
This is no guarantee on earnings, but a qualified estimate, showing that this is not just a 
game for fun. 
 
At MNI, Malaysian Newsprint Industries, the start up to full production was achieved in a 
20% shorter time period than “normal” although operators with no previous experience 
from pulp and paper industries were recruited. They had been trained during a eight week 
time period, half day in the simulator, while the other half being out in the mill looking at 
the real hardware.[Ryan et al 2002], [NOPS 1990]. 
 
Simulator models 
To build the simulator, we need a model for every single equipment in the plant. Some of 
these models can be very simple while others are very complex. In most cases we use a 
physical model as the basis and tune this with process data. This gives us a reasonably 
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good model over a large operational area, and it does not collapse even if we go 
significantly out of the normal operational area, which can be the case for a pure 
statistical model.  
 
In reality we do not principally have that many different physical mechanisms in the 
major equipment. Most common is filtration or screening, where the mechanism is 
mechanical removal of particles on a mesh, wire or porous media.  
 
Screens 
The basic separation is done where fibres or particles are separated depending on mainly 
the ratio between the particle size and the pores they have to pass through. In filtering 
almost all fibres are separated, and then primarily the water is passing through the pores 
with a flow rate depending on the driving pressure as well as the pore size. 
 
Often there is a concentration gradient, and thus it would be good to have the filter as in a 
thin vessel, and filtration/screening take place along the surface, with an ever increasing 
feed concentration.  
 
 
 
 
 
 
 
The separation is also depending on the concentration, shear forces over the surface and 
the flow velocity through the filter ( l/m2.h). In some cases also addition of chemicals 
(like in the stock prep) can increase flow rate or decrease “fines” passing through. This is 
also of interest to model. 
 
The pressure drop over the filter or screen can be modelled as if it was a “fake valve”, 
where the clean filter corresponds to the Admittance factor, which is the flow /h as a 
function of the driving pressure, when “the valve” is 100% open. Clogging of the screen 
due to different actions then results in a “valve opening” less than 100%. 
 
In the pressure-flow network solver we use the relation Fs= V*A*(ρ (P1-P2))^0.5, and the 
admittance A is calculated for normal flow (Fs) and the corresponding pressure drop (P1-
P2). The valve opening V is the total open area of the screen and V= 100 for nominal pore 
area.. This is valid for pure water, which is used to calculate the admittance factor A ( for 
max rotor speed as well). 
 
The absolute flow through the screen plate is determined by the pressure in the feed. 
 
The concentration of each fibre fraction in the reject respectively accept is determined 
from the ratio between the fibre and the pore opening, where a weighting is made 
between the hole pore area of the screen and the shape of the particle. A weighting can be 
done between length, width and thickness ( three dimensions) , so that normally length 

Conc out Conc  in 
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get a lower weighting factor than the other dimensions, especially in the slit type of 
screen. 
 
By having maximum rotor speed, the actual screen holes area is almost as large as the 
nominal. The holes are clogged more and more, as the rotor velocity goes down, and a 
minimum value is set for zero rpm. 
 
Concerning concentration, we have a function, that the hole area goes down as a function 
of the concentration, above a certain preset concentration. Above another conc, the 
screen is totally clogged. 
 
The clogging of the screen is implemented by a ramp, where back flushing resets the 
open area of the openings to the original value, or to some lower values due to an 
irreversible clogging as one part of the total clogging. 
 
When we configure a screen we first select holes or slots. The dimensions of these, the 
total hole area/m2 and the total screen area are inputs, and gives the total nominal hole 
area. 
 
The ratio between the active hole area and the nominal is giving the average pore size and 
the pressure drop over the screen. 
 
Active hole area=total nominal hole area*rpm_par*clog_par*conc_par 
 
where 

rpm_par=rpm_COF(6)+ ((1-COF(6)) * rpm/rpm_max) ; COF(6) = 0.3 as default. 
 
This gives a realistic impact of the rotor for an average screen, reducing the separation 
efficiency from 90 to 71 % by increasing the rotor speed by 30 %.This is impact values 
reported from experiments for a typical screen. With COF(6) = 0.2, the impact will be 
going from 90 to 79 % separation efficiency, which is a bit more conservative. 
 

Clog_par= short_clog_COF(3)/(short_clog_time+short-clog_COF(3)* 
(long_clog_COF(4)/ (long_clog_time+ long_clog_COF(4)) 

 
conc_par= 1-  ( concentration in reject/COF(x)) 

 
where COF(3)=0.06 as default. The COF(3) is chosen so, that the maximum value of the 
reject before clogging the screen is used as COF(3). This may be 0.06 for a typical 
screen, giving the right effect on e.g. a screen going from 0.5 to 1.5 %,with an increase in 
separation efficiency from 58 to 81 %. COF(3)= 0.15 is the very maximum value of any 
screen. 

Area_par= active_hole_area/ total_nominal_hole_area 
Dh = hole diameter or  slot width in mm. 

Fibre/ particle:  lengths ,diameters and heights are also given in mm; virtual radius is also 
in mm. 
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The separation efficiency (SepEff) for each particle size is calculated principally as the 
ratio between the weighted fibre size and the hole/slot diameter, compensated for the 
clogging of the pores by multiplying the hole diameter with the Area_par. To avoid 
division with 0, the hole diameter is added to 1.0, and the COF(7) is used for the tuning 
to different screen types  

SepEff = (fiber_COF(20)*length + 10*fiber_COF(20)*(width + height))  
SepEff =  (virtual radius/accept flow rate)^COF(21)* SepEff* COF(7) /( (1 + Dh* 
Area_par ) 

 
For slots Dh is calculated as Dh= slot width * 7.0. This has been seen as realistic from 
experimental data. 
 
COF(7) has to be calculated (see below) while COF(20) =0. 0350  and COF(21) = 0.08 
as default values. Default value for COF(7) = 3.44 for flow rates c 10-150 l/m2.s. 
 
The mass balance between feed, reject and accept now is calculated as:  

Mass_flow_reject =  
SepEff * kg/h_each_fiber_fraction_in_feed*(m3/h_reject_flow/m3/h_feed_flow 
)^COF( 22) (kg/h). 
Mass_flow_accept= Mass_flow_feed - Mass_flow_reject 

 
The concentration of each fiber fraction in the accept is the  

Concentration_accept= Mass_flow_accept/ (m3_accept_flow_per_h). 
 
Hydro cyclones, cleaners 
The second most common type of equipment is the Hydrocyclone, or cleaner. This also 
includes a number of similar equipment like the deculator. 
 
Cleaners are looked upon as a vessel that is either full (= separation working), or as not 
full (= separation is not working). Calculation of the liquid level in the cyclone or the 
common vessel for several cyclones is first done, and if positive the separation is 
calculated according to the following procedure: 
Principally the deviation of particles from the stream lines during the rotational flow will 
be related to the volume of the particle divided by the friction of the particle surface 
relative the water, the density difference between particles and water, the rotational 
velocity, the cyclone diameter ( giving the rotational velocity-higher for small diameter 
cyclones) and the viscosity of the water. 
 
First we calculate a shape factor = (1+ fibre diameter)/ (1+ fibre length).Both lengths in 
mm. This compensates for the fact that an elliptical particle moves in a different way than 
a spherical particle. 
 
We then calculate an adjusted particle  radius : First we calculate the volume of the 
particle. For rectangular pieces Volume V = H*W*L (Height*Width*Length). For fibres 
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the volume is calculated from V= π*R^2 * L. Hereafter the radius R for the sphere with 
the same volume is calculated as  

R = ( V*3/ 4π) ^1/3.Length in meter. 
The cyclone volume is calculated from the geometric inputs, to give the residence time = 
volume/feed_flow_rate. 
An adjusted  cyclone radius is calculated as the avaerage from swirl zone and bottom of 
cone. 
 
The basic equation for gravitational and centrifugal separation matches lifting forces with 
buoyancy forces + forces due to liquid motion: (4/3)*πR^3 *ρs*g=(4/3)*π*R^3 *ρliq*g+ 
6*π*µ*v(d)*R [Bird et al 2002] . Solving for deviation velocity due to gravitational 
forces becomes v(g)= (2/9)*R^2 *(ρs -ρliq)*g/µ  
 
while the corresponding velocity for centrifugal forces becomes principally for a sphere: 
  v(c)= (2/9)*R^2 *(ρs -ρliq)*v(r)^2/(r*µ) .  
 
The deviation v(c) is in m/s from the stream lines in radial direction due to the liquid 
turning around in the cyclone ( radius r) with velocity v(r). It is calculated in our 
algorithm using an “adjusted radius” to the sphere for other particle shapes like fibres, 
and with a correction for the larger drag forces due to long, thin fibres compared to 
spheres, by multiplying with the shape factor: 

v(d)= COF(11)* (adjusted particle radius)^2 *Shapefactor* (density difference 
water-particle)* [v(r)^2/r]*[1/ viscosity] 

 
v(r) = Qin / Area of inlet pipe to cyclone 
µ= viscosity, 10^-3 Ns/m2 for water. 

 
Principally we can also include the effect of higher consistency and temperature effects 
on separation in the viscosity term. This means that µcorr=µ*0.02*(conc/2.0)^-2.2^for 
zero to 3 % consistency. The temperature effect on the viscosity is directly related by µ 
T1 = 1.002*10^-3 * (T1/20)^-0.737, where the temperature is given in oC, and compared 
to the viscosity at 20 oC, where it is 1.002 * 10^-3 . 
 
The total distance for the particles will be given by multiplying with the residence time in 
the cyclone, and will depend on the liquid flow as well as the volume of the cyclone. 
 
The shape factor takes into account freeness (surface roughness)  as well as the shortest 
particle diameter. High surface area and long fibres will go preferably in the top or 
centre, compared to spheres and short fibres, assuming the same density. High density 
particles will go towards the wall, and downwards. 
 
The absolute separation will also depend on the split rate between flow upwards ( 
Qupaccept,center) resp downwards( Q down,wall,reject).If we assume 50 % volumetric 
flow  in both, the separation will be 50 % of the fibres in each stream, if the density is the 
same of the fibres as for water, for average sized and shaped particles. To give the mass 
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separation we calculate the part of the incomming (inject) massflow that goes to the 
reject(wall) as Minj*Qrej/Qinj. 
 
If the density is higher for particles, the relative distance compared to the distance of the 
radius of the cyclone, will give the extra separation efficiency of particles of a specific 
size towards the bottom compared to the top outlet. Where the flow rate is very low, also 
the gravity is considered, but then in relation to the liquid level in the vessel. This is 
giving the gravimetric separation efficiency as: 

ηg= COF(11)* (adjusted particle radius)^2 *Shapefactor* (density difference 
water-particle)*g*(1/ viscosity)*(residence time/liquid level) 

 
The separation factor for centrifugal forces will be calculated as : 

ηc = v(c)* residence time in cyclone/  cyclone radius ( upper part) 
 
where v(c) = radial velocity and the particle residence time in the cyclone is Qin/volume 
of cyclone. 
 
The massflow (M(I)) in the reject for each particle fraction (I) is calculated by: 

Mrej(I) = Minj(I) * ( (Qrej/Qinj) +ηc + ηg) for the reject and 
Macc(I) = Minj(I) - Mrej(I) for the accept. 

 
The mass separation efficiency of the cyclone then is ηs = Mrej/Minj= (Qrej/Qinj)+ ηc + 
ηg. 
  
The concentration concerning particles of a certain size/shape going to the wall/bottom 
will be calculated according to: 

Conc rej,bottom(I)= Mrej(I)/ Q bottom 
 
For the top or centre we will get correspondingly: 

Conc acc,top(I) = Macc(I)/ Q top 
 
To get the negative effect of fast increases or decrease of the incoming flow Qinj on the 
separation, this is decreased according to adding a turbulence effect factor  
 
(ηc+ηg) (t) = (ηc+ηg) (t)  - ∆ v/v(t) 
 
The mass balance is calculated, to give the concentration of fibres for each fraction (I) , in 
the top respectively bottom. 
 
The pressure flow network makes use of the Bernoullie´s equation, which is principally: 
 
v1

2/ 2g + p1/ρg + h1 = v2
2 / 2g + p2 / ρg + h2 + friction losses 

 
where v1 and v2 is the velocities , p1 and p2 the pressures and h1 and h2 the liquid  heads 
upstream resp downstream an entrainment like a valve, or in both ends of a pipe etc. 
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If we just look at a valve with the same liquid head on both sides, we can simplify this to 
principally 
 
v = Constant * SQRT(( p1-p2)/ρ)  
 
for a fully open valve, where the constant relates to the friction losses caused by different 
geometries. The velocity v multiplied with the open area of the valve, will give the flow 
through the valve, for a given pressure difference. 
 
By using this technique and making a number of equations, one for each node, and then 
solve this set of equation simultaneously, we will determine the pressure and flow in the 
whole network of pipes and process equipments. For the different process equipments, 
pressure losses are determined due to the operating conditions, and thus are included in 
the calculation, as well. 
 
Separation of fibres and other particles for the different process equipments is also 
calculated in each equipment algorithm. This gives the material balance over the 
equipments and for the whole network, for each time step, considering also dynamics. 
This is useful, when you want to test new advanced control algorithms , where you don´t 
have the DCS code for them, but can write them in Fortran, C++ or  make use of Matlab 
instead. With a good process model, it is possible to test the control strategy before 
implementing it on the real process.  
 
Other examples 
There are many different models developed for both paper and pulp mills. For pulp mills 
the major focus has been on the digester, and several examples exist on good models for 
a number of different applications here, like [Bhartiya et al 2001],[ Wisnewski et al 1997] 
and [Jansson et al 2004]. 
 
Model validation and tuning with process data 
Examples of process equipments mentioned earlier can be the screen ( to the right) and 
the hydro cyclone (= cleaner, to the left) 
 
 
  
 
 
 
 
 
 
 
 
For the screen algorithm we assume a plug flow from the top and down wards, but with 
total mixing in radial direction. The rotor rotate with a relatively high velocity normally, 
giving shear forces at the screen surface. Fibres are mechanically separated at the screen 
if they are larger than a certain size in relation to the hole area or slot size, but also 
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depending on the concentration, shape, flow rate through the holes or slot, the rotor 
speed, temperature and volume reduction factor (reject rate).The model gives the pressure 
drop over the screen, as well as the mass and energy balance. At  low reject flow, the 
concentration in the reject goes up, and if it becomes to high, the motor stops, the fibres 
accumulate and eventually the whole screen plugs up. The pressures around the screens 
are calculated, but also the fibre size distribution of the fibres in the different streams, as 
well as the amounts and concentrations. 
 
In the table below results for the model algorithm calculations are compared to data from 
experiments done by technical institutes in Canada( Paprican) [Gooding et al 1992]and  
Sweden [STFI 1999]. The model used is the one described earlier.: 
 
For a 1.4 mm hole screen, the following results can be seen: 
 
Qrej/ accept Separation efficiency 
Qfeed l/m2.s 0-0.5  0.5-1  2-5 mm fibers 
  Exp Calc Exp Calc Exp Calc 
 0.4 99 74.8 77.1 80.5 80.6 92.0 91.8 
0.7 16.5 89.3 89.0 92.3 93.0 97.6 100 
 
For a 0.4 mm slot screen, assuming 0.7 mm long , 0.025 mm wide fibers: 
 
  Experimental  Calculated Separation efficiency 
Accept l/m2.s 50 100 200 50 100 200   
Q_rej/Q_feed 
0.4  0.61 0.52  0.63 0.52 
0.29    0.33   0.35 
0.09  0.27 0.18 0.12 0.25 0.18 0.15 
 
For a cleaner( =hydrocyclone), the corresponding figures are shown below: 
 
FlowQrej/Qinj   0.25 mm   0.75 mm    1.75 mm  3.5 mm fibers 
l/min  Exp Calc  Exp Calc   Exp Calc Exp Calc 
270 0.10 0.24 0.25   0.29 0.31   0.32 0.32 0.32 0.33 
500 0.26 0.56 0.54   0.67 0.66   0.74 0.70 0.77 0.71 
 
As can be seen, the prediction of the separation efficiency can be quite good, although 
not absolute. The reason is both the difficulty to make the experiments totally controlled 
(see e.g. the first row of the  cleaner experiment, where the separation efficiency is not 
correlated to fibre size for high reject , low flow), and to catch all possible effects in one 
single model, based on first order principles. The tuning / configuration of the models are 
done to fit the actual equipment and the normal operating range, but will give reasonably 
good result also outside this area. 
 
In reality data from many more papers were used to build the models, where different 
variable were varied, and different types of equipments tested. Unfortunately few of these 
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include both variation of flow rates, concentrations, reject/accept ratio, different fibre size 
distributions etc, but mostly only one of these, and normally not including looking at the 
effect on different fibre sizes. Still, together all these data bring new elements into the 
puzzle to build a good physical model. An example of starting with a physical model and 
tune it with statistical plant data was shown by [Pettersson 1998] 
 
When we look at a new type of screen we use normally simple mass balance data to tune 
at some few operational conditions. These data will be used to tune some of the 
coefficients mentioned earlier, while the rest are used as default values until new data 
comes up that may be used to proceed with more detailed tuning for the specific 
equipment. Some of this has been collected from [Nilsson 1995] and [Jegeback 1990, 
1993]. 
 
Simulators for other applications 
 
After the start up, or for an existing mill directly, the dynamic simulator can be used for 
optimizing the process. This is done so, that different ways of running the process can be 
tested by the process engineers on the simulator, to see how e.g. water flows or dry solids 
contents etc are influenced, e.g. during a grade change. 
 
By collecting data through the information management system, and sending them to the 
simulator, it may be possible to use the data for more advanced diagnostics [Karlsson et 
al 2003]. This will be for both the process and the sensors, by making use of the expert 
system functions residing in the simulator. With a model, that shows how different 
sensors and process parts are correlated to each other, predictions of performance can be 
made as well. By comparing to the real process signals, deviations and drifts can be 
diagnosed, to alarm the operator before it is possible to see the faults “manually”. 
 
For the process optimization, higher fidelity models (the fidelity of the models can be 
selected for the most important equipments) may be needed[Bell et al 2004],[Dhak et al 
2004][Hess 2000] and [Morari et al 1980]. The communication speed with the DCS 
systems does normally not need to be considered, as the process engineer can work on the 
simulator without the real time DCS system connected. With interaction between a 
simulator and an optimization algorithm the communication still may be the limiting 
parameter. 
 
Conclusions 
A model has been developed for major pulp and paper equipments. It has been shown by 
comparing experimental results to model predictions that a reasonably good prediction 
for separation efficiency for many fractions can be made for separation equipments 
operating under a wide operational range. The same model can be used for many 
different types of process equipments and models, where only a number of parameters 
(constants) have to be configured with data from relatively few experiments, or 
principally normal mass balance data that can be achieved from vendors or mills. 
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Abstract
Deterministic and statistical descriptions of parametric model uncertainties are discussed, and

illustrated with a case study from the paper industry. Prediction uncertainties under open loop and
closed loop operation are then studied. The results illustrate the importance of a realistic description
of parametric uncertainties, and also how closed loop operation can reduce the prediction sensitivity
to parameter uncertainties.

1 Introduction

It is of interest to study how model uncertainties in�uence the prediction capabilities of models. Model
uncertainties can be described in many ways. The study can be restricted to include parameter uncertain-
ties under the assumption of structurally perfect models, or can be more realistic to include uncertainties
in model structures. In general, it is di¢ cult to describe uncertainties in the model structure.
Parametric uncertainties can either be deterministic in that they are based on a physical understand-

ing of the system under study, or they can be based on statistics, e.g. from model �tting.
Models are used extensively in designing control solutions. One possibility is to design a control input

entirely based on the model, and then inject the computed control input into the system. This is often
denoted open loop operation. Alternatively, a feedback (closed loop) solution can be developed, where
for each time step, a control mechanism checks whether the real system operates as expected from the
model. If the real systems drifts away from the response predicted by the model, correction is introduced.
The paper is organized as follows: In Section 2, a case study model taken from paper machine 6

(PM6) at Norske Skog Saugbrugs, Norway is described. In Section 3, parameter estimation is described
for the PM6 model, with resulting descriptions of uncertainties. In Section 4, prediction uncertainties
are studied for the PM6 model, both in open loop operation and in closed loop control. In Section 5,
some conclusions are drawn.

2 Case study: Paper machine model

A sketch of Paper Machine 6 (PM6) at Norske Skog Saugbrugs, Norway, is given in �g. 1. Hauge (2003)
proposed the following linearized dynamic model of PM6:

xt+1 = Axt +But + Edt +Gwt (1)

yt = Cxt +Dut + Fdt + vt (2)

where1

A =

0@ 0:9702 0:3283 0
0:0018 0:9596 �0:0197
0 0 0:8661

1A ; C =

0@ 61 727 13109
83 986 �1692
3 34 �32

1A (3)

B =

0@ 1:3 160:1 0:2
0:1 10:1 �33:4
1:3 0 �0:7

1A� 10�6; D =

0@ 0:0029 0:3544 5:3831
0:0040 0:4815 7:1769
0:0001 0:0166 �0:0554

1A (4)

E =

0@ 0:0247 0:0023 0 0
0:0016 0:0001 0 0
0:0134 �0:0007 0 0

1A ; F =

0@ 54:5613 5:1415 �1:9777 51:0179
74:1090 6:9836 0 �30:6923
2:5519 0:2405 0 0

1A . (5)
1There is a misprint in Hauge (2003): his B matrix should be multiplied by 10�6.
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Figure 1: Functional sketch of PM6, with manipulated inputs u, disturbances d, and controlled outputs
y. After (Hauge 2003)

Here t is a discrete time index with discretization time 0:5min, manipulatable input ut is the deviation

from the operating values of
�
_Vts; _V�; _Vra

�
, measured disturbance dt is the deviation from operating

values of (!ts;t; !ts;cl; frl; vrl), xt is the state, controlled output yt is the deviation from operating values
of (m̂rl; !rl;cl; !wt;t), unmeasured disturbance wt, and unmeasured output noise vt.
In the model, _Vts is the volumetric feed �ow of Thick Stock, _V� is the volumetric feed �ow of Filler

(clay), _Vra is the volumetric feed �ow of Retention Aid, !ts;t is the Thick Stock �Total�mass fraction
(mass fraction of �bers + clay, also denoted total consistency), !ts;cl the Thick Stock mass fraction of
Clay, frl is the moisture at the Reel (�nished paper), vrl is the linear velocity of paper at the Reel, m̂rl

is the mass per area of paper at the Reel, also denoted basis weight, !rl;cl is the mass fraction of clay
at the reel, also denoted paper ash, while !wt;t is the Wire Tray �Total�mass fraction (�bers + clay).
The state xt has a physical interpretation related to accumulated masses mj (see �g. 1), but is not of
particular interest in this study.

3 Model uncertainty

3.1 True system

We will consider systems which are characterized by system order, system mapping, system states, and
possibly by stochastic inputs. None of these are known in practice: we can only have models of them.
To illustrate concepts, we will consider the model in eqs. 1 and 2 as the true system, and the matrices in
eqs. 3�5 as the true model parameters. Furthermore, we will consider x1 = 0 to be the true initial state,
and the stochastic signals to be wt � 0 and vt � N (0; Sv) where

Sv = diag
�
0:12; 0:12; 0:0012

�
is the constant covariance matrix of vt.

3.2 Experimental data

Let ut 2 Rnu�1, t 2 f1; : : : ; Tg denote the sequence of input data and yt 2 Rny�1, t 2 f1; : : : ; Tg the
sequence of output data from the true system. A possible set of input sequences to the true system are
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Figure 2: Experimental input and output data.

displayed in the left column of �g. 2, and the resulting output sequences from the true system are shown
in the right column. Here, T = 600.

3.3 Initial information

Apart from the experimental data, the true system is unknown. Assume that based on prior knowledge
of the system, we have developed a model with structure as in eqs. 1�2.2 Furthermore, assume that
we have a prior idea about the values of the matrices in the model: we happen to know B, C, and D
perfectly3 , and for matrix A we have partial knowledge:

A =

0@ a11 0:3283 0
a21 0:9596 �0:0197
0 0 0:8661

1A ;
A is known perfectly apart from parameters a11 and a21, which are unknown. Finally, assume that we
know that x1 = 0, that wt � 0, but that we only know that vt is independently and identically distributed
(i.i.d.).
Based on this prior knowledge, we want to �nd estimates of parameters a11 and a21; to simplify the

notation, we introduce the parameter vector � = (a11; a21) 2 Rn��1. Before trying to �nd the estimates,
assume that we also have a vague idea about the parameters �:

� We are relatively sure that � 2 [0:5; 1]� [0; 0:5], where � denotes Cartesian product.

� A �rst guess of � is �0 = (0:75; 0:25).

In practice, there will be missing experimental data and outliers in the experimental data. We will
not consider this added problem here.

3.4 Parameter estimation

Our model output will be denoted ymt , and y
m
t is a function of � and Ut = fu1; : : : ; utg, as well as the

initial state x1; ymt (�;Ut; x1), usually simpli�ed to y
m
t (�). Intuitively, we want to �nd � such that the

2 In reality, we will never be able to formulate a perfect model.
3Model parameters are never known perfectly in practice.

3
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�
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(dashed, green), as well as scaled model errors ~et (errors for outputs 1; 2 have

been divided by 100).

model output yt is as close as possible to the true output yt. A common strategy for achieving this, is
to introduce the model error et , yt � ymt (�) and thus choose our best estimate �̂ such that

�̂ = argmin
�

TX
t=1

eTt Wtet (6)

is minimized; this estimate is the weighted least squares estimate �̂WLS, and Wt is the weight. If et is
white noise with a normal distribution with zero mean and known covariance matrix Se, and if we choose
Wt = S�1e , then the weighted least squares estimate ��̂WLS is identical to the Maximum Likelihood
estimate �̂ML.4

By using the initial information discussed in Section 3.3 in combination with the least squares criterion
in eq. 6, and with Wt = diag

�
1

1002 ;
1

1002 ; 1
�
,5 the use of the lsqnonlin algorithm in Matlab leads to the

least squares estimate
�̂ = (0:54141; 0:040948) .

Figure 3 shows outputs from the true system yt (�, red) and initial model outputs ymt
�
�0
�
(dashed,

green), as well as model outputs ymt
�
�̂
�
(solid, black). As the �gure indicates, the system is in fact

unstable with parameter �0, so this initial guess doesn�t make much sense: it is advisable to choose an
initial guess �0 which gives gives a stable model.
Figure 3 also indicates the scaled output errors ~et, and the plot gives the impression that these errors

are i.i.d. signals.

3.5 Parameter statistics

We have assumed that the output noise vt observed in our experiments is a realization of a stochastic

variable, and that the resulting model error sequence et = yt�ymt
�
�̂
�
is i.i.d. Thus, if we had used other

experimental data to �nd the parameter estimate �̂, we would most likely have found another value �̂

4 In reality, Se is almost always unknown.
5Wt is chosen so as to give each element of yt the same weight in the criterion function J .

4
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from this other sequence of modeling errors et. This indicates that the parameter estimate should be
considered a realization of a stochastic variable � with a probability distribution F� (�). If we had known
this probability distribution, we could have computed e.g. the con�dence interval for our estimate �̂.
Unfortunately, the distribution F� (�) is not known. A common strategy in parameter estimation

is to assume that the scaled model error ~et = et
p
Wt is both i.i.d., and that it is normally distributed,

~et � N (0; S~e). If S~e = �2I, �2 can be estimated from

�̂2 =
1

T � ny � n�

TX
t=1

eTt Wtet.

Next, if the output ymt is nonlinear in the parameter, then � is approximately normally distributed

� � N
�
�̂; S�

�
.6 An estimate of S� is

Ŝ� = 2�̂
2H�1

where H is the Hessian of the criterion
PT

t=1 e
T
t Wtet. Approximately7 , H = 2

PT
t=1X

T
t Xt where Xt is

the Jacobian of ymt wrt. �.
For the experimental data used to �nd �̂ in the previous section, we �nd that

�̂2 = 1:0126� 10�6,

Ŝ� =

�
0:26594 �0:024276
�0:024276 0:0022161

�
.

With known distribution F� (�) and suppose n� = 1, we then seek the � � 100% con�dence region
de�ned by [�`; �u] for �:

Pr (�` � � � �u) = �.

The con�dence region should be interpreted as follows: If we carry out in�nitely many experiments on
our system (e.g. PM6) and compute �̂ and the � �100% con�dence region for each experiment, in �100%
of the cases, the true parameter � lies in the region. It is important to realize that this means that �
actually may lie outside of the computed con�dence region.
Clearly, Pr (�` � � � �u) = F� (�u)� F� (�`) = � does not have a unique answer (�`; �u). It is thus

common to rephrase the formulation into

F� (�`) = Pr (�` � �) =
1� �
2

(7)

F� (�u) = Pr (�u � �) = 1�
1� �
2

, (8)

where � 2 [�`; �u].
For n� > 1, it is common to introduce the new stochastic variable � = g

�
�; �̂

�
2 R1 and consider

Pr (� � �) = �, or F� (�) = �. Here we have assumed that we know the distribution F� (�). By
computing �, we then �nd the con�dence region of � from the inequality

g
�
�; �̂

�
� �.

Consider the stochastic variable �

� =
1

2

�
�� �̂

�T
Ŝ�1�

�
�� �̂

�
,

which can be shown to be F-distributed with degrees of freedom n� and nyT �n�, F (�;n�; nyT ). Then
� is computed as, (Rawlings & Ekerdt 2002)

� = n� � F�1 (�;n�; nyT � n�)

to give � � 100% con�dence.

6This may be a poor approximation.
7Known as the Gauss-Newton approximation.

5

23



­1.5 ­1.0 ­0.5 0.5 1.0 1.5 2.0 2.5

­0.2

­0.1

0.1

0.2

0.3

a_11

a_21
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With the estimates for PM6 and desiring 80% con�dence8 , we get9

� = 2 � FInv (0:80; 2; 3 � 600� 2) = 3: 221 8.

This gives

3: 221 8 =
1

2

��
a11
a21

�
�
�
0:54141
0:040948

��T �
0:26594 �0:024276
�0:024276 0:0022161

��1��
a11
a21

�
�
�
0:54141
0:040948

��
,

which describes the ellipsoid in �g. 4. The �gure illustrates that the con�dence ellipsoid has virtually
degenerated into a line, which is supported by the singular values of Ŝ� (�1 = 0:27; �2 = 9: 5�10�8). The
interpretation of this is that parameters a11 and a21 are linearly dependent, and that only c1a11 + c2a21
can be identi�ed. We will, however, not pursue this problem further, here.
The naïve interpretation of the con�dence region is that with 80% con�dence

a11 2 [�1; 2] (9)

a21 2 [�0:1; 0:2] . (10)

3.6 Bootstrap distribution

The con�dence region found in the previous section is based on the assumption that the model deviation
et is distributed normally, and that the output is a linear function of the parameters � = (a11; a21). If
the distribution for et, FE (e), were known, we would not have to make this assumption. We could then
compute F� (�) by Monte Carlo simulation as follows:

1. First we would draw an outcome fe01; : : : ; e0T g from the random number generator for distribution
FE (e).

2. Next, we would compute the alternative model response y0t = y
m
t

�
�̂
�
+ e0t.

3. Next, we could �nd the parameter �̂
0
from the data (u1; : : : ; uT ) and (y01; : : : ; y

0
T ).

4. This procedure could then be repeated as many times as deemed necessary, yielding a distribution
in �̂.

The problem is, of course, that we do not have a random number generator for FE (e). In the
Bootstrap method, (Efron & Tibshirani 1993), (Davison & Hinkley 1997), (Hastie, Tibshirani & Friedman

8 It is more common to desire 90% con�dence, 95% con�dence, etc.
9FInv (�; �1; �2) is a built in function in the word processor Scienti�c WorkPlace for computing F�1 (�; �1; �2).
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Table 1: Results from Bootstrapping with 100 resamples. The �gures show the parameter distribution
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Table 2: Results from Bootstrapping with 100 resamples generated from y�t = y
m
t

�
�̂
�
+e�tnt. The �gures

show the parameter distribution and 80% con�dence region (left) and the cumulative distribution F̂� (�)
(right),

2001), we postulate that with et = yt�ymt
�
�̂
�
i.i.d., the set fe1; : : : ; eT g constitutes the entire population

of possible outcomes from the random generator for FE (e). Naturally, this is not correct, but experience
shows that it is a useful approximation. Since we thus have the entire population of outcomes, we
can simply draw a set of outcomes fe�1; : : : ; e�T g from fe1; : : : ; eT g using a uniform random number
generator. Then we �nd the bootstrap estimate �̂

�
from the data (u1; : : : ; uT ) and (y�1 ; : : : ; y

�
T ) where

y�t = y
m
t

�
�̂
�
+ e�t . In practice, this resampling of fe1; : : : ; eT g is repeated a number B of times, leading

to a distribution
n
�̂
�
1; : : : ; �̂

�
B

o
which represents F� (�).

Table 1 shows the resulting distribution in parameter estimates from 100 resamplings using the
Bootstrap method. Since and estimate F̂� (�) of F� (�) is found, we can thus compute an 80% con�dence
region for � from eqs. 7�8. The result is indicated in the left �gure of Table 1.

In practice, it is recommended to compute y�t as y
�
t = ymt

�
�̂
�
+ e�tnt, where nt is drawn from a

random number generator for N (0; 1). See e.g. (Ruiz, Casellano, González, Roca & Lema 2005). The
results similar to those of Table 1, are shown in Table 2.

3.7 Uncertainty descriptions

We now consider a general parametric model with output ymt (�;Ut; x1) for describing the true output yt
of the real system. Uncertainty in the model can be described in various ways, e.g. by a deterministic
description, or by a statistical description.
In a deterministic description, we may be able to say that based on physical understanding of the

7
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system, the model parameters � belong to a region � 2 
, typically described as a polyhedron (region
bounded by plane faces). In the simplest case, the poyhedron is given by

�j 2
�
!`j ; !

u
j

�
. (11)

If we have no preferences as to which value in 
 is the true parameter, we can also consider this as a
statistical description with a uniform probability distribution within the polyhedron 
.
If parameters are given with con�dence intervals similar to in eq. 11, and with no information about

the underlying distribution F� (�), it is relatively common to assume that the true parameter is uni-
formly distributed within the interval. As described in Section 3.5, this is often a relatively unrealistic
assumption.
In a statistical description, we have an estimate F̂� (�). This is e.g. the case when we �nd F̂� (�) from

Bootstrapping. In that case, we in fact have available the entire population of �. We can thus easily
construct a random number generator for � by drawing from the population using a uniform random
number generator.

4 Prediction uncertainty

4.1 Optimal control problem

In the sequel, we will study the problem of Optimal Control under uncertainty. The following criterion
is considered:

min
u

1

2

N�1X
i=0

�
eTt+iPet+i + u

T
t+iQut+i +�u

T
t+iR�ut+i

�
where

et , rt � ymt
�ut , ut � ut�1;

rt is the reference value for yt, and we impose the constraints given by the model, i.e. eqs. 1�2. The
following choices are made wrt. the criterion function:

P = diag

�
1

42
;
1

22
;
1

0:12

�
,

Q = 0,

R = diag

�
1

202
;
1

22
;
1

0:42

�
.

Furthermore, we choose the length N = 60 on the criterion horizon, which is equivalent to 30min.
The following study is based on Monte Carlo simulations, using 10 drawings of the parameters.

4.2 Open loop

First we consider the uncertainty description given by eqs. 9�10, assuming a uniform distribution within
this polyhedron: this is a description that would come out of a standard con�dence interval analysis
assuming normal distribution in et and a parameter linear model, if we in addition neglect the relationship
given by �g. 4. The result of open loop operation, i.e. using the optimal control input computed from
the nominal model without feedback, is displayed in Table 3.
Table 3 illustrates the problem of open loop operation: model uncertainty may lead to very uncertain

predictions.

Next, we consider the uncertainty description by postulating that the bootstrap outcomes �̂
�;j
con-

stitute the population of possible parameters. We thus draw the parameters from this set in the Monte
Carlos simulations. The result of open loop operation is displayed in Table 4.
Table 4 illustrates once again that open loop operation leads to uncertainty in the operation. However,

comparison of the results in Tables 3 and 4 illustrates the signi�cance of using a realistic model uncertainty
description.
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Table 3: Open loop operation with traditional uncertainty description. Control inputs ut in left �gure,
and model outputs yt (solid) and references rt (�) in right �gure.
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Table 4: Open loop operation with bootstrap based uncertainty description. Control inputs ut in left
�gure, and model outputs yt (solid) and references rt (�) in right �gure.
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Table 5: Closed loop operation with traditional uncertainty description. Control inputs ut in left �gure,
and model outputs yt (solid) and references rt (�) in right �gure.
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Table 6: Closed loop operation with bootstrap based uncertainty description. Control inputs ut in left
�gure, and model outputs yt (solid) and references rt (�) in right �gure.

4.3 Closed loop

Next, we consider model predictive control MPC (sliding horizon optimal control, or receding horizon
optimal control): here, the �rst control input in the optimal sequence is used. Then the response is
measured, and used in a new computation of the optimal control. MPC leads to feedback.
The result of using feedback (MPC) and the �traditional�uncertainty description by drawing ran-

domly from the polyhedron de�ned by eqs. 9�10, is displayed in Table 5. Since MPC is a feedback solution,
the uncertainty is re�ected in the control inputs. Even with feedback, the closed loop predictions are
very uncertain with the somewhat naïve uncertainty description we have used.
When using the bootstrap uncertainty description, the closed loop uncertainty is illustrated by the

�gures in Table 6.
As these �gures illustrate, the combination of a realistic uncertainty description with feedback dras-

tically reduces the uncertainty in the system.

5 Conclusions

The main emphasis of this paper has been various methods for describing parametric uncertainty in
structurally correct models. The methods have been illustrated by using a linear model of PM6 at
Norske Skog Saugbrugs as a case study.
The importance of taking advantage of the full model uncertainty description is stressed. With a

naïve use of con�dence regions, underlying correlations in parameters are not taken advantage of. It is
also illustrated how realistic parameter distributions can be found using the Bootstrap method.
The simulations of open loop and closed loop operation illustrate how a poor uncertainty description
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leads to uncertain predictions: even closed loop operation cannot save a poor uncertainty description.
The simulations also illustrate how the uncertainties can be reduced by using a proper uncertainty de-
scription, and how feedback (closed loop operation) will further reduce the system sensitivity to parameter
uncertainties.
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Abstract 
 
1. INTRODUCTION 
 
Evaluating the accuracy for dynamic simulation models is a complex task. Even today 
this is still being done by comparing simulated data and recorded mill data “by hand”. As 
a result, the accuracy of dynamic process models is unknown in practice. Nonetheless, 
major investments and important decisions are taken on the basis of these calculations. 
Dynamic models are built, bought and used without any quality assurance. In order to 
overcome this situation, a quantified measure of the accuracy has to be defined and 
applied in the course of modeling practice.  
In a research project we compared different mathematical methods for time series 
evaluation. Simple statistical methods such as medium average, bandwidth or standard 
deviation, but also more complex calculations such as spectral energy, main frequency 
and correlation analysis were evaluated. These were used to calculate characteristic 
parameters ratings for every time series, together with a combined rating for the whole 
simulation model.  
A software tool which is still under development handles different simulation scenarios 
and the corresponding parameter sets for calibration. Graphical visualization tools and an 
optimization algorithm are used to help the user find optimized calibration parameters 
and improve the accuracy of simulation models.  
This paper gives an outline of the methodology used to evaluate complex dynamic 
models. An insight into the functioning of the software is given and an example of how 
this tool was used in a simulation project will be presented. 
 
2.  Dynamic simulation in the paper industry and current validation methods 
 
Dynamic simulation is currently used in the paper industry mainly in the area of operator 
training and in the optimization of dynamic process changes such as grade changes or the 
handling of web breaks. Currently available dynamic simulation tools are based mainly 
on dynamic conservation equations of mass, energy, momentum and component mass 
fractions, following first principle thermodynamic calculations. The usual starting point 
in building a simulator is the process and instrumentation diagram (P&ID) of a process. 
Objects representing single unit operations are placed on a work sheet and connected 
according to the P&ID. The user has to parameterize each object by providing design and 
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operation parameters. As not all of the required parameters can be measured, some of 
these parameters must be estimated. In addition, the model is a simplified version of the 
original process. This is done either to reduce the work involved in creating the model or 
because of unknown physical, chemical or thermodynamic relationships. To improve the 
accuracy of a model, guessed or estimated parameters can be used as calibration 
parameters. 
As long as dynamic simulation models are used for process optimization, data from the 
original process can be used to evaluate the behavior of the model. Time series of 
parameters from the original process can be compared with corresponding data from the 
simulation model. In addition, the response behavior of the model to process changes can 
be compared as well. Calibration parameters are then adjusted to improve the model. As 
early as 1992, simple statistical methods were used to evaluate a model within the scope 
of a simulation study performed for Procter and Gamble [1]. But even now, this is mainly 
done “by hand”, i.e. plotting the time series for single parameters or for parameter sets in 
one diagram, one line on top of the other. The accuracy of the model then is evaluated by 
optical assessment.  
 
3.  Methods for evaluating time series  
The target of the evaluation is on the one hand to develop criteria to compare two 
different simulation runs, but on the other hand to also provide feedback about problem 
areas within the model or within a sub-part of the model. Based on the evaluation criteria, 
a decision then has to be taken as to which simulation run is closer to the real behavior of 
the process.  
A problem in evaluation is the very different accuracy of the individual time trends. 
Depending on the complexity of the model and the grade of abstraction, very accurate 
models or models which just show the general behavior of the original process have to be 
evaluated. Still, the criteria should give a robust evaluation.  
 
3.1 Evaluation of simulation results 
The results of simulation are evaluated in several steps: 
The first step involves calculating several individual criteria for every measured value.  
In a second step, these individual criteria for every measured value are conjunctively 
combined to form a quality evaluation for the respective measured value. 
The last step involves the disjunctive combination of the quality criteria of all measured 
values to form a total criterion for simulation. 
The following individual criteria are calculated for every measured value: 
1. Sub-criterion A: The deviation of the average of the simulated values from the 

average of the measured values 
2. Sub-criterion B: The divergence of the simulated values relative to the measured 

values 
3. Sub-criterion C: The concurrence of the spectral signal energy of the simulated and 

measured values in different frequency ranges. 
4. Sub-criterion D: If there is close agreement between the signal curves of the 

simulated and measured value, covariance analysis is an option that can be employed 
as an additional criterion. 
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There is a simple possibility of implementing additional criteria for special problems that 
could not be predicted within the framework of the development. 
All sub-criteria were scaled to the interval [0...1], a value of 1.0 corresponding to ideal 
agreement for this criterion and values < 1.0 signifying a deviation for this criterion. 
 Calculation of the deviation from the mean 

The criterion f1 for the deviation from the mean is calculated in accordance with the 
following formula:  










>

≤
=

SimuPLS
PLS

Simu

SimuPLS
Simu

PLS

mm
m
m

mm
m
m

f
for            

for            
1  

 
 Calculation of divergence 

When calculating the deviation of divergence, the measured and simulated values are first 
smoothed with a low-pass filter. The difference between the measured and the simulated 
value is then calculated for every measuring point. The increase α for this time series of 
difference values is estimated by linear regression. An increase of ZERO is ideal. 
Sub-criterion f2 is calculated from the estimated increase in accordance with the 
following equation: 

α+
=

1
1

2f  

 
 Calculation of spectral signal energy agreement 

First of all, a Hamming window is applied to the measured and simulated values to 
calculate the deviations in spectral signal energy. The Fourier transformation is then 
calculated by FFT for both measurement series. The Fourier transformation of the 
measurement series serves as the basis for calculating the spectral signal energy. 
The entire frequency spectrum is subdivided into several overlapping regions. The 
spectral power density for each of these regions is determined by the integration of the 
spectral signal energy across the subregion. The quotient of the spectral power density of 
the measured and simulated values is formed for all subregions. These quotients are 
weighted and combined conjunctively to form criterion f3. 
 Covariance analysis 

The correlation factor r of the measured and simulated values is calculated for the 
subcriterion f4 and is scaled to the interval [0...1] according to the following equation: 

2
1

4
+

=
rf  

If the signal curves for the measured and simulated value deviate too far, it is not 
reasonable to include the covariance analysis in the evaluation. This subcriterion can be 
deactivated in this case. The value for f4 is then set to 1.0. 
 Combining the subcriteria 

Subcriteria f1…f4 are combined conjunctively to form a total criterion for the respective 
value in accordance with the following equation: 

4321 *** fffff MW =  
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Conjunctive combination was chosen, since all individual criteria for one value are to be 
improved in order to achieve an improvement in the simulation quality for this value. 
The total criteria of the individual values are combined disjunctively to form a total 
criterion for simulation in accordance with the following equation: 

∑
=

=
n

i
MWSimu i

f
n

f
1

1  

Disjunctive combination was chosen, since slight deteriorations in individual values are 
allowable in the overall evaluation of simulation quality, if these values are compensated 
for by improvements in the evaluation of other values. 
 
4 Usage of the validation assistant 
 
To demonstrate the usage of the validation assistant, a simplified model is used that 
includes only four tanks representing a pulper, a pulper chest, a chest for dilution water 
and one pulp chest. The model also includes the controllers for stock consistencies and 
filling levels. The validation assistant uses the above mentioned methods to evaluate the 
simulation model. 
The validation assistant is available as a prototype in a stand-alone version and in a 
second version that is linked to the IDEAS simulation tool. The stand-alone version reads 
original and simulation data from files, the linked version uses a COM-interface to 
exchange data with the simulation tool. This enables the validation assistant to use 
optimization strategies to find optimized calibration parameters.  
In a first step of the validation procedure, the user has to define starting parameters for all 
objects in the simulation model. Most of these parameters are quite well known and do 
not need any optimization. A first simulation run of the model is started using these 
standard parameters. In this phase, the validation assistant can be used to easily visualize 
trend lines from the original data and simulation data (fig. 1). 
After modifying one calibration parameter, the impact of this parameter on the time 
trends can be visualized. This is done within a polar coordinate plot, which makes it easy 
to see the principal impact of the modified parameter on the trend lines without difficulty 
(fig. 2). The production rate was modified in this example. This parameter has an impact 
on the filling level of all chests, but no impact on the consistency after the pulper chest. 
Fig. 3 shows the result of optimizing the production rate. The evaluation of the default 
simulation is shown in the inner area (green), the evaluation with optimized production 
rate results in a bigger area (red). As expected, the evaluation is improved for all trends 
representing filling levels, but not for the trend representing the consistency after the 
pulper chest. 
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Fig. 1 The validation assistant can be used for easy visualization of trend lines 
 

 
Fig. 2 Impact of one modified parameter on the single trend lines 
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Fig. 3 Evaluation of all trend lines after optimization of one parameter 
 
 
5. OPTIMIZER 
 
From an optimization point of view, the simulation model constitutes a black box. The 
optimality of the system is measured by an objective as outlined in section 3. In general, 
information characterizing the functional properties of the objective like differentiability, 
smoothness etc. is missing. A special Evolution Strategy [2] as an incarnation of a 
stochastic search process is therefore used. 
The optimization module uses an improved (1+1)-Evolution Strategy. The fitness 
function for the Evolution Strategy is given by the quality fSimu. This objective is 
calculated after each simulation run of the model with any tested parameter set. During 
optimization, two parameter sets are compared by the objective fSimu. The parameter set 
with higher fitness (greater value for fSimu ) will be selected as a parent for the next step. 
A child is generated by parameter variation (mutation) and its fitness value is calculated 
after simulation of the model. 
The evolution strategy that was used is based on the Local Evolutionary Search 
Enhancement by Random Memorizing (LESRM) [3]. It uses a memory for former good 
solutions to decrease time consumption and to increase robustness of the search process. 
The memory is accessed at random to extract new, potentially good solutions.  
The advantages of LESRM compared to other stochastic optimizers are robustness and 
efficiency. A disadvantage of the LESRM algorithm is space complexity. For an 
increasing number of parameters N, the space complexity of the randomly accessed 
memory increases by N3. This is relevant for high-dimensional optimization problems. 
By using two concepts from nature, it was possible to reduce the space consumption of 
the memory to N without increasing time complexity. The two concepts used were: 
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1. Stochastic selection of incoming data 
2. Forgetting stored data with low information gain 

 
To avoid significant problems of elitist selection in Evolution Strategies, an aging of the 
parents was inserted. In nature, aging means a decrease in the fitness of an individual 
during its lifetime. We adopted this behavior for the (1+1)-Evolution Strategy with 
respect to the fitness function and the number of parameters to be optimized. 
In addition, we extended the (1+1)-Evolution Strategy to constraint handling. Constraints 
are given by technological limits. The limits have to be tested in the model, and the 
results of all tests are aggregated to form one Boolean value which indicates the 
occurrence of a constraint violation. This value is used by the optimization process to 
generate technologically feasible solutions. 
 
6.  CONCLUSIONS 
 
The validation assistant is now ready for use and has been tested on two different 
dynamic simulation models.  
Using the validation assistant, it is possible to evaluate the accuracy of a dynamic process 
model versus original data from a process on an objective base. It is no longer merely a 
matter of visually comparing trend lines. This will help the user of a simulation model to 
have more confidence in the results obtained from the simulation model. This will also 
help to improve the acceptance of simulation results by the decision-makers in industry. 
Moreover, the validation assistant together with the included optimizer, will not just 
ensure the quality of simulation models, but will also speed up the process of model 
calibration and therefore make dynamic modeling cheaper. This will help to further 
increase the usability of dynamic simulation in process optimization, where up to now 
dynamic models were often not used due to the high costs of the models.  
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1. INTRODUCTION 
 

 

1.1. Objective 
 

Papermaking industry has, in general, an important need of knowledge about how they can 

optimise the usefulness of their data by applying different modelling methods. Validation 

techniques are needed to check model performance and to improve the robustness of the model 

[1]. 

 

The objective of this study is to compare different types of validations, focusing on applications 

carried out to predict the paper properties based on wet-end performance at a paper mill. 

 

Model building and validations have been carried out in a newsprint machine, involving more 

than 7,500 variables (process variables or product properties) and measurements from a focused 

beam reflectance measurement (FBRM) device [2]. The parameters selected for the prediction 

model were selected based on know-how and previous experiences at the mill using statistical 

analysis. 

 

1.2. Methodology 
 

From the initial set of variables, only 50 were pre-selected for modelling. Statistical analysis has 

allowed to reduce the number of model inputs to less than 10 in last Artificial Neural Network 

models. Predictions for different quality parameters have been very accurate (e.g. R
2
 for paper 

formation predictions over 0.74). The next step was to optimise model usefulness and 

robustness through appropriated validation procedures. 

 

Validation methodologies that have been carried out are the following: 

 

- Cross validations for multiple regression models constructed for different periods of 

time. 

- Validation with data that have been randomly extracted from model developing. The 

validation error has also been used as the stopping criteria in a first artificial neural 

network model. (Random validation) 

- Mixed validation, that includes both data taken at the same period of time than data 

taken for model building and data from different periods of time. The objective of this 

procedure is to cover different operating conditions by including validation from the 

same periods of time than the used for model building, and assure robustness (in terms 

of generalization capabilities) by including validation data from different periods of 

time. 
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2. RESULTS AND DISCUSSION 
 

2.1. Parameters selection 
 

From the initial pre-selection of 50 process variables and product quality parameters (see table 

1), several of them were chosen as the most important ones to track product properties, and thus 

the final set of parameters was established. 

 
Table 1.- Studied parameters. 

 

 
 

Final set of parameters: 

 

- Input variables: 

o FBRM data: 

� Median chord length of CLD (Median, No Wt) 

� Counts per second 1-5 µm. 

� Counts per second 5-34 µm. 

� Counts per second 34-1000 µm. 

o Machine speed, given as head roll speed. 

o Consistency of the headbox pulp. 

o Ash content in headbox pulp. 

o Deinked pulp (DIP2) flow. 

o Deinked pulp (DIP3) flow. 

o Broke pulp flow. 

o Flocculant dosage. 

o Coagulant dosage. 

o Ultimer dosage. 

o Carbonate dosage. 

 

- Output variables: 

o Formation index. 

o Tensile strength. 

o Elongation. 

VARIABLE UNITS VARIABLE UNITS 
Headbox Consistency (DCS) PM61 g/l Grammage (PaperLab) PM61 g/m² 
Headbox Consistency (Lab) PM61 % Thickness (PaperLab) PM61 µm 
Headbox Ash content (DCS) PM61 g/l Formation Index (PaperLab) PM61 
Headbox Ash content (Lab) PM61 % Tensile Strength (PaperLab) PM61 kN/m

WW consistency (DCS) PM61 g/l Tear Strength (PaperLab) PM61 Nm²/kg 
WW Consistency (Lab) PM61 % Elongation (PaperLab) PM61 
WW Ash content (DCS) PM61 g/l Density (PaperLab) PM61 kg/m³ 
WW Ash content (Lab) PM61 % Hand (PaperLab) PM61 cm³/g 
Total Retention (DCS) PM61 % Break Length (PaperLab) PM61 km

Total Retention (Lab) PM61 % Long. TEA (PaperLab) PM61 J/m² 
Ash Retention (DCS) PM61 % Longitudinal TSI (PaperLab ) PM61 kNm/g

Ash Retention (Lab) PM61 % Transversal TSI (PaperLab) PM61 kNm/g

Flocculation Index PM61 Porosity (PaperLab) PM61 ml/min 
DIP2 Pulp Flow m³/n Opacity (PaperLab) PM61 % 
DIP3 Pulp Flow m³/h Brightness (PaperLab) PM61 % 

Brokes Pulp Flow m³/h Moisture in Pope PM61 % 
Flocculant dosage PM61 g/Ton Base paper Ash content PM61 % 
Coagulant Dosage PM61 g/Ton Ash content in Pope PM61 % 

Ultimer dosage PM61 g/Ton Moisture in Size Press PM61 % 
CaCO3 dosage PM61 l/h Counts/s (1-5 µm) Cts/s 
Wire roll speed PM61 m/min Counts/s (5-34 µm) Cts/s 

pH in PIT Counts/s (34-1000 µm) Cts/s 
Mean, 1/Lth Wt µm 
Mean, Sqr Wt µm 
Median, No Wt µm 
%<5.41, No Wt % 
%>34.15, No Wt % 
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o Tear strength. 

o Paper ash content in pope. 

 

These output variables were proposed by the mill personnel as the more representative and 

critical ones for their products. 

 

2.2. Data filtering 
 

A data filtering step is needed to consider only those data that are really representative of the 

phenomena happening in the mill. Several filtering steps are needed: 

 

1. Machine stops and starting ups. 

2. Product classification. In order to build accurate models, each product should be 

considered separately, since some non considered variables can change between 

them. This is more important when changes are made between different paper 

qualities. In Table 2 the product distribution by months can be observed, with the 

number of data that have been acquired during this period. 

3. Breaks. In order to improve data accuracy and to determine how representative they 

are of the paper machine phenomena, data corresponding to breaks have been 

discarded. 

4. Product out of specifications. Since some of the reels produced can be out of 

specifications, data corresponding to those products should be removed from the 

model, since they do not correspond to normal behaviour of the paper machine. 

5. Abnormal data. This last step in data filtration corresponds to discarding all of those 

data that moves away from common values for a given parameter. The general 

criteria for this data removing has been selected considering the values as a normal 

distribution and removing all the data that has values lower than the mean minus 

three times the standard deviation or higher than the mean plus three times the 

standard deviation. 

 

2.3. Model building 
 

Statistics and advanced modelling methods give different alternatives for modelling [3,4,5]. 

From all the alternatives, three different approaches for finding data correlations and model 

building have been considered: 

 

- Monthly multiple regression. 

- Multiple regression with all data since July. 

- Neural network modelling. 

 

2.3.1. Monthly multiple regression 
 

Two different regression models are used for each case: one considering a constant factor (K in 

tables), which can reflect all the situations that are not considered in the model and another 

without this constant. Since we are using 14 input variables, the first model will give 15 

parameter values and the second one 14.  

 

The correlation coefficients and model parameters, that are calculated by random validation 

with data from the same period of time than those used for modelling, change from one month 

to the others and, therefore, the model will need to be checked for each specific case. Quite 

good correlations are found in different periods, as it can be observed in table 2 for each month 

and the different principal products. 
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Table 2. Correlation coefficients by months and product type. 

 

 
 

It is observed that: 

- Correlation coefficient for one specific grade and one specific model can change 

drastically when the analysis time period is different (For instance in table 3 see 

correlation for the model with K for Newsprint B in July and August). 

- Correlation coefficients are always better when using models with K, as it was 

expected. 

- FCO B production gives in general good correlations with all the analysed process 

variables except for elongation. 

 

It is observed that there are big differences when comparing the parameter data and the values 

obtained in the models for the different months, which shows the difficulty of obtaining a 

general model. However it was decided to carry out a trial applying the model from one month 

to predict the data from another month. As it was expected, the results are not good enough as it 

is shown in figure 1. 

 

2.3.2. Full data multiple regression 

 
Since the monthly multiple regression approach was not good enough, a new trial has been 

made considering as input data those corresponding to the period comprising July to end of 

October, in order to see if the correlation is still good enough or some of the obtained data for 

each month were casual. 

 

The multiple regression model was developed only for the two most common products, which 

are Newsprint A and Newsprint B. The obtained correlation coefficients are summarized in 

table 3. The mean values of the coefficients obtained for each month separately are also shown 

to compare the model accuracy.  

 

NP A NP B NP C FCO B NP A NP B NP C FCO B 
FORMATION INDEX - 0.76 0.77 0.82 0.87 0.44 0.68 - 
TENSILE STRENGTH - 0.63 0.63 0.52 0.46 0.39 0.54 - 
QCS POPE ASH CONTENT - 0.39 0.69 0.7 0.42 0.43 0.8 - 
ELONGATION - 0.34 0.72 - 0.88 0.6 0.89 - 
TEAR STRENGTH - 0.39 0.78 0.62 0.51 0.4 0.64 - 

NP A NP B NP C FCO B NP A NP B NP C FCO B 
FORMATION INDEX - 0.75 0.67 0.82 0.87 0.37 0.68 - 
TENSILE STRENGTH - 0.62 0.61 0.52 0.45 0.29 0.54 - 
QCS POPE ASH CONTENT - 0.35 0.69 0.68 0.36 0.43 0.78 - 
ELONGATION - 0.34 0.72 - 0.88 0.58 0.88 - 
TEAR STRENGTH - 0.39 0.77 0.59 0.5 0.4 0.63 - 

NP A NP B NP C FCO B NP A NP B NP C FCO B 
FORMATION INDEX 0.94 0.69 - - 0.58 0.42 - 0.76 
TENSILE STRENGTH 0.53 0.58 - - 0.52 0.54 - 0.69 
QCS POPE ASH CONTENT 0.55 0.56 - - 0.55 0.3 - 0.9 
ELONGATION 0.57 0.39 - - 0.83 0.62 - 0.3 
TEAR STRENGTH 0.81 0.33 - - 0.52 0.26 - 0.77 

NP A NP B NP C FCO B NP A NP B NP C FCO B 
FORMATION INDEX 0.94 0.69 - - 0.55 0.4 - 0.75 
TENSILE STRENGTH 0.45 0.58 - - 0.49 0.5 - 0.66 
QCS POPE ASH CONTENT 0.55 0.53 - - 0.51 0.3 - 0.89 
ELONGATION 0.57 0.39 - - 0.81 0.62 - 0.28 
TEAR STRENGTH 0.81 0.32 - - 0.51 0.25 - 0.75 

WITH K 

NO K 

JULY AUGUST 

SEPTEMBER OCTOBER 

 

SEPTEMBER OCTOBER 

JULY AUGUST 

WITH K 

NO K 
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Figure 1. Formation index model developed with data from July applied to data from August. 

 

 
Table 3. Correlation coefficients obtained with the full period, compared to the mean values of the 

correlations for each month. 

 
 

As it can be observed, only for the formation index a good model is really obtained, mostly with 

the data from Newsprint A productions. This model is considered only adequate as a prediction 

tool for the formation index value. 

 

As an example, figures 2 and 3 show the model predicted data for the formation index for the 

two type of products studied. 

 

2.3.3. Artificial Neural Networks (ANNs) 

 
An artificial neural network (ANN) can be defined as a data processing system consisting of a 

large number of simple, highly interconnected processing elements (artificial neurons) in an 

architecture inspired by the structure of the cerebral cortex of the brain [6]. 

 

FORMATION INDEX: APPLICATION OF JULY’S MODEL TO AUGUST DATA 

0 500 1000 1500 2000 2500 3000 3500 4000 

Formation Index PLab July Model applied to August August Model 

WITH K NO K WITH K NO K

FORMATION INDEX 0.84 0.84 0.8 0.79

TENSILE STRENGTH 0.41 0.41 0.5 0.46

QCS POPE ASH CONTENT 0.36 0.33 0.51 0.47

ELONGATION 0.55 0.52 0.76 0.75

TEAR STRENGTH 0.5 0.49 0.61 0.61

WITH K NO K WITH K NO K

FORMATION INDEX 0.59 0.59 0.58 0.55

TENSILE STRENGTH 0.47 0.47 0.53 0.5

QCS POPE ASH CONTENT 0.23 0.14 0.42 0.4

ELONGATION 0.34 0.33 0.49 0.48

TEAR STRENGTH 0.4 0.36 0.34 0.34

NP 42.5 MONTHLY MEAN VAL

NP 45.0 MONTHLY MEAN VALB 

A 
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Figure 2. Formation index comparison between real and predicted data for Newsprint A (Random 

validation). Magenta and green lines are almost overlapped. 

 

 
FORMATION INDEX COMPARISON BETWEEN REAL AND PREDICTED DATA 

NP 45.0

0 2000 4000 6000 8000 10000 12000

Formation index PLab Predicted formation index without constant Predicted formation index with constant

 
 

Figure 3. Formation index comparison between real and predicted data for Newsprint B (Random 

validation). Magenta and green lines are almost overlapped. 

 

 

A deeper approach to data modelling is being performed by means of neural network modelling. 

Very promising results have been obtained. For example the R
2
 for the correlation between the 

predicted and the real formation index for Newsprint B is 0.73 (figure 4). 

 

In order to compare different types of validation, two different ANNs have been developed with 

data from July to September 2004 and Newsprint B grade. Minimum validation error has been 

FORMATION INDEX COMPARISON BETWEEN REAL AND PREDICTED DATA 
NP 42.5 

500 1000 1500 2000 2500 3000 
Formation index  PLab Predicted formation index without constant Predicted formation index with constant

A 

B 
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the used criterion to select optimum number of epochs. The difference between these ANNs is 

the validation dataset. 

 

- In ANN-1, 8593 mill data have been used for training and 2858 mill data have been 

used only for random validation (25% of total data from the same period of time). 

- In ANN-2, 8593 mill data have been used again for training and 4067 mill data have 

been used for mixed validation (2858 data from July-September 2004 period and 1209 

data from October 2004).  

 

ANN-1 
 

Figure 4 shows an example of comparison between laboratory data and predicted data for the 

period July-September 2004. Results at this period are logically the best, because validation data 

are quite closed to data used for model training. 

 

For all the outputs, a correlation index ‘R’ is calculated to evaluate each prediction. Figure 5 

shows correlation coefficients for the analysed product quality parameters obtained with the 

artificial neural network, as well as average errors for each parameter. These errors are 

calculated as a percentage of the difference between the minimum and maximum values of each 

quality parameter in the training dataset. 

 

 
Figure 4. Neural network model comparison to real formation index data. 

 

This model has been simulated with data from October 2004 and November 2004, obtaining the 

errors summarised in figure 5. This ANN does not take into account data from October or 

November 2004 at validation, so differences in accuracy for each month are probably due to 

how closer are operating conditions respect to training period. 

 

ANN-2 

 

This ANN has been trained with mixed validation. Results from validation and simulation for 

October and November 2004 are also summarised in figure 5. 

Evolution of Formation Index for NP 45.0 production over the full period: 

Real vs. Predicted Data

0 500 1000 1500 2000 2500 3000
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Lab data 
Predicted data 

R² = 0.75

Average error = 7.84%

B 
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Figure 5. Average errors for the different product quality parameters with Neural Network modelling and 

random validation (ANN-1) or mixed validation (ANN-2). Errors are calculated with training data 

(validation) and with other data (simulation). 

 

At validation, ANN-1 gives logically in general better results than ANN-2. That fact is due to 

the training process itself, with validation data from only the same period of time than training 

data (July-September 2004), which are quite similar. But when we simulate different periods of 

time, ANN-2 (built with validation data not only from the period July-September 2004, but also 

with October 2004) has better generalization capabilities. 

 

Table 4 summarises the average value for all the errors considering all the ANNs’ outputs. At 

validation, ANN-1 seems to be 13% better, but when we simulate, errors are 25% smaller if 

working with validation data with broader periods of time, even with those out of training 

periods (ANN-2). So, working in that way gives more robustness to the model. 

 

This fact can be also denoted if we compare errors at validation with errors at simulation in each 

ANN. In ANN-2, values are much closer and thus, applying the model at different periods gives 

similar and robust results. 

 
Table 4. Average errors of developed ANNs in each working step. 

 

Simulation 
 Validation 

October 2004 November 2004 

ANN-1 8.2 14.7 15.5 

ANN-2 9.3 11.5 11.3 
 

 

3. CONCLUSIONS 
 

Artificial Neural Networks are flexible tools that give accurate and robust results when the 

behaviour of the process is difficult to understand and there are not equations modelling that 

process. 

 

Best predictions are achieved for the formation index. 
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A very accurate model at a specific period of time can be very useful to diagnose troubles or 

optimize a very specific variable. However, when medium or long term predictions are of 

interest for the mill, models have to be robust, even when accuracy becomes smaller. 

 

Validation becomes a crucial step when modelling. If used as stopping criterion when training, 

the quality of further predictions strongly depend on the methodology used. 

 

Mixed validation achieves more robust results than random validation. Thus, trying with 

different possibilities of mixed validation would improve the robustness of the results. 

 

Using ANN models with mixed validation for longer periods of time would require a more 

exhaustive pre-processing step, but would improve the robustness of such models. In further 

studies, an optimum will be established for the amount of time used to build the ANNs and then, 

future on-line models will include self-adaptive rules with time as ‘learning new values’ or 

‘forgetting the oldest ones’. 
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Abstract 
 
1. INTRODUCTION 
 
A multivariate autoregressive (MAR) model is a time series model, where each new 
reading of a measurement is explained by a linear combination of the past values of the 
same measurement and of the other measurements in the model. MAR models are used 
(among other things) in the analysis of the dynamics of industrial processes, as this model 
structure provides a reasonable compromise between the ability of the model to describe 
the dynamics of the process and the ease of model identification and use.  
 
MAR modeling has proved to be a valuable tool in solving process fluctuation problems. 
Solved cases have been published from paper mills [11], conventional power plants [3], 
nuclear reactors [10], a cement kiln [2], an aluminum roll mill [15], and a food processing 
plant [13]. However, the use of the MAR modeling approach has been impeded by 
insufficient understanding of the reliability of its results. 
 
This paper describes how factors affecting the reliability of MAR modeling have been 
investigated in a simulation study, and how the results from the study have been used to 
automate process analysis, including model validation. 
 
2.  PROCESS FLUCTUATIONS 
 
Temperatures, flows and other values in industrial processes rarely hold exactly at their 
target values. Fluctuation is caused by, e.g., wear in actuators and variations in the quality 
of raw materials. If the control equipment cannot attenuate the fluctuation sufficiently, 
the efficiency of the process is decreased, the quality of the end product is deteriorated 
and the wear of process equipment is accelerated. 
 
Finding the origin of process fluctuations (fault isolation) is often complicated, process 
plants typically containing several tightly interconnected control loops. Fluctuations in 
one loop are reflected to other loops, and often the whole process or a significant part of 
it displays the same fluctuation symptoms. A large number of controllers can be involved 
in the fluctuation mechanism. On the other hand, all practical actuators have some degree 
of imperfection, contributing in some degree to the overall process fluctuation. Finding 
the origins of process fluctuations involves determining the mutual significance of the 
various fluctuation sources in the process. 
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Analysis of process fluctuations cannot be feasibly based on first principles modeling, as 
the building a sufficiently detailed model of the dynamics of an industrial process would 
be an overwhelming task. Hence, data-based black box modeling is an important tool in 
the analysis of process fluctuations. 
 
3.  THE MAR MODEL 
 
3.1 The model structure 
 
The canonical form of the MAR model is expressed as 
 

∑
=

+−=
M

l
klklk

1
)()()()( exAx      (1) 

 
where the vector x(k) represents the measured time series at sample index k, A(l) is a 
square matrix of constant model coefficients for each value of delay l and the term e(k) 
represents the prediction error. M is the model order, which represents the maximum 
process delay that the model can describe. 
 
The coefficient matrix A represents the transfer functions between the variables in the 
model. As transfer functions from each variable to every other variable are included, the 
model is capable of representing feedback controls and material recirculations. Model 
identification requires no a priori knowledge of which transfer functions actually exist. 
 
The selection of the model order is most often based on a criterion such as the Akaike 
Information Criterion (AIC) [1], whereas the model coefficients are usually identified by 
the so-called LWR algorithm [8]. The model orders selected for the purpose of process 
analysis are typically significantly higher than the model orders used in control system 
design and controller tuning. Lower model order allows for more robust transfer function 
estimates, but less detail in the frequency responses. 
 
3.2 The prediction errors as fluctuation sources 
 
The transfer functions in an MAR model describe the propagation of process fluctuations 
from one variable to another. The prediction errors describe the fluctuation components 
that cannot be predicted from previous measurement values using the linear model 
structure. Process phenomena modeled in the prediction errors include, e.g., quality 
variations in the raw materials, non-linearity caused by malfunctions such as hysteresis in 
valve actuators, and sensor noise. As a practical simplification, the malfunctions causing 
process fluctuations are modeled in the prediction errors of the MAR model.  
 
Consequently, the MAR model in Equation 1 can also be thought of as a digital filter, 
where the prediction errors e(k) are considered as inputs called the noise sources. Their 
effects propagate through the transfer functions A and results in process fluctuations 
observed in variables x. 
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A source of process noise is modeled in the prediction error of the variable in whose 
measured time series its effect is first observed. For example, the hysteresis of a valve 
actuator is most often represented in the prediction error of a flow measurement close to 
the valve. Naturally, the sample interval of the measurement data has to be sufficiently 
short compared to process delays, so that the propagation of fluctuation from one 
measurement to another can be observed.  
 
In order to locate the origin of fluctuation, the mutual significance of the noise sources in 
the model has to be evaluated. If some noise sources can be determined to be 
insignificant, they can be excluded from further analysis. The actual malfunction can then 
be searched for in the neighborhoods of the remaining variables. 
 
The mutual significance of the noise sources is most often evaluated in the frequency 
domain, in order to separate the effects of control loops resonating at different 
characteristic frequencies. A frequency transform of Equation 1 yields the estimated 
spectrum matrix Sx(f) of the variables 
 
 )()()( * fff HΣHS ex =       (2) 
 
Where Σe represents the covariance matrix of the noise sources, the asterisk denotes the 
complex conjugate transpose, and 
 
 ( ) 1)(-=)( −ff AIH        (3) 
 
is the transfer function matrix from each noise source to each variable in the model [9]. If 
the noise sources can be perfectly separated from each other, the covariance matrix Σe is 
diagonal and the power spectral density of each variable xi can be expressed as the sum of 
effects from each of the noise sources 
 

 ∑
=

Σ=
m

j
ij jjii

fHfS
1

2
)()( ex       (4) 

 
The relative effect of the noise source ej to the fluctuation of xi is given by  
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     (5) 

 
where Γij is called the noise source contribution and the superscript (diag) indicates the 
assumed perfect separation of the noise sources. 
 
3.3 Inseparable noise sources 
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In practical process analysis, the noise sources can never be perfectly separated from each 
other. The most common approach to handling of the off-diagonal elements of Σe is to 
check whether they are smaller than some heuristic threshold value, and if so, to simply 
ignore them. 
 
There have been various approaches to handle significant off-diagonal elements of Σe 
[14]. Methods requiring a priori process knowledge are not very practical for problems 
involving a large number of process measurements. Methods based on grouping mutually 
correlated noise sources together assume that clear group structures can be found and 
introduce new heuristic parameters for determining the groups. The approach adopted in 
this work is based on the Cholesky decomposition of the noise covariance matrix 
 
 *LILΣe =         (6) 
 
Using this decomposition, a maximal noise source contribution 
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can be defined [6]. This approach assigns to the noise source e1 as much of the correlated 
part of the noise source power as possible, while being consistent with the identified Σe. 
Equation 7 defines the maximal noise source contribution from the noise source e1 to 
each variable xi. To calculate the corresponding noise source contributions from other 
noise sources, the variables in the model have to be rearranged. 
 
A fault isolation algorithm based on computing the maximal noise source contributions 
has been developed in [12]. This algorithm has been used to find the origins of 
fluctuations in several industrial processes. 
 
4.  INVESTIGATION OF FACTORS AFFECTING THE RELIABILITY OF 

MAR MODELLING 
 
Despite the success in solving practical cases, the reliability of MAR modeling is 
inadequately understood. The theory supporting this technique makes several 
assumptions that are not valid when actual industrial processes are analyzed. These 
assumptions include the linearity and the stationarity of the process, the normal 
distribution and the whiteness of the noise sources and the infinite length of the data 
available for analysis. Theoretical confidence limits for MAR analysis have been derived 
[7], but they are based on assumptions not met in actual processes, such as process 
linearity or the Gaussian distribution of the fluctuation. 
 
In most of the previous work to validate MAR modeling, data has been generated using a 
linear simulation model and the identified MAR model has been compared with the 
original simulation model. [4,5] 
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To achieve more realistic a setup, a relatively detailed simulation model was used. This 
model was built for operator training at unit No. 2 of the Ormond Beach power plant. The 
model is based on first-principles modeling and includes fault modes related to process 
dynamics, such as stiction in valve actuators. The simulation model has over three 
thousand variables. 
 
Due to the non-linearity of the simulation model, there is no "correct" linear model with 
which the identified MAR model could be compared. Instead, a more application-
oriented approach was developed. The validity of the MAR modeling was evaluated by 
considering the ability of the MAR analysis procedure to locate the inflicted “process” 
fault and to estimate its significance in each simulation set-up. 
 
The text below describes a simulation experiment for determining the level of process 
noise required for reliable MAR modeling. 
 
4.1 Level of process noise 
 
MAR modeling is based on observing the propagation of process noise from one 
measurement to another (i.e., no step experiments are executed). Reliable model 
identification requires that some unique information is propagated through every transfer 
path in the model. Without sufficient noise sources in the process, the fluctuation 
propagates too deterministically in a feedback loop, which decreases the reliability of 
MAR model identification. However, the actual level of noise required for modeling isn’t 
known. 
 

 
Figure 1. A simplified process diagram of the simulator. The measurements used 
in the experiment are shown in the diagram. The stiction was introduced to the 
inlet valve of the deaerator. 

 
A considerable stiction (5%) was introduced to the valve controlling the deaerator input 
flow, and four closely related mass flow rate measurements were selected as variables for 
the MAR modeling: 
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• WJDA1X: Mass flow rate at the outlet of the deaerator (x1), 
• WWCSPX: Mass flow rate at the inlet of the deaerator (x2), 
• WWJP1X: Mass flow rate in feedwater pumps (x3) and 
• WSMSPX: Mass flow rate in the main steam pipe (x4). 

These measurements were selected, because they form a system that is closely connected, 
yet controlled by several control circuits. The measurements are shown in Figure 1. 
 
In the simulation model, the level of noise was controlled by adjusting the level of sensor 
noise. Some of the sensors are used in feedback control, which connects the sensor noise 
back in the process. Figure 2 shows the trend plot of the x4. The relatively sharp changes 
in the trend are caused by corrective actions of several controllers. As can be seen from 
the plot, the process is not very stationary. In addition, process non-linearity makes the 
fluctuation complicated: as the noise level is increased, the need for control actions 
becomes more frequent and the frequency of the fluctuation changes. 
 

 
Figure 2. Fluctuation of the mass flow rate in the main steam pipe. 

 
The simulation was executed using noise levels from (a somewhat realistic) 2% down to 
(unrealistically low) 0.001%, where the percentage figure indicates the standard deviation 
of the sensor noise in relation to the sensor reading. At each noise level, the simulation 
was executed both with and without the inflicted malfunction. 
 
When the level of sensor noise was low, the fluctuation was dominated by the stiction in 
the deaerator input valve. The fluctuation of x4 was almost completely eliminated when 
the stiction was removed. When the level of sensor noise was gradually increased, the 
plant-wide effect of the valve stiction was decreased, and the system became less 
deterministic. The process fluctuation became dominated by the sensor noise, and 
removing the stiction had a smaller effect on the fluctuation. 
 
Figure 3 shows, at each noise level, the values of three characteristic figures: 

• 2
4xδσ  indicating the change in the variance of x4 when the stiction was removed. 

This change is plotted as a percentage to make it better comparable to the noise 
source contributions. 

0 1 2 3 4 5 6 7 8

WSMSPX

Time [hours]
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• (diag)
42Γ  indicating the noise source contribution from e2 (the noise source nearest 

to the actuator with the stiction), computed by ignoring the off-diagonal elements 
of the noise covariance matrix. 

• (max)
42Γ  indicating the maximal noise source contribution from e2. 
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Figure 3. The maximal noise source contribution to variable x4 and the reduction 
in the power of the fluctuation of x4. 

 
At reasonably realistic noise levels the three characteristic figures are in good agreement 
with each other, and the noise source contribution values could be used to predict the 
decrease in fluctuation level when the malfunction was fixed.  
 
When using the maximal noise source contribution, adequate MAR model performance 
was achieved also with measurement signal-to-noise ratios much better than what is 
possible with contemporary instrumentation. This suggests that the level of process noise 
is not a practical concern when the maximal noise source contribution computed from a 
MAR model is used to locate the origin of a process fluctuation. 
 
4.2 Various types of fluctuation sources 
 
The main purpose of the simulation experiments was to gain further understanding about 
the applicability of the MAR modeling in solving fluctuation problems in continuous 
industrial processes. In the simulation model, process fluctuations were generated by 
simulating the following malfunctions: 

• Mistuning a controller. 
• Increased measurement noise. 
• Valve stiction. 
• Valve hysteresis. 

These malfunctions were introduced at various control loops at several degrees of 
severity and the increased fluctuation was observed at various measurements across the 
process. The ability of the MAR modeling to locate the origin of fluctuation was 
evaluated by comparing the noise source contributions to the relative reduction of 
variance when the malfunction was removed, as discussed above.  
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Whenever a process malfunction caused a detectable change in process spectra, MAR 
analysis was able to locate the origin of that fluctuation. For valve hysteresis and stiction, 
the degree of simulated malfunction severity at which the spectral change became 
detectable was found to be comparable to those encountered in actual processes. The 
most important assumptions (process linearity, noise source properties) of the theory 
behind MAR analysis, which are not valid in actual processes, were found not to prevent 
successful application of the technique. 
 
5.  CONCLUSIONS 
 
Validation of an identified process model can be quite a complicated task, and analyzing 
a process fluctuation can require identification of dozens of time series models. 
Furthermore, personnel analyzing process fluctuations don’t necessarily have system 
identification or time series analysis as their primary interest or education. Hence, 
automatic model validation is highly desirable. 
 
The formal theory supporting MAR modeling doesn’t provide adequate tools model 
validation, as its assumptions (such as linearity) are not valid in practical processes. 
Better understanding of model validity can be gained with simulation experiments, where 
sufficiently realistic process model is used. 
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Abstract 
 
This paper presents a method for optimal detection of need for re-estimation of the 
parameters of multivariate soft sensors based on infrequent and irregular reference 
measurements. We assume that the validity of parameters deteriorates through a 
stochastic process. In particular, we give analytic distributions of parameters when 
deterioration is through random-walk diffusion. Method is demonstrated and its detection 
capabilities analyzed in cases where the actual deterioration is either a step change, a 
linear drift or a random walk.  
 
 
1. INTRODUCTION 
 
Soft sensors can be understood as steady-state simulators with process measurements as 
inputs. The soft sensor models may be physico-chemical, black-box or combinations of 
these two, often referred to as gray box models.  
 
In black-box and gray box models the model parameters are identified from process and 
laboratory data with input measurements from the process and the output to be soft-
sensed measured in laboratory. However, as the direct physico-chemical meaning of the 
model parameters is rather unclear, the parameters may depend on the process structures 
and conditions at the instant of model identification. Thus the parameters often change 
over time and the predictive power of the soft sensor diminishes.  
 
In order to keep the soft sensor reliable, occasional laboratory measurements are made 
about the property soft-sensed and compared with the soft sensor predictions. Such 
occasional data sets are typically too small to serve as a basis for re-identification of the 
parameters. However two alternative questions may be answered on the basis of such 
data: 
 

- is there a need for proper recalibration, or 
- how much the model parameters should be adapted on the basis  of such data? 

 
In this paper we shall shortly describe a general Bayesian framework for answering these 
questions, assuming that the degradation of model parameters can be described as a 
stochastic differential equation. We shall give explicit results for the case of multivariate 
linear soft sensor and integrated white noise degradation of parameters. 
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2.  BAYESIAN ESTIMATION OF PARAMETER DISTRIBUTION 
 
2.1 General case 
 
We shall denote the input signals to the soft sensor by vector s, the output by a scalar x, 
and model parameters by a vector β. The stochastic dependence describing the soft sensor 
model and the uncertainty of the soft sensor is the conditional probability density 
function (pdf) 
 

),|(,| ββ sxf sX         (1) 
 
where the capital letters refer to stochastic variables and small letters to their values. The 
soft sensor output is the maximum likelihood value: 
 
 ),|(maxargˆ ,| ββ sxfx sXx

=       (2). 

 
We shall consider the model parameters β also as random variables. After model 
identification the uncertainty in parameters is described by the joint probability 
distribution 
 
 )(),0( β+

Bf         (3). 
 
Now let us assume that we know the pdf of parameters after (n-1)th laboratory reference 
measurement xn-1 to be )(),1( β+−n

Bf . Furthermore, let us assume that after this reference 
measurement the (unknown) changes in model parameters are described with a stochastic 
differential equation 
 

 ),( ξββ F
dt
d

=         (4), 

 
, where ξ is some stochastic process.  
 
We can use (4) to solve for the pdf of β at later time instants, in particular at time when 
we get the nth laboratory reference measurement, )(),( β−n

Bf  (the minus sign in 
superscript denotes the distribution before reference measurement is taken into account).  
 
By using Bayes formula, by assuming that – in case of several simultaneous reference 
measurements – the measurements are independent, and by using )(),( β−n

Bf  as a priori 
information, we get 
 

 ∏
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Here N1 is an uninteresting normalization factor.  Furthermore as s and b are statistically 
independent when marginalized over x [i.e. )(*)(),(, ββ ΒΒ = fsfsf SS ], we can write (5) 
as 
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Now using (1) and (4) defines a recursion between )(),1( β+−n

Bf  and )(),( β+n
Bf . 

 
The need for recalibration can be detected through that the actual coefficients βactual are 
exceptional according to )(),( β+n

Bf at the probability p0 of false alarms, i.e. Aactual ∈β , 
with 
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The new best estimates of parameters – to be implemented at each step or when need for 
recalibration is detected – are given as the maximum likelihood values: 
 
 )(maxargˆ ),( ββ

β

+= n
Bn f       (8). 

 
2.2 Linear – Gaussian – random walk case 
 
Let us consider a linear model sx T

cββ += 0 . In what follows we denote [ ]TT
cβββ 0≡ . 

Assuming model errors Gaussian we have 
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Hence  
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with 
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Let us assume that after the nth update with Nn simultaneous observations the distribution 
is normal and thus characterized by the mean µn

(+) and covariance matrix ∆n
(+): 
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We assume that the uncertainty in b degrades through a random walk process: 
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Inserting (10) and (14) into (6), we see that )(),1( β+−n

Bf  is Gaussian: 
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Therefore our assumption of Gaussian in (12) is self-consistent and an explicit recursion 
between the distribution parameters has been established. The recursion is initialized with 
the known mean and covariance estimates for parameters of linear multivariate models. 
 
The test for exceptional values of parameters is that for Mahalanobis distance [3] 
 

 ( ){ }1( ) ( ) ( ) ( ) 1
) ) 0| ( ) ( ) ( )T

n actual actual n n actual n dA F pβ β µ β µ
−+ + + + −= − ∆ − >  

          (17). 
with k as the dimensionality of β. 
 
Here we used the inverse function of   

)2/(
)2/,2/()(0 d

cdCFp d Γ
Γ

==        (18). 

The best estimate for the parameters during [ )1, +∈ nn ttt  is µn
(+). 

 
3. EXAMPLE 
 
In this chapter, we shall analyze the performance of parameter updating of our algorithm 
with simulated cases. Also the detection capabilities of this algorithm are analyzed. These 
simulations include the response of the parameter updating algorithm to fault situations, 
demonstrating potential and actual situations happening in real factory. 
 
Our signal is the form of 0 1 1 2 2 3 3x a a s a s a s= + + + , where s1, s2 and s3 are random 
variables and a0 =1, a1 = 3, a2 = 3, a3 = 3.  Figure 1 shows a simulated example of 
updating parameters when the true parameters undergo a diffusion. Original estimation of 
parameters at t = 0 is based on 100 signal-reference observation pairs. The reference 
values become available individually at irregular intervals evenly distributed between 2 
and 4 time units. The diffusion coefficients for parameter estimation are selected as 
0.001or 0.0001 for diagonal elements and 0 for off-diagonal. 

 
The simulation results show that the estimated parameters follow the true parameters 
rather closely. Smaller variances would be obtained with smaller diffusion coefficients in 
the updating.  
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Figure 1. Updating of distribution parameters, 
assuming diffusion parameter D00= D11= D22= 
D33=0.001, D12=0. Original parameters a0 =1, a1 = 
3, a2 = 3, a3 = 3. µ (grey) and true (simulated) a 
(black). 
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Figure 2. Updating of distribution parameters, 
assuming diffusion parameter D00= D11= D22= 
D33=0.0001, D12=0. Original parameters a0 =1, a1 
= 3, a2 = 3, a3 = 3. µ (grey) and true (simulated) a 
(black). 
 
 

We simulated the detection capability of our algorithm in four cases. The time series of 
the test variable of the cases are shown in figures 1 and 2. The cases were: 

 
• In the first case the true coefficients (a0 =1, a1 = 3, a2 = 3, a3 = 3) were constant 

throughout the analysis period.  
• At the second case all true coefficients undergo a random walk, such that the 

standard deviation of per unit time of the random step size is 0.002.  
• At the third case the true coefficient are constant till time t=1050 and then start to 

drift at the rates of + 0.0002/time unit in a0 and -0.0002/time unit in a1, a2 and a3  
• And the fourth case, where step change occurs at time t=1748. True coefficients 

change (a0) from 1 to 1.5, (a1) from 3 to 2.5, (a1) from 3 to 3.5 and (a3) is constant. 
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Figure 3. Detection of abnormalities at 
characteristic curve parameter estimation, 
assuming diffusion parameter D00= D11= D22= 
D33=0.001, D12=0.  From top to bottom: no 
change in calibration parameters, random walk, 
linear trend and step change. 
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Figure 4. Detection of abnormalities at 
characteristic curve parameter estimation, 
assuming diffusion parameter D00= D11= D22= 
D33=0.0001, D12=0.  From top to bottom: no 
change in calibration parameters, random walk, 
linear trend and step change. 
 

 
Abnormality set was calculated with Mahalanobis distance in Eq. (17) and detection 
limits given with expression Eq. (18).  
 
Detection algorithm finds step change fast and reliable. Abnormality test signal is 
increasing about 10 time units later than step change in true coefficients occurred and all 
limits are crossed about 15 time units later compared to change. With smaller diffusion 
coefficients the detection is couple of time units slower. 

 
At the case of linear drift, abnormality test signal begins increasing about 50 time units 
later than drift starts. All limits are crossed about 350 time units later compared to change 
in true coefficient. With smaller diffusion coefficients the detection is slightly slower but 
there is less noise in the test signal 

 
The difference in diffusion coefficients seen in figures 1 and 2 can easily be seen at 
abnormality test signal in random walk case. In the case of larger diffusion coefficient the 
estimated parameters response is much faster compared to the small diffusion 
coefficients. Case where true coefficients were constant, if the limits are too tight the rate 
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of false alarms increases depending on the random part and measurement uncertainty. 
With smaller diffusion coefficients the abnormality test signal is more tranquil.  
 
4.  CONCLUSIONS 
 
In this paper we have shown method of optimal detection of need for re-estimation of the 
parameters of multivariate linear soft sensor with integrated white noise degradation of 
parameters. The weakest link in this method is finding the diffusion parameters and they 
are to be understood as tuning parameters of this method.  
 
This method can easily be applied to any automation system and used as  

• early warnings system for operators or engineers, 
• detection system for the need of re-estimation of the parameters of the soft 

sensor, 
• to continuously update the parameters of the soft sensor, 

 
and thus making the whole process more efficient. Also on-line sensor faults can be 
detected and isolated.  
 
References 
 
[1.] Ihalainen H., Latva-Käyrä K. & Ritala R.,” Dynamic validation of on-line 

measurements: a probabilistic analysis”, submitted to Measurement. 
[2.] Latva-Käyrä K. & Ritala R.,” Sensor Diagnostics based on Dynamic Characteristic 

Curve Estimation”, 10th International Conference on Technical Diagnostics, 
Budapest, Hungary, June 9-10th, 2005. 

[3.] Dillon W. R.& Goldstein M., “Multivariate Analysis – Methods and Applications”, 
Wiley, USA 1984, 587 p. 

 
 
 

64



Model Validation Workshop, Oct. 6th, 2005, Espoo, Finland  

Fibre Classification – Model Development and Validation   
 

Klaus Villforth and Samuel Schabel 
Darmstadt University of Technology 

Chair of Paper Technology and Mechanical Process Engineering  
Alexanderstraße 8, 64283 Darmstadt, Germany 

 
Abstract 
 
This paper presents the classification of fibres in technological motivated classes for 
quality control and process optimization. Fuzzy membership functions weigh the fibre 
morphology and associate every single fibre with memberships to fibre classes. Particular 
models for every class estimate the fibre mass, which are summed up to fibre fractions. 
 
The fuzzy fibre classifier has been validated by visual classified fibres. The results of the 
fibre classification are correlating with the Bauer-McNett classifier and process trials.  
 
1. INTRODUCTION 
 
The properties of fibres are important for quality control and process optimization. Innu-
merable scientific papers and numerous research projects are involved in the measure-
ment of fibre properties. The Bauer-McNett classifier (BMC) is a common source of in-
formation on fibre length distribution [1]. The other sources are fibre analyzers mainly 
based on laser optics and image analysis. They can provide information on fibre length, 
coarseness, curl and kinks, width, cell wall thickness and fibrillation. 
 
The diversity of fibres and the various process steps lead to distribution functions which 
are difficult to interpret. Very often the effects of beating and sorting can be seen in the 
BMC fractionations while the fibre length distribution shows no significant differences. 
To overcome this phenomenon, the analyzers should classify the fibres according to 
technological aspects. Based on the fibre classes in table 1 an even more detailed classi-
fier has been developed. 
 
Table 1: Fibre classes based on technological aspects [2] 
Type of fibre Dimension Notes 
Fibril length: 50 to 200 µm 

width:   1 µm 
part of fines 

Flour length: 20 to 30 µm 
width:   1 to 30 µm 

cubic structure, small specific surface, 
part of fines 

Short fibre length: 25 to 800 µm 
width:   2 to 3 µm 

mostly latewood fibres and fibre frag-
ments 

Long fibre length: 0.8 to 4 mm 
width:  25 to 80 µm 

mostly earlywood 

Shives length:  < 5 mm    
width:   1 to 3 mm 

fibre bundles 
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The developed classifier distinguishes between fibrils, flour, plain short fibre, fibrillated 
short fibre, short fibre bundle, plain long fibre, fibrillated long fibre, long fibre of extreme 
width and long fibre bundle. Since the fibre analyzer delivers not enough information for 
a definite grouping, a model based on fuzzy membership functions classifies the fibre. 
 
The study is based on FiberLab™ which also stores fibre images. Metso Automation 
provided a preliminary software version with supplementary measurements for the Fi-
berLab. UPM-Kymmene contributed a fibre analysing software which has been devel-
oped by Hirvonen, VTT [3,4]. Every measurement consists of thousands of stored fibre 
images with FiberLab and VTT data sets for the single fibres. 
 
2.  CLASSIFYING FIBRE MORPHOLOGY 
 
A membership represents the probability of being a member of a fibre class. These mem-
bership functions overlap for the most part. A fuzzy interference system filters and com-
bines the memberships to a single fuzzy set, which represents the membership to the dis-
tinct fibre classes. Stored fibre images have been visual classified by experts to create a 
data base. The fuzzy membership functions and the interference system are derived from 
this data base of visual classified fibres, their images and the measured properties. 
 
2.1 Membership functions 
 
The data base of visual classified fibres has been processed with MATLAB. The Distri-
bution Fitting Tool helps to characterise the fibre classes. Almost all fibre properties, i.e. 
length, width, wall thickness, fit a lognormal distribution as shown in Fig. 1 for the fibre 
length of fines, short and long fibres. 
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Figure 1. Lognormal fibre length distribution 
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The developed fuzzy membership function encloses the confidence bounds of the log-
normal distribution. The interval µ1 <= µ <= µ2 defines the region of membership = 1. 
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From these equations the fuzzy memberships for Lc are calculated as shown in Fig. 2.   
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Figure 2. Fuzzy memberships for distinct fibre classes 
 
Sigmoid membership functions are used to convert indistinct criteria, i.e. fibre width and 
wall thickness. Since FiberLab and VTT have different methods to measure fibre proper-
ties, the fuzzy interference system has to assess all available information to calculate the 
fibre class memberships.    
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2.2 Modelling the fibre mass 
 
Fibre class-specific models evaluate the mass portion for the different fibre fractions. The 
mass models take the particular coarseness of the fibre classes into consideration. 
Mathematical models can be used, since the fibre properties are well known within the 
fibre classes. The mass of a fibre is estimated by multiplying the length by the cross-
sectional area and the density of the cell wall. 
 
The mass of a normal fibre is estimated as a pipe   

ρπ ⋅⋅−⋅⋅= lsDsmFiber )(        (4) 
with wall thickness s, fiber width D, fiber length l and specific density ρ. 
 
The mass model of fibre bundles is based on the assumption of two associated normal 
fibres. 

ρπ ⋅⋅−⋅⋅= lsDsmBundle )(2        (5) 
 
The FiberLab measures the width of entire object. The wall thickness reaches halve of the 
width. Both values have to be divided by two to get the appropriate figures. The VTT 
width is approx. 1.5-times higher than a normal fibre but the wall thickness is reliable. 
   
The characteristics of the diverse measurement methods have to be compensated in the 
fibre mass models.   
    
3.  VALIDATION OF THE CLASSIFIER 
 
Different fibre types and various process samples from TMP and recovered paper proc-
essing plants have been analyzed with the Bauer-McNett classifier. The BMC fractions 
again have been analyzed with the FiberLab for model validation. 
 
Table 2 shows the correspondence between both methods for a TMP sample. R14 con-
sists mainly of inflexible long fibres. R30 has a higher share of flexible long fibres. 
Flexible long fibres and inflexible short fibre dominate in the R50 fraction. The R100 
fraction consists of flexible short fibres and fines. 
 
Table 2. Mass distribution of Bauer-McNett fibre fractions in % 

Flour Fibrils Fibrilated Plain Bundle Fibrilated Plain Extreme width Bundle

R14 1 0.9 0.7 1.6 0 8.6 57 22 7.8

R30 0.1 0.7 2.8 8.4 0.7 11.6 53.5 14.8 7.1

R50 0.5 3.1 14.1 33 1.5 9 27.1 10 1.2

R100 16.1 24.5 21.9 29.8 0.8 1.7 3.2 1.5 0.1

Fines Short fibre Long fibre
Class
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The shortening and the fibrillation of fibres are the basic mechanism of beating. The fibre 
classifier allows a closer look into the refining process. Tab. 3 illustrates a trial in TMP 
plant with a steady rise of flour, fibrils and fibrillated short fibres fractions when the gap 
width drops. 
 
Table 3. Mass distribution of refined TMP in % 
Refiner

Gap width Flour Fibrils Fibrilated Plain Bundle Fibrilated Plain Extreme width Bundle

~ 0.4 mm 4.6 9.3 9.8 16 0.3 11.9 35.6 8.7 3.2

~ 0.2 mm 4.3 9.6 10 15.2 0.6 12.6 33.8 12 1.6

~ 0.1 mm 5 10 10.1 14.9 0.5 13.8 35.2 8.4 1.6

~ 0.0 mm 5.1 11.1 11.1 16 0.5 12.2 31.3 10.1 2.3

Fines Short fibre Long fibre

 
 
Because of the varying input quality, more trials are needed to study the process.  
 
4.  CONCLUSIONS 
 
The fibre classifier has been developed for the FiberLab™ of Metso Automation. The 
optical system with two cameras distinguishes the FiberLab from other fibre analyzers. 
Its fibre width images can be stored and externally processed for visualisation and classi-
fication. 
 
The fibre morphology can be assessed by lognormal and sigmoidal membership functions 
by a fuzzy interference system. Class-specific mass models estimate the fibre mass which 
is summed up to fibre fractions. 
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Abstract 

 

A new computational model of paper three-dimensional structure was developed in order to 

simulate the effect of fibre morphology upon paper properties. Over the past ten years, 

several automatic devices for determining geometrical parameters of the fibres in a pulp 

appeared on the market. The results, being displayed as discrete distributions, give the users a 

good insight on the heterogeneity of the pulp. Our model creates virtual pieces of handsheets 

using these distributions, in order to examine their effect on the 3-D structure of paper. The 

data produced by the simulation are used to determine the sample grammage and thickness 

and, thereafter, its apparent density and porosity. Other properties related to the geometry, 

such as the relative bonded area and the apparent specific surface area, can also be assessed. 

With a relatively short computing time, i.e. a few hours, it is possible to estimate the evo-

lution of texture parameters in function of variations of one morphological parameter, e.g. the 

mean fibre length. 

 

 

1.  INTRODUCTION 

 

Investigations about fibrous network structure aim at getting a better understanding of the 

process mechanisms or the effect of the raw material upon this structure. Various 

experimental methods have been used in order to characterise the structure. At the beginning 

of the eighties, the scanning electron microscopy became a conventional tool for examining 

the surface of samples or their cross sections. The images could be analysed, using concepts 

of stereometry, to get quantitative information. More recently, the X-ray microtomography 

was successfully applied for characterising 3-D structures [1-2]. However this method has 

some limits. Although paper is made of individual fibres bonded together, it is pictured as a 

compact structure. Thus, some information is missing. Another way to study the structure of 

a fibrous network is to use the computational modelling. Many models have already been 

developed; nevertheless, most of them are limited to two dimensions [3-6]. Nowadays, the 

statistical geometry of two-dimensional random fibre networks is well understood. It gives 

great information on paper formation and local grammage. Nevertheless, as the 2-D models 

do not consider the thickness of the network and the fibre conformation, they cannot give 

information about the bulk structure or the roughness of the material. Indeed, it is the three-

dimensional pore structure which directly controls the porosity, density, permeability and 

some optical properties. It also plays an indirect role upon the mechanical properties through 

the relative bonded area. Thus, only a 3-D model can predict the properties of a paper sheet. 

Several models taking into account the three dimensions [7-9] already exist. These models 

provide qualitative or relative results, such as the effect of fibre flexibility on porosity. 

Unfortunately they are not precise enough. They either accept too important fibre 

interpenetration or do not consider the heterogeneity of the fibre morphology. Moreover, no 

comparison with real samples was done. A better quantitative modelling requires more elabo-

rate microscopic models [9].    
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The aim of this article is to present a new 3-D model of paper structure applied to handsheets 

and the validation methods used. The model limits fibre interpenetration by a precise 

discretization of the elements. It enables us to introduce a large heterogeneity in the fibre 

morphology and gives quantitative results that can be compared to experimental values.  

 

 

2. 3-D HANDSHEET GENERATION AND DATA TREATMENT 

 

2. 1  3-D handsheet generation 

 

Handsheet making is a succession of complex physical operations whereby a web is formed 

and then consolidated by means of pressing and drying.  In order to simplify the problem, we 

only consider the final product. Thus, assuming that the fibres are deposed one by one, as if 

they settle on the underlying mat by filtration of a dilute suspension, the computational 

simulation consists of a loop with three steps:  

- generation of a fibre, 

- fibre deposition, 

- and, finally, fibre conformation. 

Each fibre is characterised by three parameters: its width, length and wall thickness. The fibre 

length, fibre width and fibre thickness distributions are modelled by normal distributions. For 

each parameter, the probability density is given by:  

( )
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2

1
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σπ
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xf   (1) 

where µ and σ  are respectively the mean and the standard deviation of the parameter. The Box 

Muller method [10] was chosen to generate the random series. Several techniques were used 

to check the validity of the normal law: measurement of fibre length and fibre width 

distributions using a Morfi automatic fibre analyser [11, 12] and light microscopy, 

measurement of fibre width and wall thickness by means of light and SEM microscopy. The 

three distributions are considered to be independent of each other. This means for example 

that the larger fibres are not necessarily the thicker. 

    

In this paper only Kraft pulps were modelled. 

Thus, we could assume that all the fibres are 

collapsed.  The fibre cross-section is meshed 

with 6 points, repeated every 3 µm along the 

length. Therefore, the fibres are described by 

two thousand points per millimetre, as shown 

in Fig.1. Such a precision is necessary to 

avoid fibre interpenetration and simulate the 

actual conformation during the numerical 

generation of the network. The fibre curl is 

also considered: the fibre shape is modelled 

by a polynomial or a sine function. 

 

After being generated, a fibre is placed horizontally on the network surface. According to the 

work by Kerekes and Schell [13], as the fibre suspension is sufficiently diluted for giving a 

Crowding factor around unity (case of a handsheet), there is no flocculation.  Thus, the 

position of the centre of gravity of the fibres is calculated following a random uniform 

process. In order to include the influence of the 3-D structure on the fluid flow and fibre 

 

 
Figure 1: Meshing of a fibre. 
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arrangement during the forming process, a micrometric displacement of the fibre on the 

horizontal plane is created. The algorithm takes into account the small elements, i.e. shorter 

than 200 µm, namely the fines which fill the holes of the structure and give gradients in the z-

direction [14, 15].  The last step is the conformation of the fibre on the network surface 

depending on its moment of inertia. As shown in Figs 2 and 3, the fibre interpenetration is 

negligible and the fibre meshing is sufficient for getting a good precision. The simulated 

samples can be virtually manipulated in real time, which enables us to make qualitative com-

parisons with SEM images. 

  

 

Figure 2: View of a simulated network with 

a surface area of 2.5 mm x 2.5 mm. 

 

 

 

Figure 3: View of fibre conformation  

on a plane surface. 

 

 

2.2 Data Treatment  

 

All the model results are numerically calculated. The 3-D visualisation of the virtual sample is 

used only for qualitative validation. When the fibres are generated, their volumes are known. 

All the fibres being collapsed, their density is considered to be close to that of cellulose, i.e. 

1.54 kg/L. Thus, it is easy to determine the value of the network grammage and, then, the 

apparent density, which is the ratio of the grammage by the thickness and the porosity. The 

relative bonded area (RBA) of the network is defined as the expected fraction of the surface 

of fibres that is bonded to other fibres [12]. The value of the contact area is assessed by means 

of an interpolation of the calculated points. 

 

 

3. MODEL VALIDATION 

 

3. 1 Repeatability 

 

Many input parameters are partly governed by stochastic factors. Therefore, it is important to 

check the model repeatability. The model was tested with four different pulps corresponding 

to different wood species (eucalypt, pine, silver birch, northern softwood). Thirty networks 

were generated for each type of pulp and the worst error obtained was three percent.   

 

3. 2 Sample Size 

 

For reasons of computing time and memory capacity, the simulated sample size should be as 

small as possible. But a minimum size is necessary for neglecting the inevitable edge effects 

and obtaining stable values of the texture parameters. Indeed, these values may vary owing to 
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the heterogeneity of the structure. In order to examine the effect of this parameter, several 

networks with various sizes were generated for two pulps. As shown in Fig. 4, when the 

sample length is smaller than the average fibre length, the values of thickness are affected.  

For this reason, all the results presented hereafter concern square samples with a 6 mm
2
 area. 
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Figure 4: Variation of the thickness of the network as a function of the surface area. 

 

 

3. 3 Comparison of the Simulated Handsheets with Real Handsheets  

 

The final validation was made by comparing the properties of simulated samples to that of 

real handsheets. Four different pulps, representing a large panel of morphologies, were 

chosen. Some results are depicted in Fig. 5, where the very good agreement between the 

simulated and experimental values can be noticed. Such a good agreement, i.e. less than 5 % 

difference, was obtained for all pulps and texture properties. 
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Figure 5: Comparison of the density obtained by simulation with handsheet values. 

 

 

4. PREDICTION OF THE INFLUENCE OF FIBRE MORPHOLOGY UPON 

HANDSHEET PROPERTIES 

 

In order to analyse the effect of fibre morphology on density and RBA, several monodisperse 

networks were generated. To this effect, two typical fibres were defined: a hardwood fibre 

(800 µm in length, 19 µm in width and 4.5 µm in thickness) and a softwood fibre (2500 µm in 
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length, 30 µm in width, 6.5 µm in thickness). For each type of simulation, only one dimension 

was varied. Then, in order to examine the influence of the fibre size distribution, polydisperse 

networks were generated, using “typical fibres” with one dimension varying according to a 

normal distribution. In this case, the mean value was kept constant and the standard deviation 

was varied.  

 

5. 1 Influence of Fibre Length 

 

Fig. 6 shows the variations of the density as a function of fibre length. A linear trend can be 

noticed for both types of fibres. Increasing the length slightly decreases the density, but for a 

large range of variation, i.e. 500 to 3000 µm, the density variation is only 0.05g/cm
3
. This is 

in agreement with Lu and Carlsson [5] who stated that the fibre length has very little influence 

on the sheet apparent density. The variations of the RBA with fibre length are presented in 

Fig. 7. Conversely to Wang and Shaler [7], who found that the density and the contact area 

increase with the mean fibre length, we observe that the RBA also decreases when the fibre 

length increases. This tendency is due to the decrease of the density. In the range explored, 

the variations of the RBA with fibre length may be fitted by a power law function: 

bL

c
aRBA +=  (2) 

in which a, b and c are three positive constants. 

 

0.48

0.5

0.52

0.54

0.56

0.58

0 500 1000 1500 2000 2500 3000 3500

Fibre length, µm

D
e
n

s
it

y
, 
g

/c
m

3

softwood hardwood

Typical softwood 

fibre

Typical hardwood 

fibre

 
Figure 6: Variations of the network density with the fibre length. 
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Figure 7: Variations of the relative bonded area with the fibre length. 
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5. 2 Influence of Fibre Width and Thickness 

 

It was found that the density of the networks increases when the fibre width is increased or 

when the fibre thickness is decreased, but the variations are not linear. However, the most 

interesting parameter seems to be the ratio width by thickness, cf. Fig. 8. Its influence on the 

density of the network may be expressed as follows: 

twba ⋅+=ρ  (3) 

where  a and b are two positive constants, w the fibre width and t the fibre thickness.  

 

It was also found that the fibre width only has a very small influence on the RBA value. This 

is in agreement with Lu and Carlsson’s results [5]. The variations of the RBA as a function of 

the thickness of the fibres are depicted in Fig. 9. This figure shows that the fibre thickness has 

a strong influence on the RBA values, which vary linearly with the reciprocal of fibre 

thickness: 

tbaRBA +=  (4) 

where a and b are two positive constants.  

 

We must notice that this trend differs with the Wang’s results [7]. This author obtained the 

same type of function for his results but with a negative slope b, which means that the RBA 

increases with fibre thickness. We explain our results by the decrease of the fibre flexibility 

when fibre thickness increases, which induces a decrease of the contact area of the fibres.  
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Figure 8: Variations of the network density as a function of the ratio fibre width / fibre thickness. 
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Figure 9: Influence of the fibre thickness upon the relative bonded area. 
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5. 3 Influence of the coefficient of variation of a distribution 

 

Regarding the polydisperse networks, it was found that increasing the coefficient of variation 

of the length slightly decreases the density, similarly to the effect of the length for the 

monodisperse networks. Moreover, the relation is almost linear, with a negative slope. As 

shown in Fig. 10, the density also decreases when the coefficient of variation of the thickness 

is increased, and the trend is linear.  
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Figure 10: Influence of the coefficient of variation of fibre thickness upon network density. 

 

Finally, it was found that the dispersion of the size distributions (length, width and thickness) 

does not affect the relative bonded area of the network. 

 

 

6. CONCLUSION  

 

Our model enables us to simulate 3-D samples of handsheets, with a much better accuracy 

than the models published in the literature. The simulation results do not only consist of 

numerical values or statistical data. We are able to visualise and manipulate the generated 

samples with our computer and compare them with SEM images.  

 

This simulation has shown its capacity to predict the effect of geometrical characteristics of 

the fibres upon the structure of the network and some texture properties. It was validated by 

comparison with experimental values. In addition, simulation results were compared to the 

trends of existing models. 

 

The very large number of discretization points on the fibres enables us to simulate particles as 

small as 1 µm. A future development will be to include the influence of the fines on the 

density and relative bonded area of paper. Other extensions will be made in order to analyse 

the effect of fibre morphology upon mechanical properties, e.g. the tensile strength. 

Moreover, an analysis of the pores in the structure could be used to determine the 

permeability of the simulated network.  
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Abstract 
 
This paper presents an approach for modelling industrial screening systems by using a 
dynamic single matrix model. The aim was to compare different screening systems and 
find out the right strategies for single screening systems.  
 
The validation of the model was done by using 12 quality parameters and the results were 
compared with the measured process data. The simulation with the model gives sufficient 
results when using mass balances and can be used for optimization of fine screening 
processes.  
 
1. INTRODUCTION 
 
Several studies have been made to model the behavior of suspension in pressure 
screening process /1,2,3/. The plug flow and mixed flow models are well predicting the 
correlation between the single components in relation to the mass reject rate /4,5/. 
Advanced models have also been introduced for fibre passage. Most of the studies have 
been made for modeling of fractionation of fiber material in pressure screens, but also are 
suitable for general modeling in multi-component recovered paper process.  
 
The approach for this study was to generate a model for optimization of sticky separation 
in fine screening in the recovered paper field. The target was the validation of a quality 
propagation model. The model was tested with research data from several packaging 
paper mills by using a plug flow model to describe the behavior of fine screens.  
 
The fine screening result is strongly dependent on the process parameters like the total 
opening area of the slots/holes, rotor type or rotor velocity. Feed quality parameter also 
affect on the result. As a control parameter the controllers can change the volumetric 
overflow ratio and feed amount but also affect the feed quality i.e. through dilution. A 
screening system usually has three to five different screening units and several 
installation possibilities. The input quality to the system is a changing multi-compontent 
sum of different type of particles. 
 
Changes in machine parameters are normally made through the investment in a new 
screening basket or rotor. Feed quality is controlled through defined consistency. The 
control parameters are set in the mill according to fine screening strategy and not 
continuously controlled. Therefore the free capacity of the screening units cannot be 
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used. No dynamic control exists and the existing screening strategies are not optimal. 
Every mill has it own strategy on optimal quality for the paper machine. Every 
optimization criteria is needed to configure for each mill separately.  
 
Within this study compared different screening units and defined the relevant constants 
according to the theoretical model on screening behavior.  
 
 
2.  MATHEMATICAL EQUATIONS FOR BALANCING A FINE 
SCREENING PROCESS 
 
The mass balance in a screening unit for a component i can be defined as 
 

titoiofif cmcmcm ,,, &&& +=        (1) 
 
where flow is defined with a mass flow rate, m& and the concentrations c. The subscripts f, 
o and t indicate feed flow, overflow and throughflow. Some authors are using inlet, reject 
and accept, respectively. As the overflow is often still valuable raw material the term 
reject is not suitable for a single screening unit. In practice the processes are always 
controlled by volumetric flow rates V&  and consistencies C.  
 

The thickening factor 
f

o

C
CT =  can be calculated for every sceening unit as a quotient of 

the consistency of the overflow and feed. The passage ratio 
o

t

C
C

P =  is defining the 

consistency ratio between throughflow and overflow, when the pulp is assumed to be 
perfectly mixed inside the screen and the upstream consistency equals the overflow 
consistency i.e. the mixed flow conditions.    
 
Because the volumetric flow ratio is defined as, 
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and mass overflow ratio or mass reject ratio as, 
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the equation for thickening factor may be rewritten as 
V

m

R
R

T = .    
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Two main removal equations can be defined for the singular mass components like macro 
stickies. The removal efficiency ER for the component i is defining as  
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Cleanliness efficiency EC is describing the difference between the concentration of the 
component i in outgoing streams in correlation to feed concentration.  
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2.1 Plug Flow Model 
 
The plug flow model was introduced year 1955 /4/. In the plug flow model is assumed 
that the no axial mixing exists in a screening drum but a perfect radial mixing. The 
capability of a pressure screen according to plug flow model can be decribed through 
reject thickening factor T  
 

( )1

,

, −== P
V

fi

oi R
c
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T         (6) 

 
and component removal efficiency ER 
 

β
mR RE =          (7) 

 
where β is a unit specific constant for every component defined as a passage ratio 
difference between the component i and the homogenous fibres. 
 

fibre

i

P
P
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In reality it is hard to define homogenous fibres and the β can be calculated for example 
for every fibre fraction separately.  
 
 
2.2 Mixed Flow Model 
 
The mixed flow assumes a perfect radial and axial mixing inside of the screening unit. 
Mixed flow model was introduced by Nelson 1981 /5/. For the mixed flow model the 
component (reject) thickening factor T is given as 
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Q is a device specific screening quotient and equals Q=1-β. 
 
 
3. AN APPROACH TO MODEL A SCREENING PROCESS 
 
The process parameters are defined according to the theoretical models of the screening 
process. We shall present the unit specified process parameters by a vector p. For the 
optimizisation we let the control parameter i.e. the mass reject rate to be a variable. When 
optimizating an existing process with constant input quality we shall denote the input 
quality to be presented as a vector q. The quality matrix in a system is then presented in 
the time k and the location l.  
  
A three dimensional matrix (fig.1) is used providing the quality data to the process model. 

• 1st dimension represents the time (k,k-1,...,k-n) 
• 2nd dimension represents the test point/place (l1,…lr) 
• 3rd dimension distinguish the quality parameters (q1,…qs) 

 
 

 
 
Figure 1. Schematic figure from quality matrix.  
 
The present quality is shown with the time k. The quality data matrix presents the actual 
state of the component in time and place and a four dimensional array (fig.2) models the 
process. 

• 1st dimension represents the time (k,k-1,…,k-n) 
• 2nd dimension represents the process steps, source (ls1,…lsr) 
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• 3rd dimension represents the process steps, sink (ld1,…ldr) 
• 4th dimension distinguish the quality index (q1,…qs) 
• 5th dimension contains the optional parameter set of a transfer function (t1,…,tt) 

 
 

 
 
Figure 2. Schematic figure from quality data transfer in two-dimensional plane matrix. 
 
Local transfer function-vectors t are supporting the quality propagation. 
 
The location l shall now be presented as a source denoted with a letter n and the sink with 
the letter m. Then for every quality component q in time axis k=0 (sink) is the value a 
sum of all tranfered values: 
 

∑∑== =

K

k

N

n
qnkqnmkqmkqm QpXY ),,(),,,(),,0(),(      (11) 

Y represents the actual quality at the distinguished locations. The transferred quality will 
be defined as a function of the source quality and process parameter. The multi-
dimensional array propagates quality in time and place.  
 
 
5.  VALIDATION OF THE MODEL  
 
The processes parameters (β-values) were defined for 12 quality components. The used 
components were volumetric flow, mass flow, specific total macro sticky area, number of 
macro stickies, total fibre mass, fibre fines, filler content and 5 fractions from the Bauer-
McNett classifier (R14, R30, R50, R100 and 150µm // screen).   
 
The model was tested by constant known input quality with Rm-values varying between 
0.1-0.9. Quality output plane-matrix (with real Rm values) was compared with laboratory 
measurement data from the mills. The model delivered equal results when using mass 
flows. The correlation existed for all the quality components, when the measurement 
error was included.   
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6. OPTIMIZATION OF A STICKY REMOVAL IN AN INDUSTRIAL 
SEPARATION PROCESS 
 
Let us set a constant input (measured actual input) to the model and the model gives unit 
parameters, in plug flow case the β-values for every component considered. For every 
control parameter or model variable combination Rm,i there is a two-dimensional quality 
matrix-plane as a result.   
 
The optimization of separation processes, especially fine screening, is a question of 
optimization criteria. The fine screening system has always a total accept, which can be 
considered as a raw material for the paper machine, but also a total reject which needs to 
be treated.  
 
The accept flow consists mainly of five components which need to be considered. 

• Fibres as a function of quality (length, fibrillation degree, flexibility), 
• Fibre fines, 
• Fillers,  
• Stickies (colloidal, micro, macro), and  
• Trash.   

The total reject can be evaluated by two components: fibre material and total reject. 
 
A two-dimensional value matrix can be created to evaluate the maximal profitability. Let 
us use as a simple example following parameters:  
 
Fibres and fines  Accept: 350€/t  (as an average selling price for test liner) 
   Reject:  -86€/t (as a lost of raw material) 
Fillers   Accept: 300€/t (poorer raw material) 
Trash    Accept: -300€/t (for quality losses) 
The proposal for macro stickies is a cost function with concentration and mass flows.  
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where GCons and GMass are the cost constants for concentration and amount of stickies. 
The total profit is taken to be the optimization criteria. Figure 3 presents the results from 
an industrial system as an example.  

 
 
Figure 3. Profit as a function of mass reject rate in 3 stage fine screening system.  
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The optimum of these results is to set the Rm1 between 0.3-0.4 and the Rm2 as high as 
possible whereas the Rm3 should remove the final reject in the level of 0.3-0.7. The most 
critical stage as expected is the first stage. No other limits were set for the optimization in 
this example and no thickening was considered.    
 
 
7.  CONCLUSIONS 
 
The model introduced is suitable for optimization of industrial separation processes. The 
model is offering a powerful tool for dynamic simulation, when there are dynamic input 
data available. The results of the optimization strongly depend on the criteria given for 
the optimization tool. There are yet no published parameters available for more accurate 
optimization and therefore one must pay attention on the results given by the simulation. 
Especially the value function of stickies need to be tuned.  
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Abstract 
 
Simulation models have been built for over two decades within the pulp and paper 
industry. Still today most of these models are being built within the research environment 
of universities and research centres. In many cases their results are not being used in mill 
practice. The industry use of computational simulation methods is lacking far behind. The 
question is why? One could put the argument aside stating that the industry is a 
conservative one and that it simply takes time or that the profit margin is too low to allow 
innovative techniques to be applied. But on the other hand mills are highly sophisticated 
in technical terms and many technologies promising a higher margin have been quickly 
adopted. 
 
As it seems, industry has not yet found models valid enough to be applied onto their 
processes and procedures. Valid in this context is meant to be taken in the broadest sense 
of an apparent value.  
 
In the first part of this presentation simple examples are given of projects were mill 
models have actually been used in the design phase. The examples describe projects with 
the following objectives: Water balance optimisation, COD prognosis, heat optimisation 
and stickies reduction. These examples represent typical cases and concern some basic 
necessities paper mills have. The approaches on modelling, calibration, validation and on 
the degree of accuracy reached are described. Special attention is given the question of 
finding the appropriate degree of complexity in setting up the model.  
 
In a second part of the presentation an attempt is made to generalise the knowledge 
reached within the projects. This is done by questioning the success of a mill related 
simulation project: What is important to achieve a successfully validated model? What 
makes a model a valid tool to the industry? Is it only the accuracy? 
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