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The effect of stress state on groundwater flow in bedrock
Simulations of in situ experiments
Jännitystilan vaikutus pohjaveden virtaukseen kallioperässä. Paikkatutkimustulosten mallinnusta.
Karita Kajanto. Espoo 2013. VTT Technology 127. 59 p.

Abstract
The effect of the stress state on the permeability of bedrock for groundwater was studied by
simulating an in situ experiment. Previous studies show that the dependency of permeability on
stress can have a significant effect on flow. Several models have been developed, but little has
been done in order to develop models suitable for in situ applications, such as the deep under-
ground repositories for spent nuclear fuel. In repositories, stress state evolves during the long
time period considered in safety assessment. The effect of the changing flow pattern, due to the
evolving stress, has to be estimated for, e.g., radionuclide transport calculations.

Previous work done in the field was reviewed, existing relations between stress and permea-
bility were analysed, and suitable relations were selected for the modelling cases. Rock mass
permeability and discrete fracture permeability were treated separately. One new empirical
model for fracture permeability was presented and three models were further developed to be
more suitable for 3-D implementation. Simulations followed in situ experiments conducted in
Äspö Hard Rock Laboratory. The modelling geometry was constructed based on the experi-
mental setup and the fracture information from the location. The overall stress state in the area
was known and the effect of the measurement tunnel and boreholes was computed. The stress
state was used to compute the groundwater flow, and the applicability of the chosen models for
in situ modelling was analysed. COMSOL Multiphysics was used as the tool for the simulations.

The simulation results followed the measurements reasonably well, but differences were
found with one model. The results show that differences between most of the models were rela-
tively small if inflow rates were compared, however, differences between flow patterns were
found. Stress dependency could partly explain observed phenomena and qualitative behaviour.
Moreover, some of the fracture models were able to identify fractures prone to deformation.

Keywords permeability, stress, in situ, bedrock, groundwater
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Jännitystilan vaikutus pohjaveden virtaukseen kallioperässä
Paikkatutkimustulosten mallinnusta

The effect of stress state on groundwater flow in bedrock. Simulations of in situ experiments.
Karita Kajanto. Espoo 2013. VTT Technology 127. 59 s.

Tiivistelmä
Jännitystilan vaikutusta kallioperän permeabiliteettiin vedelle tutkittiin simuloimalla in situ
-tilannetta. Aiemmat tutkimukset ovat osoittaneet, että permeabiliteetin riippuvuus jännitystilasta
voi vaikuttaa merkittävästi kallion pohjavesivirtaukseen. Erilaisia malleja aiheesta on kehitetty,
mutta in situ -mallinnukseen soveltuvien mallien kehitys on jäänyt vähemmälle. Turvallisuusana-
lyysin pitkän ajanjakson aikana jännitystila kalliossa loppusijoitussyvyydellä muuttuu. Muuttuvan
jännityksen virtaukseen aiheuttamat muutokset tulee ottaa huomioon radionuklidien
kulkeutumislaskennassa.

Tässä työssä käytiin läpi alan aiempia tutkimuksia, analysoitiin kehitettyjä jännityksen ja per-
meabiliteetin välisiä malleja sekä valittiin erilaisia tutkittavalle kivityypille soveltuvia malleja mal-
linnustapauksissa käytettäviksi. Kiviaineksen permeabiliteettia ja yksittäisten rakojen permeabili-
teettia käsiteltiin erikseen. Uusi empiirinen rakopermeabiliteettimalli esiteltiin ja aiempia malleja
kehitettiin paremmin in situ -mallinnukseen sopiviksi. Simulaatiotapaukset laadittiin Äspö Hard

Rock Laboratoryssa tehtyjen mittausten mukaisesti. Laskentageometria vastasi koejärjestelyjä
ja alueelta tehtyjä havaintoja. Alueen keskimääräinen jännitystila tunnetaan, ja sen avulla las-
kettiin mittaustunnelin ja reikien vaikutus mallinnusalueella. Valittujen mallien soveltuvuutta in
situ -mallinnukseen analysoitiin. Laskenta suoritettiin COMSOL Multiphysics -ohjelmistolla.

Mallien tulokset noudattivat mittauksia in situ -mallinnustuloksiksi hyvin, mutta joissain tapauk-
sissa esiintyi selviä eroja. Virtaamatuloksien väliset erot useiden mallien kesken olivat suhteelli-
sen pieniä. Virtausjakaumista löytyi selkeitä eroja, ja jännitystilariippuvuudella voinee selittää
joitain tuloksia ja käyttäytymistä. Lisäksi havaittiin, että eräillä rakomalleilla pystyy tunnistamaan
raot, joilla on muita suurempi todennäköisyys deformaatioon.

Avainsanat permeability, stress, in situ, bedrock, groundwater
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Symbols and Abbreviations

Symbols

ε Strain (tensor)
εVOL Volumetric strain
θ Dip
κ Rock permeability (tensor)
κ Rock permeability (scalar)
κ0 Rock permeability in the unstressed state
κf Fracture permeability (tensor)
κf Fracture permeability (scalar)
κf0 Fracture permeability in the unstressed state
µ Viscosity of water
ρ Density of water
σ Stress (tensor)
φ Strike
φσ1 Angle of the �rst principal stress
b Fracture aperture
E Young's modulus
K Hydraulic conductivity (tensor)
K Hydraulic conductivity (scalar)
n Porosity
P Pressure
s Fracture spacing
Tn Normal component of surface traction
Tt Tangential component of surface traction
u Deformation
v Velocity

Abbreviations

BIPS Borehole Image Processing System
DFN Discrete Fracture Network
HRL Hard Rock Laboratory
REV Representative Element Volume
TASD A tunnel intersecting TASO
TASO Tunnel, where the experiments take place
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1 Introduction

The current plan for the management of spent nuclear fuel both in Finland and in
Sweden is a deep underground repository system. The repository consists of several
engineered barriers to prevent and delay the release of radionuclides, but the �nal
barrier is the bedrock. The bedrock in the Fennoscandian �eld is old, hard, dense,
extensively fractured, and saturated with water. The bedrock at the disposal depth
is also under signi�cant loading due to the weight of the overlying rock and tectonic
movements.

During the long time span of the �nal disposal, the stress state of the bedrock
will change. The excavations and �lling cause changes in the stress state during
the operation of the repository. Post-closure equilibration, including the swelling of
bentonite, a�ects the stress �eld and over a longer time span tectonic movements
or an overlying glacier might cause large changes. The stress state a�ects the per-
meabilities of rock and rock fractures, which are important to the safety assessment
of a deep rock depository as they a�ect, for example, the wetting of the bentonite
and radionuclide transport in the rock. Another research �eld that has interest in
the subject is the petroleum industry [1], where the theory of permeability of a
stressed medium is applied to reach the large amount of gas trapped in relatively
impermeable sandstone reservoirs.

The Precambrian rock in the Fennoscandian �eld, and thus the very bedrock of
the repository, is saturated with fractures of varying size and orientation due to a
long and complicated deformation history. The deformations are a result of large
stresses in the rock that also have varied throughout geological history. In Europe
and North Africa, horizontal north-west trending �rst principal stress is typical due
to tectonic movements. On a smaller scale, di�erent stress regimes can be observed.
A correlation between the orientation of the �rst principal stress and the orientations
of the �owing structures has been reported [2, 3], which show that the best �owing
structures can be found parallel to the �rst principal stress.

The e�ects of the bedrock structure and permeability properties on the ground-
water �ow have been studied to a great extent since the early 20th century. The
basis of permeability lies in the micro-structure of the rock. Rock mass is a porous
material that consists of grains of mineral, packed in a lattice, but also of fractures,
which can be found at all scales down to the size of the mineral structure. For mod-
elling purposes, some lower limit for fracture size, depending on the geometry, must
usually be determined. Thus, the bedrock is thought to consist of rock mass and
fractures that both contribute to the �ow. Flow in the fractures is normally faster
than in the rock itself, and the di�erences in permeability of rock and fractures can
be many orders of magnitude.

In this study, the relation between bedrock stress and permeability is applied
to a model of an in situ experiment. The dependency of permeability on the stress
state has previously been widely studied by using experiments, analytical models,
and simulations. The research focus has recently been on numerical modelling on
simulated data [4, 5, 6, 7] with signi�cant advances, but less has been done in
the pursuit of application to in situ bedrock systems. In the present study, an
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in situ experiment is modelled directly by using the measured fracture geometry
parameters, not by the conventional stochastic discrete fracture network (DFN)
model. The stress e�ect to the permeability of the rock mass and the fractures is
computed with di�erent reported relations, instead of assuming the mechanical and
hydraulic apertures to be equal, as is commonly done in DFN simulations.

Di�erent models between the stress state and permeability in rock and discrete
fractures are reviewed and developed further in this Thesis. A selection of relations
from previous studies is chosen for simulations, in addition to constant permeability
models. Also, a new empirical model for the fracture permeability is developed, and
the selected models are modi�ed to suit the implementation. The relations chosen
for simulations should be simple enough to be used in large 3-D simulations, with as
little required initial data as possible, and they should still give reasonably accurate
results.

The data used in this study was provided by the Bentonite Rock Interaction
Experiment (BRIE), which was conducted in the Äspö Hard Rock Laboratory. The
model geometry follows the experimental setup of BRIE and is constructed based
on fracture data measured at the site. The stress state in the modelling volume
is computed based on the known average principal stresses in Äspö. Hydraulic
simulations follow the con�guration of the experiments, and the measurement results
are compared with the simulation results within the limits of the given accuracy.
The aim of this study is to test if the stress dependent permeability models could
be used to predict the �uid �ow measured in the area, and also to study the e�ects
of the stress state on the outcome of the simulations.

In the following chapter 2 the history and development of the rock and fracture
permeability models are reviewed. The formulations of the mechanical and hydraulic
problem solved in the simulations are presented in chapter 3. In chapter 4 the
selected fracture permeability models are introduced, some developments are made
and a new permeability model is presented. The rock permeability models are
presented in chapter 5, and �nal selections and modi�cations are made. Chapter 6
goes through the geometry, setup, phases of the experiments, and the implication
of the model. The obtained simulation results with di�erent permeability models
are viewed in chapter 7. The results and the model implementation are discussed in
chapter 8. Chapter 9 concludes the essential content of the study.
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2 Background

In the following sections, the history and development of the research of elasticity
and permeability for both rock mass and fractures are introduced.

2.1 Rock modelling

Deep rock reservoirs are saturated with water and under tension. The stress state
consists of the con�ning stress of the upper rock mass and horizontal stresses de-
pending on the tectonics of the area. Stress has an e�ect on the micro-structure of
the rock, and thus, to rock permeability and the �ow properties. The theoretical
study of poroelasticity, i.e., the theory of the elastic behaviour of porous materials
started out for soils. A pioneer work by Biot in [8] presents the basic theory of soil
consolidation. The later developments in the �eld are commonly also applied for
granular rock masses.

The research of �ow in granular structures started by applying Poisseuille's law
for circular channels, when studying �ow through granular beds. An empirical
formula by Hazen to predict the permeability of loose uniform sized sand [9] was for
a long time widely used for in situ soil permeability estimation. Kozeny [10] and later
Carman [11] studied the �ow of water through granular materials and summarized
previous results of the �eld. They propose a semiempirical, semitheoretical relation
for the pressure drop of a �uid through a granular bed, derived from the Darcy's law.
Kozeny�Carman equation is more accurate than Hazen�formula [9], but requires
information on the grain shape and size distribution.

There are numerous experimental studies on the stress e�ect on rock, and espe-
cially sand, permeability, see, e.g., [12, 13]. The theoretical study of porous media
�ow from the granular point of view has been further developed by taking the stress
state of the material into account. Gangi, among others, presents a model for rock
permeability variation under pressure [14]. He makes an assumption that porous
rock consists of uniformly sized spherical grains packed in a triangular 2-D lattice,
and the grains compress according to Hertzian contact theory when uniform pres-
sure is applied. Flow takes place in the pores between the grains, and the decrease
in permeability is due to the decrease in pore size when the rock compresses.

The idea of spherical grains in a lattice under compression was later further
developed by Bai and Elsworth. In their model, which is explained in detail in
[15], a simple cubic grain packing is assumed, and the change in the permeability
is proposed to result from the variation of the mean grain size instead of pores.
The pore pressure and the con�ning stress are combined to form e�ective stress,
for simplicity. A further work by Bai et al. [16] presents conceptual models for the
permeability of fractured media, intact porous media and fractured porous media.
The porous media model is the same as presented in [15]. These models assume
uniform compression and no shear e�ects, and thus cannot explain any e�ects due
to anisotropies.

Other ways to approach the permeability of a stressed rock mass are for example
the one presented by Kim and Parizek in [17], where Kozeny�Carman equation
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is applied to a rock model. In this model, rock is assumed to consist of a solid
rock skeleton, instead of individual grains, and the skeleton compresses under stress
instead of individual grains. The essential di�erence to other models is that the
solid volume does not change. The model is isotropic, assumes no shear stresses and
that the Kozeny-Carman equation is valid, and on the upside it is mathematically
simple.

The aforementioned granular models are widely applied for sandstone and other
relatively soft rock materials. The rock deep in the Scandinavian crust, however, is
hard and fractured in every scale. A popular and more suitable way to approach
the permeability of an extensively fractured bedrock is to assume that it consists
of the permeability of uniformly distributed parallel fracture planes. Such models
are presented for example in [16]. The behaviour of grains under compression is left
out, and all focus is on the behaviour of fractures. The rock between the fracture
planes is assumed to be impermeable, and in some models also completely rigid.

2.2 Fracture modelling

In fracture �ow, the simplest approximation is the parallel plate model that was �rst
derived from the Navier-Stokes' equations in the 19th century by Boussinesq [18].
The equation is valid for laminar �ow through smooth, open fractures consisting
of parallel planar plates. Later, extensive laboratory tests, such as by [19, 20] or
later [21, 22], show that fracture permeability is proportional to the third power of
the fracture hydraulic aperture. This leads to the extensively used cubic law, which
forms the basis for basically all fracture permeability equations today. Its validity
was �rst thoroughly studied in [22], and the cubic law was found to be valid for
fractures under stress and in contact, and permeability was found to be uniquely
de�ned by the fracture hydraulic aperture. Geometrical deviations from the parallel
plate assumption were found to a�ect the equation only by a coe�cient close to
one in value. It has since been studied extensively, the key questions being surface
roughness, closure and high Reynolds number e�ects.

In real fractures, the value of aperture depends on the compression of the frac-
ture. The elastic deformation of single asperities can be calculated from Hertzian
theory of elastic deformation. One of the �rst theoretical calculations for the contact
of a nominally �at surface was by Greenwood and Williamson in [23]. They study
theoretically elastic and plastic deformation of asperities when compressing surfaces.
Witherspoon and Gale have written quite an extensive review of the work done thus
far in [24]. Work on the asperity distributions in rock fractures and their compres-
sion is presented by Gangi and Swan in [14] and [25]. Slightly di�erent conceptual
approaches both result in a permeability equation dependent on the applied load.
The choice of asperity distribution has a major e�ect on the relation, both use power
law and Swan also exponential and normal distributions. An empirical, cubic-law
based equation for the permeability of fractures under normal pressure, along with
experimental studies, has been proposed by Gale in [26]. All three relations require
few parameters to describe the fracture.
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The experimental work on single fractures has been extensive. The anisotropy to
the �ow caused by shearing is an interesting question, and in the interest of several
research �elds. Yeo et al. [27] and Gentier et al. [28], among others, both performed
�ow tests with a single fracture replica, of sandstone and granite respectively. Yeo
et al. performed unidirectional tests under constant normal stress and various shear
displacements, whereas Gentier et al. present results for three shear directions in
one directional �ow. Both results give indication that the permeability is slightly
larger in the direction perpendicular to the shear.

Lee and Cho in [29] performed combined hydraulic and mechanical laboratory
tests with arti�cial fractures in granite and marble. The topography of the fracture
was measured using a 3-D laser pro�lometer. The e�ects of normal stress and
also shear stress and dilation under small normal stress were studied. The �ow
was laminar and in the direction of the shear. Models presented in earlier studies
[14, 25, 26] are compared to the results, and exhibit a high degree of �tness, when
applied with suitable parameters. The relation between hydraulic and mechanical
aperture is discussed, for example, in [30].

In the development of the analytical models for permeability, shear stress has
been taken into account relatively recently, as older models only include normal
stress. Now, however, several writers have taken the task. For example, Zhou et al.
have presented an analytical model to describe the e�ect of a general stress state
on �ow [5]. Fractures are modelled as interfacial layers, with no displacement to
other than the perpendicular direction, assuming the mechanical response can be
described by a linearly-elastic model. The weakness of this model is that it requires
a lot of parameters that have to be determined in extensive laboratory experiments,
and as such the model has little use in �eld studies. Shear stress e�ect in 2-D
simulated fracture system is studied by Min et al. [31], and an empirical equation
between stress and permeability is introduced, based on discrete fracture modelling.
The problem in this relation is the same as in the previous one, a lot of parameters
need to be determined before any simulations can be made.

The rapidly increasing computational capacity has a�ected the �eld, and a ma-
jority of the studies from the 21st century are numerical simulations. The DFN
method is now common, with emphasis on determining the representative element
volume (REV). In the discrete fracture method, the rock consists of a fracture net-
work with similar average properties as the rock under investigation. The problem
of determining the permeability tensor is passed over by calculating the mechanical
changes, primarily the aperture change, induced by stress, as accurately as possible.
Then the �ow, which is assumed to take place in the fractures only, can be calculated
with the cubic law. This transfers the problem of determining permeability into a
problem of presenting the geometry change as accurately as possible. Issues remain
though, for example the hydraulic aperture used in cubic law is not the mechanical
aperture, and some relation to link them should be used, and also some model be-
tween normal stress and normal closure should be applied. Commonly the fracture
shear stress�displacement behaviour is modelled with Mohr�Coulombs law [32], and
dilation occurs according to a certain dilation angle. The sti�ness behaviour and
friction angles of the fractures are required.
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In a recent study [7], Zhao et al. present combined structural, hydraulic and
transport modelling by the discrete element method and particle tracing. The stress
state is found to be a signi�cant factor in the solute residence time and travel
paths. The model uses many simpli�cations, among the most important are that
fractures are smooth and follow the cubic law, and the hydraulic apertures are equal
to mechanical apertures with constant initial aperture value for the whole geometry.
The simulation is conducted in 2D. E�ort has been made to make it from 2D to
realistic 3-D geometries. Zhang et al. [33] present both numeric calculations and
experimental results with the purpose to achieve a stress�permeability relation to
work in 3D. A fracture lattice system is applied to be the rock model, with no
shearing e�ects included. Existing results are summarised, and the cubic law is
found to be valid.

Fracture permeability and its behaviour under stress is an active �eld of study,
where signi�cant advances, especially in single fracture �ow, has been made. In
rock permeability, focus has been on the granular approach, but numerical studies
of fracture networks are increasing in e�ciency and volume.
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3 Theory

The computations consist of two parts, the mechanical problem and the hydraulic
problem. The mechanical problem is solved before the hydraulic one since perme-
ability in the hydraulic problem depends on the solution of the mechanical problem.
Both problems are stationary. Temperature is assumed constant, and the e�ects of
salinity have been neglected for simplicity.

3.1 Structural mechanics

In order to study the e�ect of stress state to �ow properties of rock, the stress
�eld has to be calculated. The principal stresses of the Äspö area in the investi-
gation depth are known and used as initial values for the calculation. The tunnel
inner boundaries are set to move freely, and the e�ect of the investigation tunnel
is computed. The outer boundaries of the simulation area are set to have zero
displacement, since the boundaries are a part of the bedrock.

From the structural point of view, the bedrock is assumed to be a homogeneous
and isotropic material. Fractures are included as surfaces, and the displacements
are assumed continuous across them. This is a simpli�cation, in reality fractures
are somewhat elastic. Computing them as compressive is possible, but it would
require knowledge on the normal and shear sti�ness, and their behaviour against
stress magnitude. With no such information at hand, continuity is assumed.

The stress σ is solved from

−∇ · σ = FV, (1)

where FV is the force per unit volume. Hooke's law [34] relates the stress tensor to
the strain tensor with the assumption of a linear elastic material

σ = σ0 + C : (ε− ε0), (2)

where C is the elasticity tensor, ε the strain, and σ0 and ε0 are the initial stress
and strain. For a linearly elastic material the strain is

ε =
1

2

[
(∇u)T +∇u

]
. (3)

3.2 Hydraulic problem

The physical hydraulic problem is quite straightforward. The computation domain
is a cube of bedrock, with certain pressure boundary conditions that are obtained
from a larger site-speci�c model. Inside the rock of the calculation domain are
tunnels and boreholes, which have an atmospheric pressure boundary condition.
The bedrock has fractures, which have their own, larger permeability. The rock is
assumed fully saturated in the whole geometry. The �ow in the rock follows the
mass balance equation

∇ · (ρv) = Q, (4)
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where the velocity is obtained from Darcy's law

v = −κ
µ
∇P. (5)

Q is a source term, κ is the rock permeability for water and µ water viscosity.
In the fractures, a similar tangential mass balance equation prevails

∇T · (bρv) = bQ, (6)

and velocity follows Darcy's law also in the fractures

v = −κf

µ
∇TP. (7)

∇T is the gradient operator on the surface representing the fracture, b is the aperture
of the fracture, and κf the permeability of the fracture.
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4 Fracture permeability models

In rock fracture �ow, the cubic law dependence between permeability and aperture is
widely used. It is found to work also on fractures under loading. Cubic law is based
on a parallel plate model, by far the simplest assumption, yet it does not describe the
details of natural fractures. A natural fracture has contact areas, surface roughness
and a large variance in aperture [35]. When normal stress is applied, the contact
area increases, and average aperture decreases non-linearly.

The di�culty in modelling fractures under load is that some assumption must
always be made of the fracture geometry. The e�ect of shear stress is more tricky,
because displacement and dilation are dependent on the topography. Depending on
the relative position of the top and bottom fracture pro�les, the behaviour under
shear can be quite di�erent, as FIgure 1 presents. For single fractures the shear
stress-displacement behaviour is widely studied, in for example [28] and [29]. Shear
stress increases with shear displacement until a peak value of shear stress is reached.
In single fracture measurements this point is reached when shear stress exceeds the
normal stress. From there on, a plastic region begins, where shear displacement
increases with smaller shear stresses, and dilation into the normal direction begins
to take place. In terms of permeability it means a rapid increase of several or-
ders of magnitude, which turns into a moderate increase afterwards. The situation
in bedrock di�ers from the single fracture behaviour, since the fractures are not
necessarily free to displace or dilate.

Figure 1: The process of shear can go from right to left or from left to right,
depending on the initial mating of the surfaces.

4.1 Bed of Nails model

Gangi presents a model in [14] for fracture permeability that is based on the aperture
distribution in a fracture. The model is called the Bed of Nails model, since in it the
fracture is assumed to consist of planar planes with rods of di�erent lengths attached
to them, looking much like an actual bed of nails. The rods are assumed to behave
as elastic springs. Therefore, when normal stress is applied to the surfaces, the rods
compress and even more rods make contact, hence the resistance of the fracture
increases.

The necessary assumptions of the model are that the �ow is laminar, and the
surface roughness has little e�ect on the �ow, which can be considered as �ow
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between smooth parallel plates. Also, the angles of the fracture surface relative to a
smooth surface have to be small, so that the �ow length does not di�er signi�cantly.
The distribution function of the lengths of the "nails" is assumed to follow power
law.

The advantage of the Bed of Nails model is that it is �exible to the distribution
of aperture, the so-called nails. Swan uses an approach similar to the Bed of Nails
model in [25], where the fracture surfaces are assumed to consist of hemispherical
peaks su�ciently far from each other to deform independently. Three peak height
distributions are considered: power law, exponential distribution and normal distri-
bution. These are based on aperture distribution measurements, also presented in
the paper. It is found, as in other studies like [27, 29, 35, 36] that natural aperture
distributions follow roughly the normal distribution, although for certain parts of
the distribution other �ts are also reasonable approximations. Other distribution
choices for the model than power law are slightly problematic, normal distribution
requires a lot more computing power, as the integrals should be calculated at every
step. The exponential distribution works well for small normal loads.

Gangi's Bed of Nails model is essentially the same as Swan's with power law
aperture distribution. The model requires as parameters the Young's modulus of
the material and the initial fraction of contact surface in the fracture. This fraction
is di�erent for all natural fractures, but since the model has to be su�ciently simple
and computationally not too heavy, a general value for all fractures must be assessed.
The estimate is based on several studies, for example [23, 35], wherein the aperture
pro�les of bedrock fractures has been measured. The model requires also initial
permeability, which is calibrated from in situ experiments.

For the assumed planar fracture, permeability can be calculated from the cubic
law

κf = Cb3. (8)

If the permeability at a certain aperture is known, the change in permeability can
be calculated from the change of the aperture

κf = κ0(b/b0)
3, (9)

where b0 and b are the apertures before and after the application of pressure.
The force required to move the two faces of a fracture closer to each other by a

distance x can be expressed as

F (x) =
I∑
i=1

kin(li)R(x− b0 + li), (10)

where I is the total number of rod sizes, ki is the spring constant of the i:th rod,
n(li) is the number of rods that have length li, and R() is a ramp function.

The rods keeping fracture surfaces apart can be considered as springs de�ned by
a spring constant. The sti�ness of an ideal spring is expressed as

F = −kx, (11)
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where k is the spring constant and x the distance from the springs' initial length.
Then again, Young's modulus is de�ned as tensile stress per tensile strain. This is

E =
σ

ε
=

F/A0

∆L/L0

, (12)

where F is the force exerted on the object, A0 is the cross-sectional area of the
object before application of the force, L0 the original length and ∆L the change in
length. Combining equations (11) and (12) we get

k =
EA0

L0

. (13)

For all rods in the Bed of Nails system, it is similarly valid that

ai
li

=
k

E
= constant = βb0, (14)

where ai is the cross-sectional area of each rod and β << 1, is a constant chosen for
simplicity. From now on all the rods are assumed to have the same spring constant
k for simplicity.

The pressure that is exerted on the faces of the fracture can be calculated from
the de�nition of pressure using equations (10) and (14)

P (x) =
F (x)

A
=
Eβb0
A

I∑
i=1

n(li)R(x− b0 + li), (15)

where A is the fracture area. From now on the "shortness" of a rod ξi = b0 − li
is used as the variable, for simplicity. The summation is convenient to turn into
an integral of the distribution function over the shortnesses dN(ξ) = n(ξ)dξ, where
N(ξ) is the distribution function of the shortnesses of the rods.

P (x) =
Eβb0
A

∫ x

0

(x− ξ)n(ξ)dξ. (16)

The distribution function N(ξ) depends on the geometry of the fracture, but
some function must be chosen to represent it. The recorded aperture distributions
form approximately a Gaussian curve, and thus their distribution function is the
error function. Gangi has chosen power law as the distribution function of the
Bed of Nails model. This makes sense, as linear power law, e.g. exponent 2 is a
good approximation of the central part of the error function in many cases. The
distribution function is then of the form

N(x) = I0

(
x

b0

)n−1
. (17)

Now the integral can be calculated.
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The pressure exerted on the faces of the fracture takes now the form

P (x) =
Eβb20I0
nA

x

b0

n

. (18)

As x = b0 − b, we get
b

b0
= 1−

(
P

P1

) 1
n

, (19)

where P1 = Eβb20I0/nA. The area covered by rods at b0 is

Ar =

∫ N(b0)

N(0)

a(ξ)dN(ξ) = I0β
b20
n
, (20)

which leads to
P1 = E

Ar
A
. (21)

Uniting equations (9), (19) and (21) and remembering that n = 2 was chosen,
the �nal formulation of permeability according to the Bed of Nails model is

κf = κ0

1−
(
P

P1

)1

2


3

. (22)

4.2 Exponential model

Min et al. in [31] have derived a model for the permeability of fracture sets as a
function of stress state in 2D. The model is experimental, based on a discrete fracture
network study. The behaviour of single fractures in the network is calculated, and
the general permeability behaviour of a fracture network is studied. A number
of simulations at di�erent stress conditions are run, and an analytical equation is
�tted to those simulation results. In the simulations, a stepwise linear model for
normal sti�ness of fractures and a constant shear sti�ness are used. Sti�ness is
the slope of a stress�displacement curve. The rock blocks between fractures are
assumed continuous, homogeneous, isotropic, linearly elastic and impermeable. The
shear stress�shear displacement fracture behaviour is modelled by an elasto-perfectly
plastic constitutive model with a Mohr-Coulomb failure criterion [32], where dilation
takes place in the plastic region.

The analytical model is derived to �t the described simulation results. Both
normal and shear e�ects are included, their permeabilities in each direction are
calculated independently, and it is assumed that the sum of shear and normal per-
meability gives the total directional permeability. The cubic law is used for the
relation between permeability and hydraulic aperture. The permeabilities are not
for single fractures but for fracture systems of a speci�ed fracture density.

The di�erence between this model and most of the others is that it is an empirical
model and thus takes no notion of the micro-structural theory of fracture surfaces.
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This model is slightly modi�ed for the purpose of this study. Instead of taking the
total permeability as the sum of normal and dilational permeabilities, it is assumed
that the aperture is the sum of the dilation and the aperture that deforms due to
normal stress. The cubic law is used to get the permeability from the total aperture.
With these changes the permeability is taken as a representative permeability for a
single fracture in bedrock, not a fracture set permeability.

It is proposed that an aperture under normal loading can be divided into two
parts, the deformable aperture and the residual aperture [22]. As the normal loading
increases, the deformable aperture decreases and the total aperture approaches the
residual aperture. The form of the normal stress to aperture curve is known [24], so
the normal stress-dependent aperture can be assumed to take the form

b = bres + bmax exp(−γ1σ), (23)

where γ1 is a parameter related to the curvature of the exponential function.
The shape of shear stress�displacement curve is di�erent when the normal dis-

placement is restricted. Dilation forms a �rst rapidly increasing and later slowly
increasing curve against shear displacement, and no peak nor elastic region forms
[24]. In an unlimited case, shear dilation takes place after the ratio of shear to
normal stress exceeds a threshold kc. If the friction angle of the fractures is known,
the value of the threshold can be calculated from the Coulomb failure criterion [32]

kc =
1 + sin Φ

1− sin Φ
, (24)

where Φ is the friction angle of the fractures. The shear dilation term is

d = dmax [1− exp(−γ2(η − kc))] , (25)

where dmax is the maximum possible dilation in the fracture and γ2 the curvature of
the dilation function. The equation is only valid when η − kc > 0. Experiments for
free single fractures [28, 29] suggest that when the ratio is approximately 1, dilation
begins to take place, indicating that the friction angles are very small. In bedrock,
where the fractures are within the rock matrix, the situation is not as simple. Large
DFN-simulations suggest that the threshold in fracture systems is larger, 3 according
to [7] and [31]. The ratio increases when fractures are not free to move, and the
elastic region may not be reached. As the fractures are in old bedrock that has a
complicated stress �eld history, some fractures might be past the threshold and have
already dilated and are in the elastic region, thus having a signi�cantly decreased
shear stress.

If the aforementioned di�culties are neglected, the equation form of dilation can
be expressed as

κ =

(
b1 + b2 exp(−γ1|Tn|) + (b2 − b1)

(
1− exp

(
−γ2(|

Tt
Tn
| − 1)

)))3

, (26)

where b1 is the residual aperture, b2 is half of the maximum aperture, Tt is the
tangential component of the surface traction and Tn is the normal component of
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the surface traction. As with the original model, [31], the problem with Eq. (26) is
the numerous parameters that have to be determined. The γ1 and γ2 values were
chosen to yield somewhat credible shapes. In�uence was taken from the curves
presented in [22, 26, 28] and [29]. The aperture change was chosen to be three
orders of magnitude, and the values of residual and the half maximum aperture
were calibrated. The model bares no other distinction of direction than normal to
and along the fracture plane in question.

4.3 Angular model

A completely new model is presented here, based on the experimental results re-
ported in [2]. In the paper, orientations of recorded wet fracture sets from Äspö
HRL area are compared to the principal stress directions of the region. It seems
that most of the wet fractures belong to a set parallel to the �rst principal stress, the
direction most prone to shearing and dilation, and with least normal stress. Also,
the direction with least wet structures is parallel to the third principal stress. These
both apply for subvertical fractures. In subhorizontal direction, there are also some
reported �owing structures, although less than in the vertical direction.

Based on this information, an equation is derived, where the permeability of
a fracture depends solely on its direction in respect to principal stresses. In the
direction of the strike, permeability reaches its maximum when it is perpendicular
to the �rst principal stress. When considering dip, the permeability reaches its
signi�cantly smaller peak value when the dip is close to 0 or 90 degrees. Based on
no other information we can formulate

κf = κmin + κ0
1

6
(κdip + 2κstrike + 3) , (27)

where
κdip = cos(4θ) (28)

and
κstrike = − cos(2 (φσ1 − φ)). (29)

θ is the dip, de�ned downwards from horizontal plane, φσ1 is the angle of the �rst
principal stress and φ is the strike, de�ned clockwise from north.
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5 Rock permeability models

In models, bedrock is assumed to consist of a rock mass and fractures within. The
rock mass can be considered to consist of mineral grains in a lattice, but is often
assumed to be a homogeneous mass. The �ow in the rock takes place in the space
between the grains, the so called pore space. If stress causes a change in the size of
this space, the permeability changes. If the pore space is very small and the rock is
su�ciently fractured, it is impractical to consider the �ow in pores, and one might
comprehend the rock permeability as �ow in a matrix of uniformly spaced channels
in an impermeable medium. The appropriate approach depends on the rock type.

In the granular approach, there are two ways to regard the compression process:
either the grains themselves are assumed to compress, which causes the total volume
and pore space to change, or only the pore space compresses, while the individual
grains are considered relatively incompressible. A similar division concerns also
fracture lattice models, wherein the rock blocks between fracture planes can be
considered either rigid or elastic.

5.1 Volumetric-strain dependent model

A simple mathematical relation between stress and permeability has been derived by
Kim and Parizek in [17]. The objective of the study is to generate a mathematically
simple model that is still a signi�cant improvement to a constant rock permeability.
In the model, bedrock is not considered as individual grains in a lattice, but as
a uniform solid skeleton. The skeleton is assumed elastic, to surround the pore
space, and the individual solid grains are assumed relatively incompressible. The
model assumes that Darcy's law and Hooke's law are valid and that the mechanical
deformation of the skeleton does not alter the shape factor of the Kozeny�Carman
equation. The shape factor expresses the e�ect of the shape of the solid grains on the
hydraulic conductivity, and it has to be assumed unchanging during a deformation.
For this reason shear stress cannot be included. The main advantage of the model
is that the derivation is simple and understandable. It is also fast to compute since
it is isotropic and depends only on volumetric strain.

For a porous medium, the change in the porosity n due to the deformation of
the solid skeleton can be expressed as

dn = d

(
VP
VT

)
=
dVP
VT
− ndVT

VT
, (30)

where VP is the pore volume and VT is the total volume. In case that the individual
grains are incompressible, the solid volume does not change dVS = 0, and hence
dVT = d(VP + VS) = dVP. Thus Eq. (30) becomes

dn = (1− n)
dVT
VT

. (31)

Integrating this from the unstressed state gives

1− n0

1− n
=

VT
VT0

, (32)
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where VT0 and n0 are the volume and porosity at the unstressed state. Using the
notion VT = VT0 + ∆VT and the de�nition of volumetric strain εVOL = ∆VT/VT0

yields

n = 1− 1− n0

1 + εVOL

. (33)

Until Eq. (33), the assumptions have been quite reasonable. The next step con-
sists of making the relation between saturated hydraulic conductivity and porosity,
by applying the Kozeny�Carman equation [9]

K =
ρwg

µw
κ =

ρwg

µw
f(s)f(n)d2, (34)

where ρw and µw are the density and viscosity of water, κ is the intrinsic permeability,
f(n) = n3/(1 − n)2 is the porosity factor and f(s) the shape factor. Substituting
Eq. (33) into Eq. (34) we get

κ = κ0

[(
1

n0

)
(1 + εVOL)2/3 −

(
1− n0

n0

)
(1 + εVOL)−1/3

]3
, (35)

where κ0 is the initial permeability before any deformation takes place. Eq. (35) is
valid only on the condition that εVOL > −n0. A constant value for the permeability
is used in modelling for the area where the relation is not valid.

The model is intended as an improvement to using constant rock permeability,
and di�erences in prediction from other numerical and analytical models is reported
in [17]. However, the model cannot explain hydraulic anisotropy, often found in rock
formations. The limitations of the Kozeny�Carman equation must be kept in mind,
since it assumes a reasonably uniform grain size and random pore structure, and
thus does not necessarily work for parallel oriented structures.

5.2 Granular models

A widely used way to approach rock permeability is to examine its grain structure.
Flow takes place in the pore space between the grains, and when the grains compress,
the volume of pore space changes. The grains are assumed spherical, and their
compression can be calculated with Hertzian contact theory. Assumptions on grain
packing and compression may vary between models. Gangi in [14] presented one
equation for permeability of compressing grains in a triangular lattice

κ = κ0

(
1− C

(
P

P0

))4

, (36)

where
P0 =

4E

3π
(37)

is the reference pressure, where E is the Young's modulus. P is the e�ective pressure
in the rock, and C a geometrical parameter that Gangi suggests to be approximately
2 for spherical grains.
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Bai and Elsworth presented their slightly altered model for grains in a simple
cubic lattice in [15]

κ = κ0

1∓ 1

2

[
9 (1− µ2)

2

(
πP

E

)2
]1/32

. (38)

κ0 is the unstressed permeability and µ the Poisson's ratio. The negative sign refers
to compressional loading and the positive sign to dilatational loading. Both models
are isotropic and are functions of the e�ective pressure.

These type of models are frequently used for sandstone applications, but for
granite with a Young's modulus as high as 60 GPa, the di�erences in permeability
tend to be small. They both also assume that the pressure is uniform, which is unre-
alistic in this particular in situ application. Neither of these models were used in the
simulations in the end, since they di�er only minimally from constant permeability.

5.3 Uniformly spaced fracture lattice

The crystalline granite of Scandinavia is fractured. This is why assuming the rock
to consist of an evenly spaced fracture lattice in impermeable rock, is reasonable.
The permeability for paralleled fractured rock has been derived long ago [32]

κ =
1

12s
b3, (39)

where s is the fracture spacing. In a stress �eld, however, the fracture apertures
cannot be assumed constant, but some model that takes their compression into
account should be added. There are many alternatives, stress or strain dependent,
like the models presented in the previous section (Fracture permeability models) of
this study.

In the fracture lattice model, it is assumed that the rock matrix consists of
fracture planes oriented in three perpendicular directions that are assumed to be the
principal stress or strain directions. This assumption makes the problem easier, since
there is no shearing in this coordinate system. This is not a completely arbitrary
choice, since rock tends to crack roughly along the stress directions [32]. Old rock
has known di�erent stress states in its geological history, and contains fractures in
basically all directions.

In a fracture lattice, �ow in one direction is a�ected by the stress or strain in the
other two directions, as the apertures of the fractures change. If all fractures have
the same initial aperture and the rock has a uniform fracture spacing, half of the
�ow in direction 1 is controlled by stress in direction 2 and the other half by stress
in direction 3. This situation is illustrated in Figure 2. Thus the e�ective aperture
that transmits �ow to direction 1 is the arithmetic mean of the apertures in direction
2 and 3. This approach can be regarded as a simpli�ed arithmetic version of the
model presented in [33].
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Figure 2: The uniform lattice geometry with �ow to direction one (light blue arrows)
and controlling stresses (σ2 and σ3) to directions 2 and 3.

5.3.1 Bai model

The �rst simple model used was presented as a 2-D version by Bai et al. [16]. In the
equation it is assumed that the fractures are soft in respect to the rock matrix, so
that the strains are only a result of the displacement of the fractures, the rock does
not deform. The bedrock permeability in one direction can thus be expressed as

κj =
1

12s

(
b0 +

s

2

(∑
i6=j

εi

))3

, (40)

where b0 is the initial aperture of all the fractures and s the fracture spacing, which
is also same in all directions. The permeability needs to always be positive, e.g.,
the fractures cannot close more than to zero aperture. This gives Eq. (40) a validity
condition ∑

i6=j

εi ≥ −
2b0
s
. (41)

When the sum of the strains is below the threshold, a constant value for permeability
is applied.
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This model poses the numerical di�culty that the permeability di�erences be-
tween directions can easily be 10 orders of magnitude, as the sums of the strains
computed by the structural model can be up to millimetres. Therefore, limitations
are made when applying the relation. It is assumed that the fracture cannot close to
zero aperture, but residual aperture behaviour is presented. It is also assumed that
the aperture of the fractures cannot increase in�nitely, but that there is a maximum
aperture, after which further increase in strain does not increase permeability any
further . This is not in line with the basic idea of the model, but numerically nec-
essary. The sharpness of the edges is slightly smoothed to make the �rst derivative
continuous.

5.3.2 Gangi model

The constant aperture in Eq. (39) can be modelled also by other means. One choice
would be to use some fracture model, like the Bed of Nails model presented by
Gangi( Eq. (22)). In a uniform fracture lattice coordinate system, such as in Figure
2, it would yield

κj =
1

12s

(
b0

(
1−

1
2
(
∑

i6=j σi)

P1

))3

, (42)

where σi and σj are the perpendicular normal stresses and P1 is the parameter of
the Bed of Nails model, Eq. (21). The problem here is that the Bed of Nails model
is valid only for compressive stresses and the stress gets tensile in some areas close
to the tunnel. To simplify the model, it is assumed that the maximum permeability
is reached with the initial aperture, e.g., fractures do not expand. Also, only the
sign of the sum of the stresses is taken into account. The summation oversimpli�es
the situation as large stresses of opposite signs compensate each other.
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6 Geometry and Modelling

The simulations follow the Bentonite Rock Interaction Experiment (BRIE) con-
ducted in the Äspö Hard Rock Laboratory, which is a well known rock mass in
Sweden with an extensive tunnel network. The investigation tunnel in question is
called TASO, a side tunnel from a larger one called TASD; both are in the depth of
approximately 400 m.

The basic tunnel geometry of Äspö tunnels TASO and intersecting TASD, pre-
sented in Figure 3, was imported to COMSOL Multiphysics [37] from a CAD-�le
representing the site. In the model, north is parallel to the direction of the y-axis.
The geometry includes three full-size deposition-holes that are bored to TASD and
TASO �oors. Three large fracture-zones, i.e., large fracture 1, large fracture 2, and
NNW4 have been found in the experiments of the area of interest (Figure 3). These
are imported as planar surfaces to the model. Transmissivities and apertures for the
fracture-zones have been estimated in previous large scale �ow tests [38].

The in�ow experiments done in TASO can be divided into two phases based
on the geometry. In the �rst phase, �ve holes of 76 mm diameter were bored to
TASO �oor and their fracturing was recorded and �ow and pressure experiments
were conducted. In the second phase, two of the holes were expanded to 300 mm
diameter, ten new holes were bored around the previous ones, and four to the TASO
walls. The boreholes have depths varying around 3 m, and the horizontal holes are
10 meters deep.

The holes are indexed according to the following system: 00G00, where the �rst
digits indicate the number of meters the hole is from the start of the tunnel. The
�rst �ve holes have numbers 14, 15, 17, 18, and 20. The second digits after the
letter can be either 01, 02, 03, or 04. The �ve holes of the �rst phase are all along
the same line and all have secondary digit 01. Holes labelled with 02 are found on
a line south�east from the �rst-phase holes and those with 03 to north-west. The
holes labelled with 04 are found along the original line, but always after the 01-hole.

Figure 3: Left: tunnel network, observed large fractures and the outline of the larger
cubic model geometry are illustrated. Right: the �ve �rst phase boreholes on TASO
�oor and their indexing is presented [38].
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(a) Boreholes in the TASO tunnel �oor. (b) Boreholes in the TASO tunnel walls.

Figure 4: Boreholes in TASO tunnel in phase 2 [38].

The horizontal boreholes have letter A on the south side of the tunnel and letter B
on the north side. The �rst and second phase hole-orientation and their indexing is
presented in Figure 4.

Core studies and Borehole Image Processing System (BIPS) imaging were done
for the �ve �rst phase boreholes to study the fracturing. 78 fractures were recorded
in total. Such an amount of fractures is impractical for meshing and calculations in
COMSOL. The set of fractures had to be reduced by some logical means.

The �rst basis for reduction was to include only fractures that are observed in
the BIPS. This is because BIPS imaging might be easy enough to be used when a
repository is in operation, whereas examining cores of every single borehole of the
repository could be impractical. Thus, in a real application, only fractures visible
in BIPS would be included in the �ow calculation.

Secondly, fractures that were reported as con�dently sealed were excluded. Also
fractures too close to others were eliminated due to meshing di�culties. After these
eliminations 31 fractures remained. Creating a mesh to a domain with all these
would be impractically time-consuming, and would lead to memory problems be-
cause of the heavy computational load. Talbot in [2] shows that in nature, fractures
perpendicular to the �rst principal stress conduct the least water, and that best
conductors are fractures subparallel to the �rst principal stress. Based on this in-
formation, fractures perpendicular to the �rst principal stress, meaning fractures
with a strike between 198�218o or 18�38o, were excluded. This led to the elimina-
tion of three more fractures. Finally, six fractures were eliminated because of their
similarity in location and orientation compared with other remaining fractures.

Twenty-two small fractures around the boreholes remained to be included in
the geometry. Fractures were assumed planar, and thence were imported as planar
surfaces into the model. They were assumed to reach a distance of 0.3 m from the
borehole center. There is no practical way of determining the real shape and span of
all the fractures, so some approximative assumptions were made. The radius of 0.3
m is an estimate of the fracture length, based on previously reported transmissivity
values [38]. In phase two, two more fractures were reported as �owing structures in
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boreholes 17G01 and 18G01, and were added to the geometry along with the chosen
fractures in phase one.

For necessary water and granite material parameters the COMSOL Material Li-
brary values were used, since they are in the range of the measured values in the
BRIE area. For the large fracture zones, �ow tests have been performed, and esti-
mates for their transmissivities exist [38]. From core tests of rock samples estimates
for the rock permeability values have been made.

The fracture aperture values are di�cult to determine. Rough estimates on
the mechanical apertures were reported with the fracture data that was provided.
The mechanical aperture di�ers from the hydraulic aperture, and the relation is
still under research. The cubic law, and thus all the hydraulic models, uses the
hydraulic aperture. Since the fracture models are based on the cubic law, and
since the cubic law depends on hydraulic aperture, all fracture models are models
of aperture deformation as well as permeability. It would, thus, be possible to
compute the e�ect of stress on aperture, and use this deformed aperture value in
the computation of the in�ow from the fractures, according to Eq. (6). Nevertheless,
this was left out of the model and a constant fracture aperture was applied when
computing the in�ow. This was done in order to get a clear interpretation of the
e�ects the models have on fracture transmissivity. The hydraulic aperture of the
large fracture-zones was 10−5 m and 10−6 m for the small fractures.

The initial rock and fracture permeabilities, κ0 and κf0, were calibrated. The
water in�ow to the TASO tunnel has been both computed based on large scale
pressure�distance data, and measured by water�collection tests [38]. The value is
0.5 l/min and the measured value from the sorbing mats 0.1 l/min. The calibration
value used was 0.2 l/min for the whole TASO tunnel.

The model built in COMSOL included two Physics Modules, Solid Mechanics
and Darcy's Law. The CAD Import Module kernel was used for the geometry,
because it was mainly imported from a CAD �le, and because great accuracy in small
features was required. The default settings of the Solid Mechanics module (quadratic
discretization) worked well for the mechanical problem. The default settings of
Darcy's Law module are enough for the isotropic rock permeability models. For the
diagonal rock permeability models, linear-element discretization was used, because
of its ability to follow rapid changes. Permeability and fracture-conductivity models
are either inserted directly to the model using the free �eld or implemented as
piecewise functions.

The meshing proved to be sensitive. The di�culty was to create a mesh that
suited the geometry with large di�erences in scale, and the 2-D surfaces in a 3-D
geometry. The meshes were built to yield maximum accuracy close to the boreholes,
where the measurements take place, with the limitation of required memory. As the
structural mechanics computation is more demanding, having three variables to
compute instead of just one as in the hydraulic problem, the mesh was signi�cantly
more coarse than the mesh of the hydraulic problem.



31

Figure 5: The �nalized geometry for simulations in phase one. TASO tunnel with
one deposition hole at the start of the tunnel (red), large fractures (yellow) and the
boreholes (black) with the surrounding small fractures (yellow).
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7 Results

Measurements conducted in the boreholes of Äspö Hard Rock Laboratory were sim-
ulated with di�erent models. The stress state of the bedrock was calculated �rst.
The �ow simulations can be divided into two phases according to the geometry, as
described in the previous section. In the �rst phase of the experiments there were
�ve boreholes of 7.6 cm diameter on the �oor of TASO tunnel. Pressure and in-
�ow measurements were conducted with focus on borehole 17G01. For the second
phase, holes 17G01 and 18G01 were expanded to 30 cm diameter and additional 14
holes were drilled around the previous ones. Again, pressure and in�ow tests were
conducted. All these experiments were simulated using combinations of di�erent
models for rock and fracture permeabilities.

During in�ow tests, all other holes were sealed, except for the examined one.
In the �rst phase, the total in�ow test to the holes succeeded in giving results to
only two holes, i.e., 17G01 and 14G01. In�ow to 17G01 was also measured from a
depth range of 0.5�2.97 m, in relation to the tunnel �oor. In phase two, the �ow
experiments were conducted on 17G01 and 18G01, and pressure measurements on
selected new holes. The in�ow to TASO tunnel �oor was also measured.

For both bedrock and fracture permeability, the computations were done �rst
with constant permeabilites. In addition for bedrock, Volumetric model (Eq. (35)),
plain fracture lattice model (Eq. (40)) referred to as Bai, and the compressive frac-
ture lattice model (Eq. (42)) referred to as Gangi, were used. The models used for
fractures were Bed of Nails (Eq. (22)), Exponential (Eq. (26)), and Angular (Eq.
(27)). A summary of the model principles is presented in Table 1, and the used
model combination indexing is presented in Table 2.

Table 1: Summary of the used models.

Name Description Reference
Rock models
Volumetric Isotropic model, volumetric-strain-dependent [17]
Gangi Fracture lattice model, fractures follow Bed of Nails [14]
Bai Fracture lattice model, rigid rock [15]
Fracture models
Bed of Nails Compressing asperity distribution [14]
Exponential Derived from a DFN simulation, shear included [4]
Angular Empirical model derived based on in situ results [2]
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Table 2: Indexes of the used fracture and bedrock model combinations.

Fracture | Bedrock Constant Volumetric Gangi Bai
Constant 1 5 9 13
Bed of Nails 2 6 10 14
Exponential 3 7 11 15
Angular 4 8 12 16

Table 3: Stress state measured in Äspö.

σ1 σ2 σ3
Value (MPa) 30 15 10
Angle from North 298 - 208
Angle from horizontal plane 0 90 0

7.1 Stress calculation

The stress state around the investigation tunnel was computed using the general
principal stresses of the investigation area as an initial stress state. The measured
principal stresses are presented in Table 3. All stresses are compressive, as is normal
in deep rock reservoirs. The principal stresses and the e�ect of the tunnel are
illustrated in Figures 6 and 7 respectively.

Figure 6: Principal stresses in the model volume.
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Figure 7: Principal stresses around TASO tunnel.

7.2 Calibration of initial permeabilites

All the models studied have two free parameters that needed calibration: initial
bedrock permeability and the initial fracture permeability, initial meaning here the
unstressed state. Both parameters were calibrated simultaneously, computing the
in�ows with di�erent parameter combinations for each model combination. The
calibration values were in�ow to TASO tunnel 0.21 l/min and in�ow in the �rst phase
to borehole 17G01 0.48 ml/min. For the combination 15 this was not reasonably
achievable, thus the TASO in�ow is 0.22 l/min for that combination. The resulting
initial rock permeabilities and hydraulic conductivities of fractures are presented in
Table 4, and the parameter values for all models are listed in Table 5.

7.3 E�ect of mechanical properties

The dependency of permeability on the mechanical properties could be observed
in the permeability pro�le of the models. Each rock model depends on a di�erent
mechanical parameter. The volumetric strain, �rst principal stress, and �rst prin-
cipal strain are presented in Figures 8, 10, and 12 respectively. The corresponding
hydraulic model permeability and permeability components are presented in Fig-
ures 9, 11, and 13. The permeability value range for Volumetric was from 10−27 to
10−16 m2. The κXX-component of Gangi permeability ranged approximately from
3·10−18 to 6·10−18 m2. The κXX-component of the permeability of Bai ranged the
prede�ned 10−21 to 5·10−16 m2.
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Table 4: Calibrated values for initial permeabilities and hydraulic conductivities for
the used model combinations.

Index Model κ0 (m2) Kf0 (m/s)
1 Constant Constant 3.05·10−18 6·10−5
2 Constant Bed of Nails 3.2·10−18 1.95·10−3
3 Constant Exponential 3.35·10−18 4.8·10−3
4 Constant Angular 3.25·10−18 4.2·10−3
5 Volumetric Constant 3.1·10−18 6·10−5
6 Volumetric Bed of Nails 3.25·10−18 1.95·10−3
7 Volumetric Exponential 3.4·10−18 4.5·10−3
8 Volumetric Angular 3.3·10−18 4.1·10−3
9 Gangi Constant 5.58·10−18 3·10−3
10 Gangi Bed of Nails 5.5·10−18 2.3·10−3
11 Gangi Exponential 5.83·10−18 4.7·10−3
12 Gangi Angular 5.67·10−18 4.8·10−3
13 Bai Constant 1.55·10−18 3·10−2
14 Bai Bed of Nails 1.54·10−18 1.6·10−3
15 Bai Exponential 1.76·10−18 4.4·10−3
16 Bai Angular 1.33·10−18 3.7·10−3

Table 5: Model parameter values.

Rock models Fracture models
Volumetric n0 3·10−4 Bed of Nails Ar 0.03·A
Gangi b0 10−6 m Exponential γ1 0.03

s 1/66 m γ2 0.1
Bai b0 10−6 m b1 5·10−7 m

s 1/16 m b2 10−4 m
Angular K0 4.1·10−3 m/s

Kmin 4.1·10−6 m/s
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Figure 8: Volumetric strain of the mechanical model on the tunnel �oor and borehole
17G01.

Figure 9: Permeability of Volumetric rock model on the tunnel �oor and borehole
17G01.
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Figure 10: The �rst principal stress on the tunnel �oor and borehole 17G01.

Figure 11: κXX-component of the permeability of Gangi rock model on the tunnel
�oor and borehole 17G01.
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Figure 12: The �rst principal strain on the tunnel �oor and borehole 17G01.

Figure 13: κXX-component of the permeability of Bai rock model on the tunnel
�oor and borehole 17G01.
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7.4 In�ow to borehole 17G01

The in�ow to borehole 17G01 has been measured in phase one and with several
methods in phase two. The measuring-time interval was 400 min, which is long
enough to assume the situation to be stationary.

7.4.1 In�ow in phase one

In phase one the measuring-depth interval of borehole 17G01 was 0.5�2.97 m and the
measured in�ow was 0.25 ml/min. The calibration in�ow value was taken from the
entire borehole depth. The in�ow from the prescribed depth interval was computed
with the di�erent model combinations; the results are presented in Table 6.

The in�ows computed with di�erent models ranged from 0.21 to 0.30 ml/min,
which are close to the measured value. Combinations 1�12 with Constant, Volumet-
ric and Gangi gave larger values than Bai, which gave the exact measured value
with combinations 15 and 16. Among fracture models, in combinations 1�8, Expo-
nential gave the smallest in�ow, which was the one closest to the measured value,
while Constant and Angular gave the largest in�ows. Combined with Bai rock
model, Constant and Bed of Nails fracture permeability models gave the smallest
values. With Gangi rock model, changes between fracture models were too small to
be observed.

Table 6: In�ow to hole 17G01 (ml/min, d = 76 mm), phase one, depth range 0.5�2.97
m.

Index Model In�ow
1 Constant Constant 0.30
2 Constant Bed of Nails 0.29
3 Constant Exponential 0.28
4 Constant Angular 0.30
5 Volumetric Constant 0.30
6 Volumetric Bed of Nails 0.29
7 Volumetric Exponential 0.28
8 Volumetric Angular 0.30
9 Gangi Constant 0.29
10 Gangi Bed of Nails 0.29
11 Gangi Exponential 0.29
12 Gangi Angular 0.29
13 Bai Constant 0.21
14 Bai Bed of Nails 0.21
15 Bai Exponential 0.25
16 Bai Angular 0.25
17 Measurement 0.25
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Table 7: In�ow to hole 17G01 (ml/min, d = 300 mm), phase two, depth ranges I:
2.1�3.5 m, II: 2.95�3.5 m and III: 3.45�3.5 m.

Index Model I II III
1 Constant Constant 0.47 0.27 0.07
2 Constant Bed of Nails 0.48 0.28 0.09
3 Constant Exponential 0.50 0.29 0.09
4 Constant Angular 0.48 0.28 0.09
5 Volumetric Constant 0.59 0.32 0.07
6 Volumetric Bed of Nails 0.53 0.28 0.07
7 Volumetric Exponential 0.55 0.29 0.07
8 Volumetric Angular 0.54 0.29 0.07
9 Gangi Constant 0.52 0.29 0.09
10 Gangi Bed of Nails 0.50 0.29 0.09
11 Gangi Exponential 0.58 0.34 0.12
12 Gangi Angular 0.51 0.29 0.09
13 Bai Constant 0.03 0.01 0.00
14 Bai Bed of Nails 0.03 0.01 0.00
15 Bai Exponential 0.04 0.02 0.01
16 Bai Angular 0.04 0.01 0.01
17 Measurement 0.25 0.20 0.08

7.4.2 In�ow in phase two

The in�ow measurements in phase two for 17G01 were conducted with two di�erent
methods: a nappy test and basic water collection. In a nappy test an absorbing mat,
commonly called as a nappy, is placed on the studied area, and later the weight of
the collected water is measured. The in�ow test was conducted on three depth
intervals: 2.1�3.5 m, 2.95�3.5 m and 3.45�3.5 m respectively. The simulation results
are presented in Table 7. A graphical representation of the in�ows computed for the
three intervals with di�erent model combinations can be found in Figure 14.

The measured relative in�ow increased towards the bottom of the borehole.
There were large di�erences between the models, but the simulation results can be
divided into two groups: Bai combinations that gave smaller results, and the other
models. Combinations 1�12 gave approximately twice as high values for interval I
as what was measured, but close to measured values for interval III. Combinations
13�16 gave small values for all areas, though the relative in�ow is greater in region
III than what was measured. The in�ow distribution along depth di�ered from the
measured results with all combinations, as seen in Figure 14.

In the nappy in�ow test simulation, the borehole was divided into 20-cm-high
sections, as were the nappies, distributed over the depth interval 2.25�3.25 m. Nappy
indexing goes from top to down. The numeric values for simulated in�ow distribu-
tions are shown in Table 8. The in�ow per nappy for each model combination and
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Figure 14: In�ow to three di�erent sections of borehole 17G01, represented as the
height of each column. The darkest color is for region III (3.45�3.5 m), middle color
for II, (2.95�3.5 m), and brightest color is for region I (2.1�3.5 m). The red column
presents the measured results.

the measurements are illustrated in Figure 15.
Model combinations 1�12 presented similar behaviour and large in�ow values.

Their in�ow increased slightly with depth, with the exception of nappy 4, where
a slight decrease of in�ow was observed. Of rock models, Volumetric gave largest
in�ows, and Constant smallest values. The di�erences between the fracture models
were relatively small. Constant and Exponential fracture models presented the
largest di�erences.

Bai rock permeability model combinations 13�16 di�ered signi�cantly from the
others. Most importantly the results were small in value. Considering the in�ow
distribution, the greatest di�erence was that nappy 5 did not give the largest in�ow,
as in other models, but the smallest in�ow. The shape of in�ow along the depth
was now �rst increasing and then decreasing. All four combinations had largest �ow
into nappies 2 and 3. Di�erences between the fracture models were negligible.

7.5 In�ow to borehole 18G01

The in�ow to borehole 18G01 was measured only in phase two, for the depth interval
of 2.1�3.1 m. Computed in�ows for di�erent model combinations and the measured
values are presented in Table 9.

As with other results, combinations 1�12 exhibited similar behaviour, shown in
Figure 16. They all gave large in�ows with little variance between the fracture
models. The in�ows were close to what was simulated for 17G01 and even larger
than what was measured for 17G01. Bai combinations 13�16 gave again small
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Table 8: In�ow to hole 17G01 (ml/min, d = 300 mm), nappy test, depth range
2.25�3.25 m, nappy indexing runs downwards.

Model | Nappy 1 2 3 4 5
1 0.05 0.05 0.06 0.05 0.07
2 0.05 0.05 0.06 0.05 0.07
3 0.05 0.06 0.06 0.05 0.08
4 0.05 0.05 0.06 0.05 0.07
5 0.06 0.07 0.08 0.08 0.09
6 0.06 0.06 0.07 0.07 0.08
7 0.06 0.07 0.07 0.07 0.09
8 0.06 0.07 0.07 0.07 0.08
9 0.05 0.06 0.06 0.06 0.08
10 0.05 0.06 0.06 0.05 0.08
11 0.05 0.06 0.06 0.06 0.09
12 0.05 0.06 0.06 0.05 0.08
13 0.01 0.01 0.01 0.00 0.00
14 0.01 0.01 0.01 0.00 0.00
15 0.01 0.01 0.01 0.00 0.00
16 0.01 0.01 0.01 0.00 0.00
Measurement 0 0.023 0.016 0.015 0.024
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Figure 15: Nappytest simulations, in�ows to 5 nappies computed with 16 di�erent
model combinations, index 17 presents the measurement results. Blue = nappy 1,
light blue = nappy 2, green = nappy 3, orange = nappy 4, and red = nappy 5.
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Table 9: In�ow to hole 18G01 (ml/min, d = 300 mm), phase two, depth range
2.1�3.1 m.

Index Models 2.1�3.1
1 Constant Constant 0.40
2 Constant Bed of Nails 0.40
3 Constant Exponential 0.42
4 Constant Angular 0.41
5 Volumetric Constant 0.52
6 Volumetric Bed of Nails 0.44
7 Volumetric Exponential 0.45
8 Volumetric Angular 0.44
9 Gangi Constant 0.43
10 Gangi Bed of Nails 0.42
11 Gangi Exponential 0.49
12 Gangi Angular 0.43
13 Bai Constant 0.01
14 Bai Bed of Nails 0.01
15 Bai Exponential 0.02
16 Bai Angular 0.02
17 Measurement 0.03
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Figure 16: In�ow to borehole 18G01 at depth range 2.1�3.1 m, computed with
di�erent models (see indexes in Table 9). Measured in�ow to 18G01 in green in
index 17, and measured in�ow to 17G01 in red in index 18 for comparison.
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Figure 17: The approximate locations of the sorbing mats on TASO tunnel �oor.
MÄTVALL = measurement weir. Locations of the �ve boreholes are pointed in red
[38].

in�ows that were of the same order with the measured value. Orientation-dependent
fracture models 15 and 16 gave larger results than the others.

7.6 In�ow to TASO tunnel

The in�ow of water to TASO tunnel �oor was measured with nappies. The nappies
did not cover the whole area of the tunnel, but only places where in�ow was observed;
the placing of the nappies is presented in Figure 17. Nappies A to F were placed
on the fracture-zone 1 and nappies 1�12 around the �oor. Of nappies 1�12, 3 and 6
gave an in�ow of 8 ml/min, and 2 and 10 2 ml/min, the rest gave smaller in�ows.
The in�ows from the fracture zone are presented in Figure 18.

The simulation results of the tunnel �oor showed increased �ow close to the edges
and at the end of the tunnel with all model combinations. The simulated �oor�in�ow
pro�les had two distinctive patterns based on rock model type. Constant and Gangi
models gave maximum in�ow at the end of the tunnel in the south corner, (Figure
19). The in�ow decreased along the tunnel, faster with Constant, and was small
close to the boreholes. Both models had increased in�ow in the south corner of the
wider part of the tunnel. In addition, Gangi presented increased in�ow also at the
ends of the intersection of the fracture-zone 1.

Bai and Volumetric rock models had increased �ow along the edges of the tunnel,
not directly on the edge of the �oor, but approximately 30 cm from the walls as
presented in Figure 19. Bai had its maximum in�ow at the ends of fracture-zone-1
intersection. The maximum in�ow of Volumetric was at the edges of the borehole
18 in the direction of the �rst principal strain. There was increased in�ow also at
the end of the tunnel. Both lattice models also presented increased �ow at the same
positions around the edges of hole 18. Fracture models a�ected the tunnel in�ow only
in the vicinity of fractures, close to the boreholes and two fracture zones. Mostly,
the e�ects were slight, and di�erences in the general trends were not observed.
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Figure 18: In�ow values measured from mats F�A.

The in�ow from the fracture zone was controlled in the simulations by the frac-
ture permeability model, although the rock permeability model played a role too.
All model combinations presented a low peak at the location of mat F, as seen in
Figure 20, unlike in the measurements in Figure 18. The outline of the in�ow pro�le
from the fracture-zone 1 intersection on TASO �oor was quite similar with fracture
models Constant, Bed of Nails and Angular. They all presented a peak in�ow under
mat A and a secondary peak under mat F. The relative size of the peaks depended
on the rock permeability model. Angular gave small in�ow, and Exponential was
the only fracture model that presented a di�erent pro�le. A sharp peak occurred
approximately at mat B, and the zone of relatively large �ow extended to mat C.
A smaller peak was also observed on the other side, approximately between mats E
and F, followed by a signi�cant gap.

7.7 Pressure

The geometry and the permeability distribution determine the pressure contour in
the study domain. Pressure measurements in Äspö were conducted in both phases,
one borehole was sealed, sensors within, at the time, while all others were also sealed.

7.7.1 Phase one

The phase one pressure was measured from hole 17G01 from two depth intervals,
0.5�2.97 m and 2.0�2.97 m. The value measured for the �rst interval was 0.9�1
MPa, and for the latter 1.7 MPa. The modelled pressure distributions were close
to each other, yielding for the �rst interval 0.2�0.9 MPa and at the second interval
0.6�1 MPa.
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(a) Constant rock permeability model. (b) Gangi rock permeability model.

(c) Volumetric rock permeability model. (d) Bai rock permeability model.

Figure 19: In�ow distribution to TASO tunnel �oor.

7.7.2 Phase two

In phase two there were measurement results from boreholes 15G01, 17G01, 18G01,
the new boreholes 20G03, 20G04, and the new horizontal holes in the TASO walls
11A01, 11B01, 18A01 and 18B01. In phase two, Bai exhibited a di�erent pressure
behaviour close to the larger boreholes, and results from it are listed separately. The
length intervals and both measured and computed pressures are listed in Table 10.
The simulated pressure �eld around the boreholes while 17G01 is open is presented
in Figure 21, and the pressure �eld around the horizontal boreholes is presented in
Figure 22.
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(a) Constant fracture permeability model. (b) Angular fracture permeability model.

(c) Bed of Nails fracture permeability model. (d) Exponential fracture permeability model.

Figure 20: Out�ow distribution pro�le from fracture zone 1 to TASO tunnel, com-
puted with di�erent fracture models and Gangi rock model. The layout is similar to
Figure 18. Discontinuity in (d) is due to an intersecting line in the geometry. The
relatively large element size is clearly visible in the �gure.

Table 10: Measured and computed pressures for di�erent boreholes in phase 2.

Borehole Section (m) P (MPa) P (MPa) P (MPa)
Measured 1�12 13�16

15G01 2.1�3.03 0.5 0.6�0.7 0.4�0.6
17G01 2.11�2.97 0.5 0.7�0.9 0.12
18G01 1.42�3.06 0.4 0.7�1.1 0.1�0.12
20G04 2.0�3.5 1.05 1�1.4 0.9�1.3
20G03 2.0�3.5 0.9 0.9�1.3 0.6�1.2
11A01 1.01�10 2.7 0.5�1.9 0.5�1.9
11B01 1.24�10 0.3 0.3�1.1 0.3�1.1
18A01 1.11�10 2.6 0.6�2.6 0.6�2.6
18B01 1.28�10 2.1 0.4�1.5 0.4�1.5
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Figure 21: Pressure �eld around the boreholes, while borehole 17G01 is open.

Figure 22: Pressure �eld around the horizontal boreholes (Pa).
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8 Discussion

Sixteen combinations of rock and fracture permeability models were used for simula-
tions of groundwater �ow in stressed bedrock. Three rock permeability models and
three fracture permeability models were used in addition to constant permeability
models. The model naming and principles are presented in Table 1 and the model
combination indexing is presented in Table 2. The simulations were conducted in
two phases that have a di�erent geometry; in phase one there were �ve boreholes of
the same diameter, and in phase two, two of the boreholes were enlarged. All models
were found to work well for the purpose of the simulation in phase one. In phase
two, one of the rock permeability models poses numerical problems, but the other
models give credible results. No single model can replicate the observed behaviour,
but each model brings out di�erent aspects of the phenomenon. From the results
and calibration it is evident that the rock �ow model dominates in a geometry such
as in this work, mostly rock and a couple of fractures here and there.

8.1 Model implementation

The implementation of the model geometry leaves a lot of room for questions and
errors, but when modelling in situ experiments, data is always lacking. Despite
the systematic �ltering procedure, including a few of the reported fractures is quite
arbitrary and a lot of information from BIPS and core analysis is lost on the way.
However, including observed fractures has more basis in reality than a completely
statistical fracture network. During the elimination process of fractures before build-
ing the geometry, when two fractures are too close to each other, one is eliminated.
The algorithm chooses the one placed �rst in the list to be eliminated, and no at-
tention is paid on the fracture properties. Making this selection by hand would be
slow, and a signi�cant improvement in the result would not be guaranteed.

The models of phase two include all the same fractures as in the �rst phase and in
addition the reported two new fractures. On the other hand, it is reported that only
the two new fractures are identi�ed as �owing structures in the enlarged boreholes.
This could be interpreted so that only those two fractures should be included in the
geometry. This choice would change the results especially in hole 18G01, and the
upper parts of 17G01, and increase the importance of the rock permeability model
even more. However, the translation from �rst phase geometry to the second phase
would be even less consistent than at the moment.

The fracture size and shape is another thing that creates large uncertainties.
All fractures are assumed planar, because there is no actual information on their
shape. Also the radius chosen for the fractures is somewhat arbitrary. As there is
no reported connectivity between the boreholes, it can only be assumed that the
fractures do not cross fractures from di�erent boreholes. Another source of con�ict
is that the permeability of the rock remains the same, even close to the boreholes,
where the fractures are taken into account separately. The overall permeability
around the boreholes is thus slightly increased. The importance of the rock perme-
ability around the boreholes is increased, which could explain some of the di�erences
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from the measurements. The calibration results would de�nitely be di�erent, and
the fracture �ow would have a greater e�ect, which is more in line with the mea-
surements. The phase two in�ow measurements to 17G01 would have a di�erent
distribution, but the in�ow result of hole 18G01 would not necessarily improve.

8.2 In�ow to borehole 17G01

The in�ow tests to borehole 17G01 in phase one show only little di�erence between
model combinations, which is not surprising as the models are calibrated based on
the total in�ow to this hole. Keeping this in mind, the in�ow values from the length
interval along the borehole, presented in Table 6, describe most importantly the
distribution of the in�ow along the hole. The results show that other rock models
than Bai rock model tend to slightly overestimate the �ow in the middle part of the
borehole. Bai model gives the exact result or a slight underestimate, since it has a
pronounced maximum �ow point at the bottom of the hole. For the other models,
the in�ow from the bottom is smaller, since they have a smoother permeability
distribution, hence the larger in�ow to the measurement interval.

In phase two, the in�ow was measured from three di�erent depth intervals of the
borehole. As seen in Figure 14, the measured relative in�ow increases towards the
bottom of the borehole. For model combinations 1�12 the in�ow values are large,
lacking such a relative increase of in�ow with depth, as in the measurements. While
there is di�erence in distribution, the in�ow value from interval III is similar to what
was measured. Rock permeability remains large and saturated close to the tunnel
surface, and no clear change in distribution can be observed.

The bottom part of the borehole is dominated by the e�ect of the fracture added
in phase two, the intersection goes through the bottom of the hole. The reason
for the systematic di�erence of in�ow distribution from the measurements by all
models could be in the relative magnitude of rock and fracture permeability. High
rock permeability overestimates �ow in parts where there are no fractures, thus
with lower rock permeability the distribution could be closer to measurements. The
relative magnitude is a result of parameter choices made during the calibration.
Another likely reason could be the geometry. The in�ow distribution would be
di�erent if the measured fractures from phase one were not included. If the fracture
at the bottom would be the only �owing structure, the amount of �ow would be
greater. Also, if the fracture were deeper, and especially, deeper than other fractures,
the in�ow distribution would be closer to what was measured.

With Bai model combinations 13�16 the in�ow values are so small in all intervals
that they are in the limits of the calibration accuracy, and the distribution is even
further from what was measured than with the other combinations. This is due to
the small pressure gradient around the enlarged boreholes. The �ow distribution
decreases downwards since the fracture �ow to the bottom of the hole is very strong,
and rock �ow from regions close to fractures is diminished.

The general amount of in�ow to the borehole increases due to the new fracture
added in phase two, and the larger area. Another reason for an increase of �ow
is that the enlarged borehole has larger stresses and strains, which increase the
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permeabilities. There is no total in�ow value to the borehole reported, and hence it
is di�cult to estimate if the measured total in�ow is actually larger in phase two.

8.3 Nappy test

A nappy test was performed on a section of borehole 17G01 in phase two. No
model combination can replicate the measured nappy test results, neither in value
nor structure. This is due to the measured zero value for nappy 1, which cannot be
reached with models that have a non-zero permeability for rock. Also, the measure-
ments report a �owing structure at nappy 2, which can also be seen from the nappy
2 in�ow value. As the fracture is not included in the geometry, its e�ect cannot be
seen in the simulation results. In the modelled geometry, the only fracture in the
measurement area is at nappy 5.

The nappy test simulation results present the same divided behaviour as seen
before. Three of the rock models, combinations 1�12, give similar results, where the
rock model dominates so greatly that the di�erences between the fracture models
can hardly be seen. The in�ow distribution increases downwards in nappies 1�3,
most likely due to the pressure distribution, nappy 4 gives a smaller value and
nappy 5 the maximum. The decrease in nappy 4 �ow is due to the fracture in nappy
5 that absorbs water from the nappy 4 area. Bai on the other hand gives very
small results, with a di�erent distribution, as was noticed also in phase two in�ow
to 17G01. A very small pressure gradient decreases the rock �ow, and stronger
fracture �ow dominates. The �ow decreases downwards in the measurement area,
and the greatest di�erence to other models is that nappies 4 and 5 give the smallest
values, instead of the maximum. All combinations have the maximum in�ow at
the bottom of the borehole, but since with Bai rock model the fracture �ow is
considerably stronger, a larger area around the fracture gets drained.

As can be seen in Figure 15, the rock model controls the distribution of the in�ow,
and the fracture model slightly changes the amount of in�ow and the relative sizes
between in�ows to di�erent nappies. Because there is only one fracture in the nappy
test area, the signi�cance of the fracture models is small. The relative di�erence of
in�ow between nappies 2 and 5 covering the observed fractures from the others, is
around the same order in the measurements and combinations 1�12.

The zero in�ow from nappy 1 raises questions of the in�ow sources. The value
may be a result from measurement inaccuracies, but the reason is probably in the
relative magnitudes of rock and fracture �ow. When considering the sources of the
modelled �ow, the two observed fractures at nappies 2 and 5 could form the �ow of
their respective nappies, but the source of the modelled in�ow of nappies 3 and 4
is from the rock. However, if nappy 1 value is zero, the observed rock �ow must be
considered to consist of �ow from fractures too small for observation, which is in line
with the principle of the fracture lattice models. The lack of these fractures would
explain the measured zero value. If this is the case, there is no way to predict or even
replicate the in�ow with Constant or Volumetric models. Although, adding a well
conducting fracture to nappy 2 might decrease somewhat the in�ow from nappy 1.
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The in�ow from the rock is quite high in the simulations, decreasing it could bring
the results a lot closer to measurements.

8.4 In�ow to borehole 18G01

The computation of in�ow to hole 18G01 brings out a signi�cant di�erence between
model predictions and the measurement. The reported in�ow is very small, also
compared to the reported in�ow to 17G01. In models 1�12, the permeability of
rock dominates so that even with no fractures in the model, the measured value of
in�ow would be exceeded. In addition, the two fractures at the lower part of the
borehole both conduct well according to the fracture models. The second to lowest
fracture is optimally oriented for both Exponential and Angular models. Bai model
gives numerically very small values, but as with other combinations, larger values
than the in�ow values to hole 17G01. The measured in�ow to 18G01 is only a small
fraction of the in�ow to 17G01.

In the measurements it was reported that at �rst there was no in�ow to hole
18G01, and �owing started a while after the boring. This gives a strong indication
that some sort of deformation might have happened, with the result of increased
transmissivity. The fracture orientation of the phase two fracture is prone to defor-
mation, when examined based on Angular. Exponential gives the fracture a shear to
normal stress ratio kc ≈ 2, which could indicate dilation, depending on the friction
angle of the fracture. The models could be used to �nd fractures that are prone to
dilation.

8.5 In�ow to TASO tunnel �oor

The simulated in�ow patterns to the TASO tunnel �oor vary between rock models,
while fracture models have only small e�ects. The sorbing mats do not cover the
whole �oor, but since they were chosen based on visual inspections of the most
�owing areas of the �oor, other areas can be considered to have a smaller in�ow.
The sorbing mats can have absorbed water from the ground, falling water from the
ceiling and the walls, but it is assumed here that all water comes from the �oor.

The most signi�cant in�ow points of the �oor, the points chosen by visual inspec-
tion for a mat location, are the fracture intersections. Thus the measurement result
depends on the fracturing of the TASO �oor. However, no fracture information of
the �oor was available when building the geometry, and thus in the models in�ow
to TASO consists of �ow from rock mass. The di�erences between principles may
seem large, but as in the fracture lattice models rock �ow is essentially fracture �ow,
these models should be able to replicate the measurements to some extent. The area
around borehole 18G01 is found to be more conductive, and several mats are placed
around it in the measurements, as is the case at the end of the tunnel. These are
found to match somehow with Constant, Volumetric, and especially Gangi. Bai,
however, has an in�ow maximum around nappies E and F, where barely any in�ow
is registered. Therefore, it can be concluded that Bai is far from what was measured.
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Mats A to F in Figure 17 are placed on the deformation-zone 1, which is a heavily
�owing structure, as in models as well. The heaviest �ow comes from mats A and
C, as mats E and F barely register any �ow at all. As the sorbing mat test does
not separate the �ow out of the fracture zone from the �ow out of the rock, it can
only be assumed that majority of the water comes from the fracture. With this
assumption the in�ow pro�les along fracture zone intersection in Figure 20 can be
compared with the measured in�ow in Figure 18. All pro�les are �at when compared
to the measured pro�le, and all have a peak at nappy F. Constant fracture model
pro�le, Figure 20(a) is least similar to the measurements. Exponential is the only
fracture model taking the shear stress into account, and that can be seen from the
more complex in�ow pro�le.

All models have the small peak at mat F since the corner is an in�ow point for a
large area of the fracture. However, this phenomenon is completely lacking from the
measurements. This could indicate that the north side of the tunnel has decreased
�ow compared to the south side. This theory is supported also by the horizontal
pressure measurements. This is partly due to the other tunnel (Figure 3) that is
close to TASO on the northern side.

8.6 Pressure measurements

The pressure �elds are realistic, follow the measurements to a large extent, and the
pressure values give insight to the fracture connectivity. Only Bai has in some cases
a signi�cantly di�erent pressure distribution from the others. The high maximum
permeability values of Bai near the expanded boreholes of the phase two geometry
cause the pressure in these boreholes to drop to the tunnel boundary pressure,
whatever their boundary condition.

In phase one the measured pressure for the �rst interval of 17G01 is of the same
order than what is computed at the lower level of the interval. More extensive
connectivity at the topmost part could account for the measured high pressure for
the whole distance. At the lower part of the borehole, the measured pressure is large,
2.7 MPa compared to the simulated 0.6�1 MPa. This indicates a good connectivity
to much deeper in the bedrock, for example a deep fracture.

In phase two the measured pressure values for the original G01 type boreholes
are slightly smaller than those given by combinations 1�12. Bai values are in general
slightly smaller than the others, and in some cases give a slightly better estimate due
to the smaller values. However, for the enlarged boreholes 17G01 and 18G01 Bai
combinations give very small pressures, due to the large total permeability around
the enlarged boreholes. Between the two phases of the experiment, the measured
pressure in hole 17G01 decreases signi�cantly. The enlargement of the borehole
seems to destroy some connection deeper to the rock.

In the case of the horizontal boreholes, as they are 10 meters long, they cover
quite a range of pressures in the model. The measured pressure values are large,
except the inner pressure on the B side. 11A01 is clearly well connected to the deeper
parts, away from the tunnels, as the measured pressure value is so high, seen in Table
10. Both holes at the end of the tunnel give quite large measured values. 11B01
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on the other hand is placed between tunnels, as seen in Figure 3, hence the smaller
simulated values. The di�erences from the simulated pressure �elds would lead to
conclude that there are higher pressures around TASO than what the simulations
suggest, with the exception of 11B01 that is well connected with the low pressure
area between tunnels.

Overall the pressure measurements showed that the models are close to what is
measured, but there are some over- and underestimates. Too large simulated pres-
sures are found in the vicinity of the tunnel, and too small can be found particularly
in the long horizontal boreholes. The underestimates could be corrected by chang-
ing the pressure boundary condition, but a more probable and less practical cause
of error is the lacking fracture and connectivity data. The tendency could indicate
that the permeability is in general larger close to the tunnel and smaller deep in the
rock.

8.7 Comparison of the models

The model results showed a divided behaviour. Constant, Volumetric and Gangi
rock models give similar results in shape and magnitude, while Bai combinations
give markedly di�erent results. Except for this division, di�erences between models
were small. There is no single model that would outperform the others, but better
models can be named, depending on the type of results wanted. It makes a di�erence
if a better value for in�ow, or a more accurate in�ow distribution is wanted, when
comparing the models.

Constant and Gangi are similar to some extent, even though one is isotropic and
the other diagonal, since the change in permeability magnitude in Gangi is less than
an order of magnitude per component. In Bai, on the other hand, the change is �ve
orders of magnitude per component and the permeability is diagonal. This causes
large permeability magnitudes, and signi�cant di�erences between directions, which
lead to numerical problems. Volumetric has permeability varying for more than ten
orders of magnitude, with no problems during solving, due to its isotropy.

The di�ering results of Bai in phase two are due to its quickly changing perme-
ability and a resulting di�erently shaped pressure distribution. Around the expanded
boreholes the total permeability is large due to large strains, and this large perme-
ability draws down the small pressures of the tunnel �oor. This leads to a small
pressure gradient along the surface of the borehole, and a large gradient right below
the borehole. The pressure along the borehole evens out, leading to the impression
that the hole is under an atmospheric pressure boundary condition even if it is not.
This only happens with the enlarged boreholes. With Volumetric such very large
changes of permeability magnitude around the hole take place, but there are both
small and large total permeabilities around the borehole, and no such change in the
pressure distribution occurs.

Constant rock model gives slightly larger results for 17G01 in phase one due
to its relatively even in�ow distribution, and in phase two it gives the smallest
results of combinations 1�12, that are still large compared to measurements. Both
Volumetric and Gangi models have signi�cantly larger in�ows around the borehole
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due to permeability variation. The same case is in 18G01. The values are smallest
since there are no large permeability areas around boreholes, such as the other
models have. Constant rock model is a good choice if the best numeric values are
wanted, but even those in�ows are signi�cantly larger than measurements, and other
models describe the distribution of the �ow better.

Volumetric rock model gives roughly the largest results in every measurement.
With this model also the in�ow distribution to 17G01 is the worst, since the volumet-
ric strain is constant along vertical lines, preventing the observed vertical di�erences
from forming, which can be seen in Figures 14 and 15. Gangi falls between Con-
stant and Volumetric when it comes to in�ow values and pro�les. This follows its
formulation, which can be considered as constant, but is slightly stress dependent.
Its permeability around the boreholes is vertically constant, as with the Volumetric
model. Gangi combination 11 gives the best distribution of �ow into 17G01 in phase
two.

Bai gives the least correct results in phase two with the small in�ows and opposite
distributions from measurements and other models. Also from the TASO in�ow
test, the only actual conclusion that can be made is that Bai results do not �t. The
permeability causes a very small pressure gradient around the enlarged boreholes.
In this model also the relative magnitude of fracture �ow is much larger than mostly
in other combinations. On the other hand, the measured pressures and in�ows are
smaller than what was simulated with other combinations, and in several cases Bai
gives better results. This could indicate that the pressure distribution of Bai could
have some resemblance to the measured distribution. Such increased permeability
around the boreholes, as with Bai, that changes the pressure distribution, could give
the measured smaller in�ows and smaller pressures. Also, in phase one Bai gives
the best results.

Of the fracture models, Bed of Nails gives the smallest in�ows. This is due to
the mathematical formulation of the model that only allows compression. Angular
is close to Bed of Nails in values, the range of permeability is not radical in this
model either. Constant fracture model in�ow values are large, when combined to
the other rock models than Constant, since Constant fracture model transmits water
equally from all over. Exponential has dilation included and gives larger values due
to this property. The magnitude of �ow is partially due to the choice kc = 1, made
in the implementation. The value is what has been measured for single fractures,
but simulated values for fracture systems are larger. The in�ow distribution of
Exponential from fracture zone 1, Figure 20(c), could be called slightly better than
the others. It has a distinct peak and, if not for the peak at nappy F, would
resemble the measured in�ow in Figure 18. Also, combination 11 with Exponential
in the phase two in�ow to 17G01 has a slightly better distribution than the others.

Di�erences between modelled results tend to be small, when comparing the mod-
elled and measured results, which indicates that the inequality to the measurement
results is caused mainly by conceptual di�erences.
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9 Conclusions

The e�ect of stress state on bedrock permeability for groundwater was studied by
simulating an in situ experiment. The dependency of permeability on stress was
computed with di�erent relations, not by making the conventional assumption that
hydraulic and mechanical apertures are equal. The approach was found to work well
for in situ simulations.

Two permeability models were implemented as such, three of the models were
developed further to suit the implementation, and a new empirical model for fracture
permeability was derived from previously reported experimental results. The simula-
tion geometry was constructed based on the experimental setup of BRIE. COMSOL
was found to be a su�cient tool for the simulations in the applied geometry, wherein
the number of fractures had been reduced.

Due to the geometry implementation and calibration, the e�ect of rock perme-
ability was pronounced. The granular approach of the rock structure did not work
well for the studied rock type, neither as compressive grains in a symmetric lattice
(Eq. (36), Eq. (38)), nor as randomly placed incompressive grains (Eq. (35)). A
constant rock permeability or a fracture lattice model were found to be more suit-
able for the studied rock. Two of the fracture models (Exponential and Angular)
were found to be able to roughly estimate the tendency of fractures to displace and
dilate.

In the future, di�erent model geometry and calibration parameters should be
tested in order to estimate their e�ect on results. Fracture lattice models should be
applied in line with the fracture models, and di�erent in situ sites could be tried
out. Comparison with DFN computations would give insight into the consequences
of the choice of concept. The mechanical model could be improved by including
the fractures, if sti�ness data were available. With the help of the aforementioned
study suggestions, a suitable model for permeability for the studied rock type can
be found, and the presented method could be used in in situ modelling tasks.
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