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Abstract 
  Digital instrumentation and control (I&C) systems are increasingly being used for 
implementing safety-critical applications such as nuclear power plant safety systems. The 
exhaustive verification of these systems is challenging, and verification methods such as  
testing and simulation are typically insufficient. Model checking is a formal method for 
verifying the correctness of a system design model. The requirements of the system are 
formalised using temporal logic, and the behaviour of the system model is exhaustively 
analysed with respect to these formal specifications. The method is very effective in finding  
hidden design errors. 
  
  Model checking is computationally very demanding, and thus one of the challenges in applying 
model checking is its scalability. This dissertation discusses the verification of larger systems 
implementing multiple functions using model checking. First of all, this dissertation presents 
methodology for modelling safety system designs, and describes a simple abstraction technique 
for models of these systems that utilises modular over-approximating abstractions. 
Furthermore, the dissertation presents the development of an iterative abstraction refinement 
algorithm for the purpose of automatically finding an abstraction level suitable for verification.  
This dissertation also studies hardware failures, and creates an extension of the safety system 
modelling methodology that enables the analysis of fault-tolerance properties in large many-
redundant system assemblies. The methodology follows closely the conventions of 
probabilistic risk assessment (PRA), and serves as a first step for further integration between 
model checking and PRA. Finally, this work presents the development of a test set generation 
technique based on model checking that utilises the structure of function block diagram (FBD) 
programs. 
  
  The results of this work have a high significance to safety because the developed techniques 
can be used to verify the correctness of safety system designs used in nuclear power plants. The 
work has also improved the scalability and applicability of model checking, and can be seen as 
part of a continuum toward larger plant-level models and toward new all-encompassing safety 
analysis approaches. 

Keywords model checking, automation, nuclear, PLC, Function Block Diagram, fault-
tolerance, instrumentation and control I&C, iterative abstraction refinement, 
compositional minimization, formal verification, safety system, structure-based 
testing, test generation 
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Tiivistelmä 
  Monet turvakriittiset sovellukset kuten ydinvoimaloissa käytetyt turva-automaatiojärjes-
telmät perustuvat yhä enenevässä määrin digitaaliseen ohjelmoitavaan tekniikkaan. Tällaisten 
digitaalisten järjestelmien verifiointi on erittäin haastavaa, eivätkä perinteiset menetelmät 
kuten testaus ja simulointi usein kykene saavuttamaan täydellistä kattavuutta. Mallintarkastus 
on formaali menetelmä, jota käytetään järjestelmän verifioinnin apuvälineenä. Mallintarkas-
tuksessa järjestelmän toiminnalliset vaatimukset muodostetaan aikalogiikan lauseiden avulla, 
ja vaatimusten täyttyminen tarkastetaan käymällä systemaattisesti läpi kaikki järjestelmästä 
laaditun mallin käyttäytymiset. Menetelmä on erittäin tehokas löytämään piileviä suunnittelu-
virheitä. 
  
  Mallintarkastus on laskennallisesti vaativa menetelmä, ja eräs menetelmän soveltamiseen 
liittyvä haaste on sen skaalautuvuus. Tässä väitöstyössä tutkitaan mallintarkastuksen sovel-
tamista useiden alijärjestelmien muodostamien laajojen kokonaisuuksien verifiointiin. Työssä 
on luotu metodologiaa turvajärjestelmien mallintamiseen, sekä tehty mallinnustavan kanssa 
yhteensopiva modulaarinen abstraktiomenetelmä, joka perustuu moduulien yliapproksima-
tiivisiin abstraktioihin. Lisäksi väitöstyössä on kehitetty iteratiivinen tekniikka, jonka tarkoi-
tuksena on etsiä verifiointiin sopiva abstraktiotaso automaattisesti. Työssä on myös tutkittu 
laitteistovikojen mallintamista ja kehitetty turvajärjestelmien mallinnuksen kanssa yhteen-
sopiva mallinnustekniikka, joka mahdollistaa järjestelmän vikasietoisuuteen liittyvien ominai-
suuksien tarkastelemisen laajoissa moniredundanttisissa järjestelmissä. Tekniikka mukailee 
todennäköisyysperusteisen riskianalyysin (PRA, probabilistic risk assessment) käyttämiä 
tapoja jäsentää vikaantumiseen liittyviä ongelmia, ja on täten myös askel kohti näiden kahden 
menetelmän syvempää integraatiota. Viimeiseksi, työssä on kehitetty mallintarkastusta hyö-
dyntävä tekniikka, jonka avulla voidaan automaattisesti luoda joukko testejä toimilohko-
kaavion (function block diagram, FBD) rakenteen perusteella. 
  
  Väitöstyön tulokset ovat tärkeitä turvallisuuden kannalta, sillä kehitettyjä tekniikoita voidaan 
käyttää varmistamaan turva-automaatiojärjestelmien suunnittelun virheettömyys. Väitös-
työn myötä mallintarkastuksen skaalautuvuus ja käyttökelpoisuus ovat myös parantuneet. 
Työn voi nähdä osana jatkumoa kohti yhä suurempia laitostason malleja, ja uusia kokonais-
valtaisia tapoja analysoida turvallisuutta. 

Avainsanat mallintarkastus, automaatio, ydinvoima, toimilohko, vikasietoisuus, abstraktio, 
formaali verifiointi, turvajärjestelmä, rakenteellinen testaus, testigenerointi 
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Preface

Model checking has been an interest of mine for quite a long time. I did

my Master’s thesis in 2007 on model checking of safety instrumented sys-

tems using timed automata but I had been introduced to model checking

during my university studies even before that. Even though I officially en-

rolled for postgraduate studies as late as 2010, the actual research work

presented in this dissertation started already around 2008 when I was

hired as a research scientist at VTT.

I would like to express my gratitude to the people and organisations that

have supported me throughout my doctoral work. To start with, the fund-

ing of the work was provided primarily by three different SAFIR (Finnish

National Research Program on Nuclear Safety) programmes: SAFIR2010,

SAFIR2014, and SAFIR2018. The funding of my work within the pro-

grammes comes from the Finnish state nuclear waste management fund

(VYR, Valtion Ydinjätehuoltorahasto) collected annually from the Finnish

utilities Fortum Oyj, Teollisuuden Voima Oyj, and Fennovoima Oy. Re-

search in the SAFIR programmes is also funded by VTT Oy. I have addi-

tionally received a personal grant from the Fortum Foundation, and direct

funding in the form of work hours from VTT. All funding of this work is

gratefully acknowledged.

I am indebted to my thesis advisor Assoc. Prof. Keijo Heljanko who has

been extremely active throughout the entire process. I am certain that

this dissertation would not yet be finished without his continuous sup-

port. Keijo managed to find time for frequently occurring private tutoring

sessions, and encouraged me to continue with the work at times when the

problems seemed too overwhelming.

I would also like to thank my preliminary examiners for their construc-

tive feedback that helped me improve the contributions of my work. I am

honoured to have Prof. Gerald Lüttgen from the University of Bamberg
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as my opponent in the public defence of my dissertation.

My workplace has also supported my research work, and has given

me plenty of time to finalise this dissertation. I owe thanks to Dr. Jari

Hämäläinen for hiring me, and for being enthusiastic about research work

related to model checking in the early phases of my research career. I

would also like to thank my former team leader Dr. Juhani Hirvonen for

encouraging me during the early phases of my career, as well as my cur-

rent team leader Dr. Juha Kortelainen, Research Professor Dr. Tommi

Karhela and Head of Research Area Dr. Riikka Virkkunen for their sup-

port during the final phases of the writing process.

I am grateful for the contributions of my co-authors. In addition to As-

soc. Prof. Keijo Heljanko who was already mentioned, I worked with many

researchers. Prof. Ilkka Niemelä was involved in the writing of Pub-

lication I and Publication II. His comments were insightful as always,

and the influence of the conversations we had was significant. I am also

grateful to my other co-authors Janne Valkonen, Kim Björkman, Tuomas

Kuismin and Juho Frits for their efforts and helpful comments. I owe

special thanks to Janne Valkonen who has arranged many opportunities

for me to focus on my research, and has helped me advance my work in

countless other ways as well. I would also like to thank Antti Pakonen,

Teemu Tommila, Dr. Jan-Erik Holmberg and Tero Tyrväinen who have

provided helpful remarks on many occasions. Numerous representatives

of Fortum, TVO and the Finnish Radiation and Nuclear Safety Authority

(STUK) and other organisations have also been very supportive towards

my work. I want to especially thank Martti Välisuo, Olli Hoikkala, Mauri

Viitasalo, Mika Koskela, Minna Tuomainen and Erik Lönnqvist.

Finally, I am very grateful for love and support from my family, friends

and relatives. Katri and Akseli, thank you for your patience, and all the

healthy distractions you have provided.

Espoo, August 8, 2016,

Jussi Lahtinen
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1. Introduction

1.1 Background and research environment

This dissertation addresses the problem of verifying the logical correct-

ness of nuclear power plant safety automation systems using a formal

method called model checking.

Nuclear power plants have three main safety functions: (1) to control the

reactivity of the reactor; (2) to remove heat from the reactor core; and (3)

to confine radioactive material, to shield against radiation and control of

planned radioactive releases, and to limit accidental radioactive releases

[116].

The main safety functions are achieved partly by automation systems

that can, e.g., shut down the reactor when needed or pump water to the re-

actor in order to increase heat removal. In modern nuclear power plants,

these automation systems are mostly computer-based digital systems that

read measurements, and decide when a set of actuators (e.g., pumps or

valves) should be actuated. Furthermore, in order to achieve high reliabil-

ity, multiple redundant subsystems as well as several diverse systems op-

erating, e.g., using different physical principles, are typically used. These

kinds of design solutions decrease the effect of hardware failures on the

operation of the safety functions. The correct operation of these systems is

also dependent on the correctness of their software. Design errors in soft-

ware may occur simultaneously in all redundant subsystems as a common

cause failure, leading to erroneously inhibited actuation signals or spuri-

ous commands from the safety function in the worst case.

Ensuring the correctness of the systems and their operational logic is

of paramount importance, as failures of the systems can be potentially

catastrophic. Traditionally used techniques include testing and simu-
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lation. These are very useful techniques, but they are limited to cover-

ing only a small subset of all possible behaviours of the system, and can

thus only detect the presence of errors, not their absence. Safety-critical

systems, such as the safety automation systems used in nuclear power

plants, however, require absolute assurance of the correctness of the sys-

tems. Another more formal approach is deductive verification, which uses

axioms and proof rules to prove the correctness of a system. The method

is time-consuming and can only be performed by experts with consider-

able experience. None of these methods alone is capable of exhaustive

verification with reasonable effort.

Model checking [65] is a formal method that does analyse the system

behaviour exhaustively. A model of the system is first built, similarly as

in simulation, to be used in the analysis. However, unlike simulation or

testing, interesting system scenarios need not be specified or processed

individually. Instead, the requirements of the system are formalised and

the correctness of the system model with respect to these formal require-

ments is then exhaustively verified using efficient algorithms. The scal-

ability of the model-checking technique has constantly increased due to

improvements in computer technology, and more efficient algorithms. The

first significant algorithmic advancement was the introduction of sym-

bolic Binary Decision Diagram (BDD) -based model checking [147]. Later,

techniques based on mapping the model-checking problem into a proposi-

tional satisfiability (SAT) problem were developed (see, e.g., [25]), further

improving the scalability of the method. Most recently, induction-based

algorithms and the invention of the Property-Directed Reachability (PDR)

algorithm [39] have yet again improved the performance of the method.

Model checking has been adopted in many safety-critical areas, and ar-

eas where a failure can lead to substantial economic loss. These techno-

logical advancements have already enabled the verification of realistic-

sized safety-critical systems using model checking. For example, in the

aviation domain model checking has been used for verifying flight critical

software [153], for detecting situations where the systems is in a differ-

ent mode than that assumed by the operator [182], and for verifying the

coordination protocol for an automated air traffic control system [218]. In

the space domain, NASA has applied model checking to the verification

of a multi-threaded operating system used in the Deep Space-1 space-

craft [100], and developed a model-checking tool for Java programs [101].

Model-checking tools for C/C++ programs exist as well. The explicit-state
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model checker DiVinE [14], for instance, supports model checking of mul-

tithreaded C/C++ programs. Model checking has also been heavily used

for verifying the correctness of microprocessors at Intel [85] and at IBM

[19], and to support operating system software development at Microsoft

[12, 11]. Another application area of model checking is protocol verifica-

tion, see, e.g., [106] and [125].

In the nuclear domain, Instrumentation & Control (I&C) system devel-

opment relies typically on qualified automatic code generators, simula-

tions and testing. Model-checking methods are not widely used in the

nuclear context, even though tools such as SCADE (Safety Critical Ap-

plication Development Environment) [22] offer limited support for formal

analysis including model checking. Most similar to this dissertation, is

the application of model checking to Korean nuclear power plant automa-

tion systems. [211, 214, 123]

The Finnish nuclear industry uses many different approaches to ver-

ify the correctness of systems. Typically, model checking is not used by

the system designers. Instead, model checking analyses are performed as

part of independent verification commissioned by the Finnish Radiation

and Nuclear Safety Authority (STUK) or by the power utilities. This ar-

rangement, in which the correctness of an existing system design needs to

be independently demonstrated is the starting point of this dissertation.

The practice of applying model checking in the nuclear domain is not yet

wide-spread, and the focus of such analysis has been in the verification of

small limited case studies. This dissertation intends to find efficient and

practical ways of applying model checking in the nuclear context, and to

better integrate the method into the system development. This disserta-

tion discusses how model checking can aid system verification on a larger

scale, i.e., how larger systems implementing multiple safety functions can

be efficiently verified, and how the method can also benefit plant-level

fault tolerance analyses. The main benefit of this work is that it enables

the exhaustive verification of the correctness of safety-critical system de-

signs, which is unachievable in large-scale systems using testing and sim-

ulation. The problem of large-scale system verification by model checking

in the context of nuclear power plants has not previously been addressed

in the literature.
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1.2 Objectives and scope

The general research problem of large-scale system verification is divided

into four more specific research questions.

Model checking can become computationally challenging on larger sys-

tem models. This is due to state explosion, i.e., the number of states in the

model grows exponentially as the size of the model increases. Modelling

solutions and the use of abstraction techniques can significantly improve

on the feasibility of model-checking analysis.

Research Question 1 (RQ1): How can modelling and abstraction tech-

niques be used to enable the model checking of larger nuclear domain

automation systems?

Model checking involves a lot of manual work that makes the use of the

method expensive and prone to human error. One part of modelling work

that often requires human interaction is finding a suitable abstraction

level for the model. Especially in large models it can be difficult to find

a level of abstraction that is both computationally feasible and accurate

enough for actual verification.

Research Question 2 (RQ2): How can a suitable abstraction level of

the system model be found automatically?

Nuclear power plants are designed to be tolerant to failures. Tradition-

ally the fault-tolerance of the systems and of the plant is analysed using

methods that exclude the detailed operational logic of the safety automa-

tion systems. A model-checking approach could provide a more exhaustive

plant-level fault-tolerance analysis if hardware failures and their effects

were integrated with models of the safety automation systems.

Research Question 3 (RQ3): How can plant-level models be created

that cover both the detailed operational logic of multiple automation sys-

tems and the hardware failures related to these systems?

The safety system software used in nuclear power plants need to be

rigorously tested. The tests performed on the software need to include

specification-based tests as well as structure-based tests. The software

is often designed using the function block diagram (FBD) language [110],

and the FBD programs are automatically translated into code. It is more

intuitive to design tests based on the function block diagrams instead of

the computer-generated code. However, no well-established methods exist
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Table 1.1. The relationships between research questions and the publications

Pub.

I

Pub.

II

Pub.

III

Pub.

IV

Pub.

V

RQ1: How can modelling

and abstraction techniques

be used to enable the model

checking of larger nuclear do-

main automation systems?

X X X

RQ2: How can a suitable

abstraction level of the sys-

tem model be found automat-

ically?

X

RQ3: How can plant-level

models be created that cover

both the detailed operational

logic of multiple automation

systems and the hardware

failures related to these sys-

tems?

X

RQ4: Can model checking

be used to support structure-

based test design of function

block diagrams?

X

for structure-based test design based on function block diagrams.

Research Question 4 (RQ4): Can model checking be used to support

structure-based test design of function block diagrams?

The relationships between research questions and the publications that

address these questions is illustrated in Table 1.1.

The contributions of each paper and the relations between the publica-

tions are illustrated in Figure 1.1. A short description of each publication

and its contribution follows.

Publication I develops basic methodology for modelling safety automa-

tion systems. The methodology presented in this dissertation is the result

of collaboration between many researchers. The main methodological con-

tributions of Publication I are the use of a free environment model, and

the generic techniques for abstracting the scan cycle of safety systems.
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Publication I also discusses the model-checking process and work prac-

tices that should be followed to better support the safety demonstration

and licensing of these systems. Two case studies are presented in which

design errors were found using model checking. Publication I also identi-

fies issues hindering the integration of model checking to system develop-

ment.

The contribution of Publication II is an abstraction method for large

modular systems, enabling simple abstraction of a system. An emergency

diesel generator control system is used as a case study. Diesel generators

are typically used at nuclear power plants to provide backup power in case

of emergencies. The studied control system is made up of several inter-

connected subsystems. A design error discovered using model checking is

presented in the paper.

Publication III defines a technique for determining a suitable abstrac-

tion level automatically that is based on the methodology of Publication I

and Publication II. The novel contribution of Publication III is a technique

based on iterative abstraction refinement, as well as the use of multiple

model-checking engines in parallel. The technique is tested by applying it

on two case study systems. The results show that in most cases the tech-

nique is able to find proofs of correctness more efficiently than traditional

model-checking approaches.

The contribution of Publication IV is an extension of the methodology

of Publication I to hardware failures allowing larger models to be built,

in which also fault-tolerance properties can be analysed. The methodol-

ogy follows closely the conventions of probabilistic risk assessment (PRA)

[16], and serves as a first step for further integration between these two

approaches.

The contribution of Publication V is an automatic test set generation

technique to support structure-based testing. In this technique, model

checking is used to generate the concrete test cases. The resulting test set

is efficient in the sense that the number of test cases is small and the tests

are concise while having maximum coverage according to a structure-

based criterion.

This dissertation focuses on the verification of application software used

in nuclear power plants to implement safety functions and safety-related

functions. Any other software such as platform software or software re-

lated to data handling, transmission, or any software not relevant to

safety is out of scope of this dissertation. In addition to application soft-
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Publication I

Generic modelling methodology, model checking process

Publication II,
Publication III

Modular
abstraction

techniques for
systems

Publication III
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abstraction
level

automatically

Publication IV

Modelling
methodology
for hardware

failures

Publication V

Using model
checking to

support
stucture-

based testing

Figure 1.1. The contribution of each publication of this dissertation

ware, hardware components and failures related to safety systems are

considered in Publication IV.

The dissertation focuses on verifying the logical correctness of the de-

sign of safety systems. Only system designs in the form of FBD programs

are considered to be in the scope of this work. It is assumed that the

FBD design language follows IEC 61131-3 [110]. Validating the final im-

plementation against the original design of the system is also excluded

in this work, and tools performing, e.g., code generation based on FBD

programs are assumed to be correct.

Any asynchronous behaviour and data transmission delays are also left

out of scope. Throughout this work it is assumed that the correct timing of

the systems is separately verified, and that asynchronous anomalies due

to, e.g., clock drift are appropriately handled by the automation platform.

The capability of model checking to exhaustively analyse a system is

also based on the assumption that the functional requirements of the sys-

tem used for the analysis are complete and correct. Problems related to

the coverage, correctness, and formalisation of requirements are out of

scope in this dissertation.
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1.3 Research process and dissertation structure

The research of this dissertation includes both experimental and theoret-

ical research. A significant part of the research is the development of a

new methodology for: (1) modelling safety system designs; (2) modelling

hardware failures; and (3) abstraction methods of modular systems.

The research also involves technique development. First, an automatic,

iterative technique is developed for obtaining a suitable abstraction level

of the model. Secondly, a technique for test set generation is developed.

Both research tasks also include software tool development. Finally, the

research work includes several case studies, in which the feasibility of the

developed techniques and methodologies is evaluated by modelling both

fictitious and real systems.

This dissertation consists of five publications and a comprehensive sum-

mary of the work. The summary part is structured as follows. Chap-

ter 1 describes the background of the work, the objectives and scope of the

work, and the research process. Chapter 2 introduces the model-checking

method and the model-checking algorithms most relevant to this work.

Chapter 3 briefly discusses nuclear domain system design and verifica-

tion. Related work is in Chapter 4. Chapter 5 summarises the main

results of Publication I, and presents modelling methodology for FBD pro-

grams. Chapter 6 describes the contents of Publication II and Publication

III, and presents the iterative abstraction refinement technique for large

modular systems. In addition to the technique as described in Publication

III, an extension of the technique that covers also liveness properties is

presented. Chapter 6 also presents a comparison of the developed tech-

nique against another implementation of the Property-Directed Reach-

ability (PDR) algorithm. Chapter 7 discusses the results of Publication

IV related to hardware failure modelling and analysis of fault-tolerance,

and describes a novel concept-level approach for coupled use of proba-

bilistic risk assessment (PRA) and model checking that was not included

in Publication IV. Chapter 8 presents the test set generation technique

developed in Publication V. Finally, Chapter 9 concludes the dissertation

by summarising the answers to the research questions, and discusses the

implications of the work, as well as recommendations for future work.
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2. Model checking

Model checking is a formal method used for verifying the correctness of

systems. The effectiveness of traditional verification methods such as

testing and simulation is dependent on the coverage of the test cases and

the coverage of the executed simulation traces. In many complex systems

the traditional verification methods cannot provide exhaustive analysis

due to the sheer number of test cases or simulation traces required, and

thus certain errors may remain hidden. A particular error is found only

if a scenario capturing such an error is explicitly specified as part of the

test design.

Another traditional technique is deductive verification (see, e.g., [34]),

which uses axioms and proof rules to verify the correctness of a system.

The technique is also known as interactive theorem proving. This kind

of approach requires manual interaction, and can be difficult to use in

practice.

Model checking is an automatic method that is also exhaustive. In

model checking, test cases need not be explicitly defined. Instead, the

functional requirements of the system are formalised, and a software tool

ensures that all behaviour related to that property is analysed.

2.1 General model-checking process

Model checking is defined in Publication I as an iterative work process;

see Figure 2.1. The process starts with the definition of the scope and

boundaries of the analysis. This is done by analysing the overall design

of the system and deciding which parts of the system behaviour should be

included in the model.

In the model construction step a model of the system is built based on de-

sign documentation. The model can, for example, use propositional logic
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Figure 2.1. Model-checking process

to describe valid transitions, and a state machine model can then be au-

tomatically generated based on these constraints. The model can also

specify the state machine model explicitly. In practice, these models are

quite similar to simulation models. It is important to both define the inter-

face between the model and its environment, and decide the appropriate

abstraction level.

The system requirements need to be formalised using some exact no-

tation such as temporal logic [170]. In temporal logic it is possible to

express system behaviour in terms of time. Linear Temporal Logic (LTL)

and Computation Tree Logic (CTL) [65] are examples of temporal logics.

The formalisation of system requirements can be demanding, especially

as the requirements are typically not precise enough to be directly trans-

lated into temporal logic. Typically they need to be divided into several

sub-requirements each of which can be separately formalised. Require-

ment formalisation goes hand in hand with modelling since the require-

ments are based on the selected level of abstraction, and the interface

between the model and the environment.

When the model and the formalised properties exist, the model-checking

tool automatically checks whether a property f is true in a model M at its

initial state s0, formally denoted as M, s0 |= f . If this is true the model-

checking tool reports that the formalised property is true. If the property

does not hold, the tool generates a concrete counterexample.

The next step is interpretation of the results of the model checker. The

counterexamples output by the model checker need to be manually anal-

ysed to see whether the counterexample describes an actual error in the

system, or if the counterexample is caused by incorrect assumptions in

modelling, the level of abstraction chosen in the model, or an error in the

model or a specification. If the model or a specification is incorrect, these

parts need to be revised and the model-checking phase is executed again.

This iterative nature of the model-checking process significantly improves

the quality of models because the errors made in the modelling phase are
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typically found when the counterexamples are interpreted.

The last model-checking phase is documentation. Items that are typ-

ically documented include the functional description of the system, the

verified properties both in natural language and in temporal logic, and

the results of model checking for each property. The findings (potential

errors) need to be precisely documented so that the cause of the erroneous

behaviour can be identified.

2.1.1 System modelling

In order to properly analyse the system it must be described in a way that

captures the system state and the possible changes in that state through

time. In practice, various high-level languages such as the modelling lan-

guage of NuSMV [51], Promela [106], and Petri nets [157] are used for

modelling. In the model-checking literature, however, Kripke structures

(see, e.g., [65]) have become the standard representation for formulating

verification algorithms in a modelling language independent way. In a

Kripke structure, a state captures the value of every variable at a par-

ticular time instant. Transitions between states may exist depicting the

possible ways a system can change its state as time progresses. The set of

pairs forming the transitions is called the transition relation. A sequence

of states that is according to the transition relation is called a path.

Definition 2.1. A Kripke structure is defined as M = (S, S0, R, L) where

S is the set of states, S0 ⊆ S is the set of initial states, R ⊆ S × S is the

transition relation, and L : S → 2AP is the labelling function, where AP is

the set of atomic propositions.

The labelling function describes the relations between states and the

values of atomic propositions in these states. If a state is labelled with

an atomic proposition it means that the proposition is true in that state.

Conversely, the absence of that label means that the atomic proposition is

false in that state.

A finite path of a Kripke structure M is a finite sequence of states p =

s0, s1, s2, . . . , sn such that (si, si+1) ∈ R for all 0 ≤ i < n, and s0 ∈ S0.

An infinite path of M is a sequence of states p = s0, s1, s2, . . . such that

(si, si+1) ∈ R for all i ≥ 0, and s0 ∈ S0. Consequently, a finite word w

of M is a finite sequence of labels w = x0, x1, x2, . . . , xn such that xi =

L(si) for all 0 ≤ i ≤ n, for a finite path p = s0, s1, s2, . . . , sn of M . An

infinite word is a sequence of labels w = x0, x1, x2, . . . such that xi = L(si)
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for all i ≥ 0, for an infinite path p = s0, s1, s2, . . . of M . The temporal

logic LTL that is used in this dissertation is concerned with infinite paths.

In this chapter, we extend deadlocking states of the Kripke structure by

adding self-loops, and this gives the semantics of LTL to finite paths. In

the following examples and definitions the terms path and word will refer

to infinite paths and infinite words respectively.

Example 2.1. A small Kripke structure is shown in Figure 2.2. It has

four states: s, t, u, and v. The state s is the only initial state depicted using

an incoming edge with no source state. The structure has four transitions:

from s to t, from t to u, from u to v, and from v to itself. The labelling

of the structure is such that L(s) = {P}, L(t) = {Q}, L(u) = {P,Q}, and

L(v) = {Q}. A possible path in the example is p = s, t, u, v, v, v, . . . .

s
{P}

t
{Q}

u
{P, Q}

v
{Q}

Figure 2.2. An example Kripke structure

2.2 Temporal logic

In order to reason about the behaviour of systems represented as Kripke

structures, a formalism for describing sequences of transitions is needed.

Temporal logic is such a formalism that extends classical logic in a way

that makes reasoning about timelines possible. Temporal logic is needed

as classical logic cannot capture properties such as “event A eventually

happens.”

In model checking, temporal logic is used for formalising functional re-

quirements of the system as properties that the model should have. Tra-

ditionally properties are classified as safety or liveness properties. The

safety-liveness classification was originally proposed by Lamport in [135].

Other more refined classifications of temporal properties exist as well, see,

e.g., [145], or [53].

Intuitively, safety properties assert that “nothing bad happens,” while

liveness properties state that “something good” eventually happens in the

system. Safety properties are such that if the property can be violated,

a finite counterexample exists that demonstrates how the “bad state” is
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reached. Counterexamples of liveness properties are always infinite se-

quences, in which the “good thing” does not happen.

In this dissertation, requirements are formalised using either state in-

variants or Linear Temporal Logic (LTL). State invariant properties ex-

press that a specified condition holds for all reachable states. A state

invariant consists of a single formula of propositional logic that must be

true in all initial states, and the satisfaction of the formula must be in-

variant under all states that can be reached from the initial states. Many

safety properties are invariant properties. However, all safety properties

are not invariants as safety properties may have requirements on finite

path fragments instead of reachable states only. It is possible to reduce

safety property verification to invariant checking by extending the model

with a construct that recognizes these finite path fragments. A transla-

tion algorithm from LTL safety properties to finite automata is presented

in [136]. The algorithm is based on the work of Kupferman and Vardi

[126] and essentially reduces LTL safety checking to invariant checking.

There are also other well-known techniques for mapping safety prop-

erties to invariants. One example is the use of a subset of a temporal

logic such as past LTL for which there is a construction based on history

variables for reducing the property into an invariant. [102]

2.2.1 Linear temporal logic

There are two main branches of temporal logics: branching time and lin-

ear logics. Branching time logics see the future as a tree-shaped structure,

in which many different futures exist any one of which may be realised.

Linear logics, such as Linear Temporal Logic (LTL), on the other hand

perceive all possible system behaviours as a set of paths. The descriptions

of LTL syntax and semantics below mostly follow the notations in [65].

Given a set of atomic propositions AP , the set of LTL formulas can be

inductively defined as follows:

• If p ∈ AP , then p is an LTL formula,

• If Φ is and LTL formula, then ¬Φ, and X Φ (next state) are LTL formulas,

• If Φ1 and Φ2 are LTL formulas, then Φ1 ∨ Φ2, and Φ1 U Φ2 (until) are

LTL formulas.

Logical shorthands such as ∧, →, ↔, True, and False can be used as well.

The temporal operator X (next state) requires that the property holds at
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the next state of the path. The temporal operator U (until) is such that a

formula Φ1 U Φ2 holds on a path where (1) Φ1 is continuously true until

Φ2 becomes true; and (2) Φ2 must eventually become true at some point.

In addition to the temporal operators X and U the following shorthand

temporal operators can also be used:

• Finally: F Φ = True U Φ, holds when a property eventually becomes

true at some future state of the path;

• Globally: G Φ = ¬ F ¬Φ, requires that the property holds at every fu-

ture state of the path;

• Release: Φ1 R Φ2 = ¬(¬Φ1 U ¬Φ2), requires that either Φ2 is always

true, or it is continuously true until and including the point where Φ1

becomes true; and

• Weak until: Φ1 W Φ2 = (Φ1 U Φ2) ∨ G Φ1, requires that either Φ1 is

always true, or it is continuously true until Φ2 becomes true.

Formally, the semantics of LTL formulas can be defined with respect

to an infinite word w ∈ (2AP )ω where w = x0, x1, x2, . . . . The suffix of w

starting at xi is denoted as wi. The relation |= is defined inductively as

follows:

wi |= p iff p ∈ xi for p ∈ AP,

wi |= ¬Φ iff wi 
|= Φ,

wi |= Φ1 ∨ Φ2 iff wi |= Φ1 or wi |= Φ2,

wi |= X Φ iff wi+1 |= Φ, and

wi |= Φ1 U Φ2 iff ∃j ≥ i such that wj |= Φ2 and wn |= Φ1 for all i ≤ n < j.

The formal semantics of temporal formulas can be interpreted with re-

spect to paths of a Kripke structure. When a set of paths is considered,

the LTL formula has to be true on all paths to be true. Therefore, an

LTL formula Φ holds in a Kripke structure M if and only if w |= Φ for

every word w of M . If a formula Φ does not hold for M there is a word

w = x0, x1, x2, . . . such that w |= ¬Φ. Such a word w is called a counterex-

ample to Φ.
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2.3 NuSMV model checker

The model-checking tool primarily used throughout this work is NuSMV1

[57, 84]. NuSMV is a state-of-the-art open-source model-checking tool

that can be used for modelling many kinds of systems. The input lan-

guage of NuSMV is intended for describing finite-state machine models

that operate in discrete time. Finite data types such as Boolean variables,

enumerative variables, and integers with a limited range are supported.

2.3.1 Modelling language

NuSMV models are collections of variable declarations and assignments

defining the valid initial states and transition relations over these vari-

ables. Non-deterministic transitions are also supported. In addition, the

modelling language uses, e.g., macro definitions, and module hierarchies.

The modules of NuSMV are simply encapsulated collections of declara-

tions. Once a module has been defined, instances of it can be created as

many times as necessary. Modules are associated with a list of parame-

ters, and can contain instances of other modules. In a NuSMV model, a

single main module must exist that has no parameters. This is the main

module of the model that is evaluated by the interpreter.

In NuSMV, specifications can be expressed using state invariants or Lin-

ear Temporal Logic (LTL). NuSMV also supports specification languages

that have not been used in this work. Such languages are, e.g., Compu-

tation Tree Logic (CTL) [65] and Property Specification Language (PSL)

[115].

An example NuSMV model is in Listing 2.1. The main module of the

model declares a single Boolean variable var1, and creates an instance

detector1 of another module EdgeDetector with the Boolean variable

var1 as a parameter. The main module also has two macro definitions for

the outputs of detector1: rising_edge and falling_edge. The mod-

ule EdgeDetector detects rising edges and falling edges of its Boolean

parameter input. It declares a Boolean variable previnput whose ini-

tial value is set to false in the ASSIGN section of the module. The tran-

sition relation regarding the variable is defined using the next expres-

sion. In this case it is defined so that at the next time step the value

of previnput is equal to the value of the parameter input at the cur-

rent time point. The result is that after the initial time point previnput

1NuSMV version 2.5.4 was used. http://nusmv.fbk.eu/
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always holds the value of input at the previous time point.

Finally, in the DEFINE section of EdgeDetector two macro definitions

rising and falling are described using simple case structures. The

definition rising is true whenever the parameter input was false in

the previous time point, and is true at the current time point. Similarily,

falling is true whenever the parameter input is currently false, and

was is true at the previous time point. An example of a state invariant

specification in the format of NuSMV is given on line 10. An equivalent

LTL specification is given on line 11.

1 MODULE main

2 VAR

3 var1 : boolean;

4 detector1 : EdgeDetector(var1);

5

6 DEFINE

7 rising_edge := detector1.rising;

8 falling_edge := detector1.falling;

9

10 INVARSPEC (! rising_edge);

11 LTLSPEC G (! rising_edge);

12

13 MODULE EdgeDetector(input)

14 VAR

15 previnput : boolean;

16 DEFINE

17 rising :=

18 case

19 ! previnput : input;

20 TRUE : FALSE;

21 esac;

22 falling :=

23 case

24 ! input : previnput;

25 TRUE : FALSE;

26 esac;

27 ASSIGN

28 init(previnput) := FALSE;

29 next(previnput) := input;

Listing 2.1. An example NuSMV model
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2.4 Employed algorithms

NuSMV implements many different model-checking algorithms. With

regard to the algorithms used in this dissertation, the BDD-based sym-

bolic invariant checking (see Section 2.6.1) and BDD-based symbolic LTL

model checking (see Section 2.8.1) are both implemented in NuSMV. For a

detailed description of NuSMV’s implementation of LTL model checking,

see, e.g., [178].

NuSMV also employs many SAT-based model-checking algorithms. The

implementation of the k-induction algorithm (described in Section 2.7) in

NuSMV follows the description of Eén and Sörensson [78].

NuSMV does not have any implementation of the PDR algorithm nor

any implementation of liveness-to-safety reductions. The iterative ab-

straction refinement technique described in Chapter 6 uses both tech-

niques. For PDR model checking, the NuSMV model is translated into

the format required by the model-checking tool ABC/ZZ [80] that has an

implementation of PDR. The models used in the ABC/ZZ tool are in the

AIGER input format. The AIGER [28] format is based on And-Inverter

Graphs (AIGs) and it basically corresponds to a low level desription of

a Boolean circuit. The liveness-to-safety reduction is performed using

standalone software that implements the state-recording translation as

described in [186].

The PDR algorithm and the liveness-to-safety reduction are both imple-

mented in the nuXmv [50] tool, which is an extension to NuSMV. However,

the license conditions of nuXmv prevent free commercial use. Since the

research in this dissertation intends to support verification work typically

performed in customer projects, the nuXmv tool was not utilised.

2.5 Symbolic model checking

The first model-checking techniques were simultaneously developed by

two different research groups: Clarke and Emerson [63], and Quielle and

Sifakis [172]. The developed algorithms were originally explicit-state tech-

niques in which the system states are individually represented and enu-

merated, and the algorithms operated directly on the Kripke structure.

These early explicit-state techniques suffered severely from the state ex-

plosion problem. State explosion means that the number of states in the

model grows exponentially as the size of the model increases. As an ex-
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ample, a system with n Boolean variables can have 2n states in the worst

case. Even though some explicit state model checkers such as SPIN [106]

and DiVinE [14] have been quite succesful, the explicit-state techniques

can become quite infeasible in large models such as the system models

studied in this dissertation that involve a lot of free input variables, and

have state spaces with a high branching degree. There are also interest-

ing new approaches halfway between symbolic and explicit-state model

checking, see, e.g., [156]. These approaches have not been studied in this

dissertation, and determining whether the approaches are applicable to

this domain is left for future work.

In spite of many different approaches, the state explosion problem has

remained a formidable challenge. One of the most successful approaches

has been symbolic model checking, in which states are not individually

represented, and the algorithms operate on sets of states and sets of tran-

sitions instead.

The symbolic encoding of the states and transitions of a Kripke structure

is demonstrated here using the system described in Example 2.1. The

example Kripke structure is defined as:

S = {s, t, u, v},

S0 = {s},

R = {(s, t), (t, u), (u, v), (v, v)}, and

L(s) = {P};L(t) = {Q};L(u) = {P,Q};L(v) = {Q}.

The different states of the system need to be symbolically encoded. Since

there are four states in the system, all states can be represented using two

bits: x0 and x1. The encoding used here maps s to ¬x0 ∧¬x1, t to ¬x0 ∧ x1,

u to x0∧¬x1, and v to x0∧x1.2 This encoding allows us to represent sets of

states using Boolean functions such that each Boolean function evaluates

to true exactly for the states it represents. For example, the set of states

in which Q is true can be represented by the Boolean formula x0 ∨ x1.

Other labels of the system can be represented in a similar manner.

For symbolically representing the transitions of the system, two sets of

state variables are needed. The starting state of a transition is encoded as

x = (x0, x1) and the target state of the transition is encoded using primed

copies of the variables: x′ = (x′0, x′1). The symbolic transition relation RS

is then a formula such that (s, s′) ∈ R if and only if x = (x0, x1) is the sym-

2An alternative way to express this encoding is to use a bit vector of length 2, so
that the states s, t, u, v are mapped to vectors 00, 01, 10, 11 respectively.
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bolic representation of s, and x′ = (x′0, x′1) is the symbolic representation

of s′, and RS(x, x′) evaluates to true.

In the example system, the total symbolic transition relation is: RS =

{(¬x0 ∧¬x1 ∧¬x′0 ∧ x′1)∨ (¬x0 ∧ x1 ∧ x′0 ∧¬x′1)∨ (x0 ∧¬x1 ∧ x′0 ∧ x′1)∨ (x0 ∧
x1 ∧ x′0 ∧ x′1)}

For model checkers, variants of Binary Decision Diagrams (BDDs) [43]

have traditionally been used for representing the state sets and the tran-

sition relation. A BDD is a directed acyclic graph that has two sink nodes

labelled 0 and 1 representing the Boolean values 0 (False) and 1 (True).

Each non-sink node is labelled with a Boolean variable v. The non-sink

nodes have two child nodes called low child and high child, and the edges

to these nodes are labelled with 0 and 1. An edge from v to its low child

represents an assingment of v to 0. Similarly, an edge from v to its high

child represents an assignment of v to 1. An Ordered Binary Decision

Diagram (OBDD) is a BDD in which the input variables are ordered, and

every path from a source node to a sink node follows the variable order-

ing. A Reduced Ordered Binary Decision Diagram (ROBDD) is a BDD in

which all isomorphic subgraphs have been merged, and nodes that have

isomorphic child nodes have been removed. ROBDDs are typically used

as they are very compact, and have a canonical representation. Many ba-

sic operations can be performed very efficiently on ROBDDs. An example

ROBDD is illustrated in Figure 2.3. When compared to explicit represen-

tation of state spaces, representing sets of states by their characteristic

functions symbolically makes it possible to verify systems that have sev-

eral orders of magnitude more states [44].

In addition to BDD-based symbolic model checking, techniques based on

propositional satisfiability (SAT) solving are also often used, see, e.g., [25].

The propositional satisfiability problem [29] can be defined as follows. Let

V = x1, x2, . . . xn be a finite set of Boolean variables. A Boolean variable xi

or its negation ¬xi is called a literal. A clause is a disjunction of literals,

and a SAT instance is a conjunction of clauses. A valuation is a function

that assigns each variable in V to a Boolean value. A literal xi is satisfied

if xi is assigned a Boolean value 1. A literal ¬xi is satisfied if xi is assigned

a Boolean value 0. A clause is satisfied when at least one of its literals is

satisfied. A SAT instance is satisfied when all of its clauses are satisfied.

The SAT problem is to decide whether a valuation that satisfies the SAT

instance exists, and it is the canonical NP-complete decision problem [29].
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Figure 2.3. A Reduced Ordered Binary Decision Diagram for the transition relation of
the example system, RS = {(¬x0 ∧ ¬x1 ∧ ¬x′

0 ∧ x′
1) ∨ (¬x0 ∧ x1 ∧ x′

0 ∧ ¬x′
1) ∨

(x0 ∧¬x1 ∧ x′
0 ∧ x′

1)∨ (x0 ∧ x1 ∧ x′
0 ∧ x′

1)}. A variable ordering of x0, x1, x
′
0, x

′
1

is applied.

2.6 Symbolic invariant checking

As was mentioned in Section 2.2, safety property checking can be re-

duced to the checking of state invariant properties. Therefore, in the con-

text of safety property verification this dissertation only discusses model-

checking algorithms that can be used to verify state invariants. These al-

gorithms, together with an appropriate reduction, can be used to check all

safety properties. Three invariant checking algorithms are covered. BDD-

based invariant checking [74, 57] and the PDR algorithm [39] use an ap-

proach based on inductive invariants, while the more general k-induction

algorithm [189] builds on Bounded Model Checking (BMC) principles, and

extends traditional BMC to also proving properties.

2.6.1 BDD-based invariant checking

The basic method for verifying invariant properties is to prove that a state

in which the invariant property is false cannot be reached from the initial
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S1(s)

S0(s)=I(s)

Sn(s)≡Sn+1(s)

¬P(s)

Figure 2.4. The forward method checks whether a bad state ¬P (s) can be reached from
the initial states.

state of the model. The basic forward variant of this method, see, e.g., [74],

starts from the initial states and iteratively applies the transition relation

to the forward direction to create sets of states that can be reached from

the initial states. A description of this technique follows.

Assume that I(s) = S0(s) is a formula encoding the initial states of a

system, R(s, s′) is a formula encoding the transition relation of the sys-

tem, and P (s) is a formula encoding the states that satisfy the invariant

property, where s and s′ are sets of states.

The forward method starts with the set of initial states I(s), and checks

whether the formula I(s) ∧ ¬P (s) is satisfiable. If the formula is not sat-

isfiable, the algorithm calculates a new set of states by forward traver-

sal of the transition relation: S1(s) := I(s) ∨ ∃s′ : I(s′) ∧ R(s′, s). For

arbitrary n the formula Sn(s) can then be recursively calculated from

Sn+1(s) := Sn(s) ∨ {s′|∃s′′ : Sn(s
′′) ∧R(s′′, s′)}, for n ≥ 0.

At each recursive step the algorithm checks whether the formula Sn(s)∧
¬P (s) is satisfied. If it is, then the satisfying truth assignment represents

a counterexample to the invariant property. If the formula remains unsat-

isfied, the algorithm increases n until a fix-point is reached, i.e., Sn+1 ≡
Sn(s). This fix-point corresponds to the reachable state space of the sys-

tem. If the formula Sn(s)∧¬P (s) is true in this fix-point state, the invari-

ant property is true in the system.

In the alternative backward calculating method (see, e.g., [148]) the bad

states are the starting point, and reachable states are calculated in the
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B0(s)=¬P(s)

B1(s)

Bn(s)≡Bn+1(s)

I(s)

Figure 2.5. The backward method checks starts from a bad state ¬P (s) and checks
whether an initial state I(s) of the system can be reached by backward traver-
sal of the transition relation.

backwards direction. The invariant property is unsatisfied if an initial

state can be reached, and satisfied if a fix-point state is reached that does

not include initial states. In the backward method the bad state ¬P (s) is

denoted as B0. Bn+1(s) is then the set of states from which a bad state can

be reached in n + 1 steps, calculated recursively from Bn+1(s) := Bn(s) ∨
{s′|∃s′′ : Bn(s

′′) ∧ R(s′, s′′)}, for n ≥ 0. On each iteration the algorithm

checks whether an initial state was reached, i.e., whether I(s) ∧ Bn(s
′)

is satisfied. If the formula I(s) ∧ Bn(s
′) is satisfied, the satisfying truth

assignment again represents a counterexample to the invariant property.

Finally, a combination of forward and backward invariant checking is

also possible. In this third variant the algorithm calculates both pred-

icates Sn(s) and Bn(s) simultaneously with increasing values of n. On

each step the algorithm checks whether a state exists that is in both Sn(s)

and Bn(s). If such a state s′ exists, it means that it can be reached from

the initial state in n steps, and that a bad state can be reached from s′

in n steps. The satisfying truth assignment of Sn(s) ∧ Bn(s) represents

a counterexample to the invariant property P . The recursive calculation

is again terminated when such a state cannot be found, and either of the

predicates Sn(s) and Bn(s) reach a fix-point.
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2.6.2 Property directed reachability

Bradley suggested an entirely new model-checking approach originally

titled IC3 (Incremental Construction of Inductive Clauses for Indubitable

Correctness) [39]. Later in [77] the technique was improved upon, and

renamed as Property Directed Reachability (PDR). PDR is a SAT-based

technique that avoids the unrolling of the transition relation, and instead

attempts to reach a proof by solving several smaller SAT-problems. The

technique has been found to be very efficient in practice. For example,

Brayton’s initial implementation of the algorithm won third place in the

Hardware Model Checking Competition HWMCC’10 (2010) [26]. In later

competitions, various PDR implementations have been incorporated also

in other submissions. The description of the algorithm here follows mostly

the notations of the original approach [39], while the improvements of [77]

are also discussed. In the description below, the transition relation over

current and next-state variables of the model is denoted T (s, s′). The set of

initial states is denoted I(s), and the set of property states is denoted P (s).

For convenience, the dependence of T , I, and P on the state variables

s and s′ is omitted below. For a more detailed explanation of inductive

generalisation of states, see [77]. For a proof of the termination of the

original algorithm, see [39].

PDR is an algorithm for verifying safety properties. In particular, the

intention of the PDR algorithm is to create an inductive invariant that

proves the original state invariant property P under examination. This

invariant is a Boolean formula called Proof that has the following proper-

ties:

• Proof property 1: Proof is satisfied in the initial states of the system

I(s);

• Proof property 2: Proof is inductive, i.e., if a state s satisfies the invari-

ant, all successors of s also satisfy the invariant, Proof ∧ T =⇒ Proof ′;

and

• Proof property 3: Proof is such that it implies the examined property P ,

Proof =⇒ P .

The algorithm operates on sets of clauses Fi, that over-approximate the

set of states reachable from the initial states of the system in i transi-

tions. The sets of clauses F0, . . . Fk, also called frames, are such that the
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following four properties are always satisfied:

• Frame property 1: F0 = I.

• Frame property 2: Fi =⇒ Fi+1, for 0 ≤ i < k.

• Frame property 3: Every state that can be reached in one transition

from a state satisfying Fi satisfies Fi+1, i.e., Fi ∧ T =⇒ Fi+1, for 0 ≤ i <

k.

• Frame property 4: The invariant P is satisfied in all sets Fi, Fi =⇒ P ,

for 0 ≤ i ≤ k.

The algorithm works iteratively. Initially it starts with just one set of

clauses F0 = I, and first checks whether the negation of the property P

is satisfied in it. If it is, the initial state of the system is a bad state.

Otherwise, it enters the main loop of the algorithm.

On each execution of the main loop the algorithm checks whether a bad

state can be reached in one transition from the highest frame by solving

Fk∧T ∧¬P , using a SAT solver. If the formula is satisfiable the SAT-solver

returns a predecessor of a bad state m that satisfies it. The state m is then

generalised to a cube3 s.

Next the algorithm attempts to remove s from Fk by trying to find out

if the cube is blocked by a previous frame by checking the satisfiability of

Fk−1 ∧ T ∧ s′, where s′ denotes the next-state encoding of s. If the formula

is satisfiable, a satisfying cube t can be extracted, and the algorithm tries

to similarly block this new cube in the previous frame Fk−2. Eventually

a cube will be blocked by some frame, or the initial frame F0 is reached.

If the initial frame (initial state) cannot block the previous cube, the al-

gorithm has found a counterexample to the property P . If, however, at

some point a cube can be blocked in some frame Fi, the algorithm adds a

negation of that cube to frames Fj , where j ≤ i, so that frame property 2

remains satisfied.

Once the formula Fk∧T ∧¬P becomes unsatisfiable in the main loop, the

algorithm adds a new frame Fk+1 = P , and the propagates the formulas in

the frames to their successors whenever this can be done without violating

the frame properties. For each clause c ∈ Fi the algorithm checks whether

Fi∧T ∧¬c is satisfiable. If the formula is unsatisfiable, c is added to frame

3A cube is defined as a conjunction of literals. A literal is defined as a variable or
its negation. The cube s is such that it describes a set of states, and it is created
by removing irrelevant literals from the bad state m. In PDR, this reduction is
done by ternary simulation.
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Fi+1.

The algorithm terminates with a proof when two consecutive frames

become identical, i.e., Fi ≡ Fi+1, for some 0 ≤ i < k. Since all of the Frame

properties are true, we can see that Fi satisfies the properties of a proof.

Proof property 1 is implied by Frame properties 1 and 2; Proof property 2

is implied by the fact that Fi = Fi+1; and Proof property 3 is implied by

Frame property 3.

One of the particular benefits of the PDR algorithm is that the proof

given by the algorithm is an actual Boolean formula. The Proof formula

serves as a certificate of the correctness of the model-checking process

since the inductive invariance of the Proof formula can be independently

checked using another tool.

2.7 k-induction

One alternative to the BDD-based symbolic model-checking technique is

called Bounded Model Checking (BMC) [25]. In BMC, the general model-

checking problem is not directly addressed. Instead, a more restricted

bounded problem is analysed instead. The basic idea of BMC is to ask

whether a counterexample of length k can be found. This problem is then

translated into a propositional satisfiability (SAT) problem that can then

be solved using efficient SAT solvers.

Let M be a Kripke structure of a system, and P be an invariant that is

being verified against the system. A path of M is encoded by unrolling

its transition relation k times. This means that k + 1 copies of the state

variables are created: one copy for each time point. The transition relation

T always holds for state variables of two consecutive time points. The

initialised finite paths of M of length k are then defined as:

�M,k� := I(s0) ∧
k−1∧
i=0

T (si, si+1)

A formula that encodes the initialised finite paths of M of length k that

lead to a state in which the invariant P is false can be defined as:

�M,k,¬P � := I(s0) ∧
k−1∧
i=0

T (si, si+1) ∧ ¬P (sk)

In the traditional BMC approach, the value of the bound k is initially 0.

If a counterexample to the model-checking problem with a bound cannot

be found, the value of k is increased. If the examined property is true, the
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value of k is in theory increased until a completeness threshold, i.e., a sep-

arately computable bound that guarantees that the property holds over

all infinite paths of the model, is met. In practice, the BMC method is

not complete, since the completeness thresholds are typically very large

on non-trivial models.

The technique called k-induction [189, 78] combines the BMC approach

with mathematical induction in order to verify invariant properties. In

k-induction, the transition relation T is unrolled as well, and the coun-

terexamples are found using a formula similar to the BMC approach. In

addition to this, k-induction uses a second SAT formula for finding a proof

that no counterexamples exist. The description of the k-induction tech-

nique follows the notation of the paper by Eén and Sörensson [78].

The k-induction approach starts with a k value of 0 and increases k

whenever no counterexample has been found and the property has not

been proved. When formulas generated for high values of k are used,

the k-induction algorithm always assumes that the reasoning on lower k

values has been inconclusive.

The main idea of k-induction is to create a k-step inductive proof. The

base case of the induction proof states that a bad state cannot be reached

from an initial state in k steps. The induction step of the proof then states

that if P has been true for k consecutive time points, it will always be true

at time point k + 1. If both the base case and the induction step are true

for some k, it is possible to inductively deduce that P is true in the system.

Finally, termination and completeness of the k-induction technique can

be guaranteed by restricting the analysis to unique paths in the induc-

tion step. Unique paths are such that all states on the path are unique,

i.e., there are no loops in the path. In finite state systems, there neces-

sarily exists an upper bound for the length of such a path, ensuring the

termination of the approach.

The base case, the induction step, and the formula restricting the induc-

tion step to non-looping paths are defined below. The formulas are such

that their unsatisfiability is used when proving the correctness of P .

Basek := I(s0) ∧
k−1∧
i=0

T (si, si+1) ∧ ¬P (sk)

InductionStepk :=
k∧

i=0

T (si, si+1) ∧
k∧

i=0

P (si) ∧ ¬P (sk+1)
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Uniquek :=
k−1∧
i=0

k∧
j=i+1

(si 
= sj)

The k-induction method with the checks for non-looping paths is a com-

plete method for verifying state invariants. Similar complete methods for

more descriptive temporal logics exist as well. The technique described

in [27] combines k-induction with a Büchi automata-based BMC encoding

for LTL with past operators and a reduction from liveness properties to

safety properties, resulting in a complete method.

2.8 Model-checking techniques for liveness properties

LTL can be used to express liveness properties. In this section, two differ-

ent approaches for checking liveness properties expressed using LTL are

briefly described. BDD-based symbolic LTL model checking is described

in Section 2.8.1, and an approach based on reducing liveness checking into

safety checking is described in Section 2.8.2.

2.8.1 BDD-based symbolic LTL model checking

LTL model checking is based on the automata-theoretic approach [202], in

which the negated LTL specification ¬φ is transformed into a generalised

Büchi automaton denoted A¬φ, and composed with the system model M

forming AM,¬φ. In this approach the model-checking problem reduces to

checking for emptiness of the language of the composed system. In what

follows, this well-known symbolic LTL model-checking technique is ex-

plained in detail following the notations used by Clarke, Grumberg, and

Peled in [65] as well as the description of the technique by Rozier in [178].

Definition 2.1. A Büchi automaton is a tuple 〈Σ, S, S0,Δ, F 〉 where: Σ is

a finite alphabet, S is a finite set of states, S0 ⊆ S is the set of initial states,

Δ ⊆ S × Σ× S is the transition relation, and F ⊆ S is the set of accepting

states.

A run r of a Büchi automaton over an infinite word a0, a1, a2, · · · ∈ Σω is a

sequence of states s0, s1, s2, · · · ∈ S such that s0 ∈ S0, and (si, ai, si+1) ∈ Δ

for all i ≥ 0. A run r is accepting if it visits a state in F infinitely often.

The set of infinite words accepted by an automaton A is the language of

L(A) ⊆ Σω. A language is empty when L(A) = ∅.

A generalised Büchi Automaton (GBA) can have multiple acceptance
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sets F1, F2, . . . , Fn ∈ F and an infinite run is accepted by the automaton if

it visits a state in each set infinitely often.

For every LTL formula φ, it is possible to construct a non-deterministic

generalised Büchi automaton Aφ (also called tableau) such that the lan-

guage accepted by A, Lω(Aφ) corresponds exactly to the runs described by

φ, see, e.g., [140] for a proof.

The process of constructing the Büchi automaton Aφ = (Σ, Sφ, S
0
φ,Δφ, Fφ)

is as follows. Assume that the logical ∧ operator has been eliminated by

DeMorgan’s law (a ∧ b is equivalent to ¬(¬a ∨ ¬b)), and that the temporal

operators G, F, R, and W have been eliminated from the formula (us-

ing the equivalences described in Section 2.2.1), and let AP be the set of

atomic propositions in φ. The alphabet Σ of the Büchi automaton is 2AP .

In order to construct the set of states of the Büchi automaton, the set of

elementary formulas el(φ) is first recursively defined.

• el(p) = {p}, if p ∈ AP

• el(¬ψ) = el(ψ)

• el(ψ1 ∨ ψ2) = el(ψ1) ∪ el(ψ2)

• el(X ψ) = {X ψ} ∪ el(ψ)

• el(ψ1 U ψ2) = { X (ψ1 U ψ2)} ∪ el(ψ1) ∪ el(ψ2)

Each subset of el(φ) corresponds to a state s ∈ Sφ of the Büchi automa-

ton Aφ. Each of these states is labelled with the elementary formulas it

corresponds to. The labelling of state s is denoted l(s). In addition to

these states, a special state s0φ is also added to Sφ. The state s0φ is the

initial state of the Büchi automaton, S0
φ = s0φ.

In order to construct the transitions between the states, a function sat

is first defined that associates each subformula of φ with the set of states

that satisfies that subformula.

• sat(ψ) = {s | ψ ∈ s} where ψ ∈ el(φ)

• sat(¬ψ) = {s | s /∈ sat(ψ)}
• sat(ψ1 ∨ ψ2) = sat(ψ1) ∪ sat(ψ2)

• sat(ψ1 U ψ2) = sat(ψ2) ∪ (sat(ψ1) ∩ sat(X (ψ1 U ψ2)))

The transition relation of the Büchi automaton must be such that each

elementary formula labelled in a state is true in that state. In particular,

if an elementary formula of the form X ψ is labelled in a state s, then ψ
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should be satisfied by all successors of s. Also, if ¬X ψ is true in s, then

none of the successors of s should satisfy ψ. Formally this property of the

transition relation can be defined so that:

Δx = {(s, a, s′) ∈ Sφ×AP×Sφ | ∀ X ψ ∈ el(φ) :
(
s ∈ sat(X ψ) ⇔ s′ ∈ sat(ψ)

)
and a = l(s′) ∩ AP}

In addition to this, transitions are added from the special initial state

s0φ to all states s′ where sat(φ) is satisfied. This can be defined formally as

follows:

Δi = {(s0φ, a, s′) ∈ S0
φ × AP× ∈ Sφ | s′ ∈ sat(φ) and a = l(s′) ∩AP}

The transition relation of the Büchi automaton Aφ is then:

Δφ = Δx ∪Δi

Finally, the acceptance sets of the Büchi automaton are constructed so

that for each subformula of φ of the form ψ1 U ψ2, a new acceptance set

Fψ1 U ψ2
∈ Fφ is created containing all states labelled ψ2, and all states

labelled ¬ψ1 U ψ2.

If such a Büchi automaton is created for the negated specification ¬φ,

the resulting automaton A¬φ characterises all possible runs that violate

the specification φ. When this automaton is composed with the system

model M , the resulting automaton AM,¬φ characterises all possible runs

of M that also violate φ.

The system model M is given as a Kripke structure M = (S, S0, R, L)

over a set of atomic propositions AP must first be interpreted as a Büchi

automaton. Again, a special initial state s0M must be added to the Büchi

automaton. AM = (Σ, SM , S0
M ,ΔM , FM ) is the corresponding Büchi au-

tomaton, where:

• Σ = 2AP ,

• SM = S ∪ {s0M},

• S0
M = {s0M}

• For all s, s′ ∈ SM , a ∈ Σ : (s, a, s′) ∈ ΔM if and only if L(s′) = a and

(((s, s′) ∈ R) or (s = s0M and s′ = s0)); and

• FM = SM .
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Let A¬φ = (Σ, Sφ, S
0
φ,Δφ, Fφ) be the automaton that corresponds to the

negated LTL formula, and AM = (Σ, SM , S0
M ,ΔM , FM ) be the automaton

corresponding to the system model.

In the special case where all of the states of AM are accepting (FM =

SM ) the automaton AM,¬φ = (Σ, S, S0,Δ, F ) accepting the intersection of

the languages L(AM ) ∩ L(A¬φ) can be defined by a simpler production

construction method4 [65]:

• S = SM × Sφ,

• S0 = S0
M × S0

φ,

• For all s, s′ ∈ SM , t, t′ ∈ Sφ, a ∈ Σ : ((s, t), a, (s′, t′)) ∈ Δ if and only if

(s, a, s′) ∈ ΔM and (t, a, t′) ∈ Δφ, and

• F = FM × Fφ

If an accepting run can be found in AM,¬φ it is a counterexample of φ in

M . If no such run can be found, i.e., L(AM,¬φ) = ∅, it is concluded that φ

holds in M , i.e., M |= φ.

The product automaton AM,¬φ can also be viewed as a directed graph

GM,¬φ = (V,E) where V is the finite set of states corresponding to the

states of the automaton such that V = S, and E ⊆ V × V is the set of

edges such that (s, s′) ∈ E whenever (s, a, s′) ∈ Δ for any two states s and

s′, and for any alphabet a ∈ Σ. The paths of the graph then correspond to

the computations of the automaton.

In order to perform model checking, strongly connected components (SCC)

of the graph G can be exploited. A strongly-connected component is de-

fined as a maximal subgraph such that any two states are mutually reach-

able. A single state that is not connected to itself is a trivial SCC.

Given a set of accepting sets F , a fair SCC is defined to be a such a

nontrivial SCC that intersects each accepting set in F .

Every accepting run of a generalised Büchi automaton can be repre-

sented as a lasso-shaped path from an initial state to an accepting cycle.

Thus, using the above defined constructs, the problem of finding whether

the generalised Büchi automaton AM,¬φ has an accepting run can be re-

duced to finding a path to a fair strongly-connected component in the

graph GM,¬φ.

In symbolic LTL model checking, the model AM , the LTL formula A¬φ
and the product automaton AM,¬φ are encoded using reduced ordered

4Note that this product construction is not correct for arbitrary automata.
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Algorithm 2.1 Symbolic algorithm detecting fair cycles [79]
1: procedure CHECKFAIRCYCLES(F )

2: Z ′ := �
3: repeat

4: Z := Z ′

5: for each Fi ∈ F do

6: Y := CheckEU (Z,Fi ∧ Z)

7: Z ′ := Z ′ ∧ PreImage(Y )

8: end for

9: until Z ′ ⇔ Z

10: return Z

11: end procedure

12: procedure CHECKEU(φ1, φ2)

13: X := φ2

14: repeat

15: X ′ := X

16: X := X ∨ (φ1 ∧ PreImage(X))

17: until X ′ ⇔ X

18: return X

19: end procedure

BDDs (see Section 2.5). Accepting runs are detected based on a symbolic

algorithm that operates on sets of states, and sets of transitions. The first

such algorithm was by Emerson and Lei [79]. The Emerson-Lei algorithm

is based on μ-calculus (see, e.g., [147]) and the computation of fix-points

by repeated pre-image computations.

A symbolic algorithm based on the original Emerson-Lei algorithm is

outlined as pseudo-code in Algorithm 2.1. The algorithm operates on sets

of states, i.e., the variables X,Y, Z,X ′, Z ′ are reduced ordered BDDs repre-

senting a set of states. The algorithm has two procedures. CheckFairCycles

has as input the set of accepting states F , and it returns either an empty

set or a state set in which each state can be reached from another state

within the set, and all accepting conditions are met. It does this by great-

est fix-point calculation. The value of Z is initially set to � (i.e., all of the

states in the automaton) and the value of Z is iteratively updated until it

converges to a fix-point.

The procedure CheckEU is used to compute a set of states from which a

path exists such that the first parameter φ1 is true until the second pa-
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rameter φ2 becomes true. It does this by calculating a least fix-point.

CheckFairCycles makes repeated calls to CheckEU in order to compute

states from which each of the accepting states can be reached. It then

excludes the states that do not have any successors, as such states can

not form a fair cycle. Both procedures of Algorithm 2.1 utilise a predicate

PreImage(X) that calculates the states that are backwards reachable from

the state set X. Formally PreImage(X) can be defined as:

PreImage(X) = {s ∈ S|(s, a, s′) ∈ Δ for some s′ ∈ X}.

If a fair cycle can be found using Algorithm 2.1, it remains to be shown

that the corresponding cycle in M can be reached from the initial states.

The detailed counterexample trace also has to be created. A path to the

fair SCC can be calculated by starting from the initial states of M and

calculating states reachable from them by repeatedly applying the transi-

tion relation until a state in the fair SCC is found or a fix-point state (all

reachable states found) is reached. A similar reachability analysis can be

used to construct a looping trace in the fair SCC such that all acceptance

sets are visited. The counterexample trace is the combination of the path

from the initial state to the SCC, and the loop inside that SCC visiting all

of the acceptance sets.

Due to a doubly-nested fix-point operator, the Emerson-Lei algorithm

operates in quadratic time. A theoretically better O(n log n) algorithm is

described in [35] but this alternative algorithm has been found to often

perform worse in practice; see [174].

2.8.2 Liveness-to-safety reductions

In this dissertation (Publication III in particular) a liveness-to-safety re-

duction is employed as one way to check liveness properties. In Publica-

tion III, the state-recording translation method is used for this purpose.

The state-recording translation by Schuppan and Biere [24, 186] reduces

liveness checking to safety checking in a monolithic way, i.e., so that only

a single safety-checking query is needed to verify a liveness property.

The state-recording translation can be applied for general LTL formu-

las. The product automaton AM,¬φ is built, similarly as was described

in Section 2.8.1, and each acceptance set can be interpreted as a fairness

constraint.

A counterexample to a liveness property is an infinite path where some-
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thing good never happens. In a finite-state system this means that the

counterexample is lasso-shaped, consisting of a finite prefix and an in-

finitely repeating loop.

The state-recording translation works by trying to guess the starting

point of that loop. In practice, this translation extends the model with a

separate observing part, and uses an oracle variable save to determine the

starting point of the loop. The translation saves copies of the state vari-

able values to a second pair of state variables at this time point. Another

variable saved is used to indicate that the loop starting point has already

been guessed in the past. A condition looped is also created that is true

when the current state equals the previously saved state, indicating that

a lasso-shaped path has been found. The translations monitors the fulfil-

ment of the acceptance sets of the liveness property using flag variables.

It creates an additional state variable fair i for each acceptance set Fi that

observes whether a state in the acceptance set is visited within the loop.

Using the auxiliary constructs described above, the liveness property

can then be translated into an invariant property stating that no lasso-

shaped path exists (where at the last state the state variable values are

equal to the saved variable values) such that every acceptance set related

to the liveness property is satisfied within the loop. Finally, the liveness

property is true when no such paths exist in the model. If k is the number

of acceptance sets, the invariant in the translated model corresponding to

the original liveness property is of the form:

¬
(
looped

k∧
i=0

fair i

)

In addition to the state-recording translation, other liveness-to-safety

reduction techniques exist as well. The k-liveness [60] and the acceptance-

counting translation [90] describe essentially the same technique. This

technique is based on the observation that an LTL property holds when

there exists an integer N such that no run of AM,¬φ visits an accepting

state N or more times. This technique tracks visits to accepting states

using counter variables. If an upper bound for N is found, it deduces that

the LTL property must hold.

Another approach by Bradley et al. [40] looks for fair strongly-connected

components in the composition of the system model and the negated prop-

erty AM,¬φ by making a series of separate reachability queries that are

performed by a model-checking tool. In their approach, the queries are

done using the PDR algorithm.
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3. Nuclear instrumentation and control
system development and verification

This chapter focuses on the development and verification of digital In-

strumentation & Control (I&C) systems used in nuclear power plants.

Section 3.1 covers the most essential design principles related to nuclear

domain I&C systems, and Section 3.2 briefly discusses digital I&C system

development related matters.

3.1 Nuclear power plant I&C systems

I&C systems enable and ensure the safe operation of nuclear power plants.

In their most simple form, I&C systems measure the physical parameters

of the plant, provide the HMI (Human-Machine Interaction) interface to

the control room, and actuate devices such as pumps and valves when

necessary. These control actions can either be fully automatic, or based

on manual operator commands.

Nuclear power plants have strict requirements for safety and reliabil-

ity. To meet these requirements, the defence in depth principle [109] is

applied. Defence in depth is essentially the use of multiple successive de-

fensive barriers to prevent the release of radioactive material into the en-

vironment. When successfully used, this design principle leads to systems

in which no single human or mechanical failure can lead to a hazardous

scenario. In I&C system design the defence in depth principle is achieved

with a hierarchy of systems, and the use of redundancy and diversity.

For example, it is common to implement three levels of I&C systems:

control systems, preventive protection systems, and protection systems.

The intention of this arrangement is that preventive protection systems

are activated when control systems fail to keep the plant processes within

predetermined limits, and protection systems are activated if the control

actions of the preventive protection systems are insufficient. The pro-
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tection systems have a higher safety category, and they are physically

separated from systems belonging to lower safety categories.

The reliability of individual systems is commonly increased by imple-

menting several redundant subsystems that are all capable of performing

the same safety function. This design approach is very effective against

single failures in, e.g., measurements.

In addition to single failures, I&C system design also takes common

cause failures (CCFs) into consideration. CCFs can occur when multiple

components fail simultaneously due to the same cause such as, e.g., in-

correct maintenance actions, loss of electrical power, environmental con-

ditions (fire, flood, earthquake), or software design errors. In I&C system

design, CCFs are prevented by the use of diversity. Diversity is the use of

different means to perform the same function. In practice, diversity can

be about measuring different physical parameters (e.g., temperature/pres-

sure), using different physical operating principles (e.g., inserting control

rods to the reactor to shutdown/injecting boron to the reactor to shut-

down), and the use of different design organisations, different vendors or

different underlying technologies.

Nuclear power plants have traditionally used conservative technology

because of, e.g., the long lifetime of the plants, and due to the strict re-

quirements to demonstrate the safety of the used technology. The first

generation nuclear power plants relied on analogue technology, but these

systems are becoming obsolete, and digital I&C systems have become in-

creasingly more common. The existing analogue systems are currently

being replaced with digital technology, and new plants rely primarily on

digital I&C systems.

The use of digital I&C systems poses challenges for functional verifica-

tion as these software-based systems often are more complex than tradi-

tional analogue systems, and cannot be exhaustively tested. Due to the

use of defence in depth principles, design errors in these software-based

systems typically cannot lead to any hazardous events in the plant. How-

ever, software errors can decrease the protection capabilities of the plant

by inhibiting individual protection systems. Software errors can also have

significant consequences to the plant operation and safety through spuri-

ous protection signals, and CCFs, rendering the detection of such errors

essential.
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3.2 Digital I&C system development

Digital I&C systems differentiate between the platform of the system,

and application software that runs on the platform. The platform is an

underlying computer system, containing both hardware and software, on

which application programs can be executed.

The application program is typically executed using a Programmable

Logic Controller (PLC), even though alternative technologies are possible.

In this dissertation, it is assumed that the implementation of the platform

is correct, and that the application program is PLC-based.

A PLC generally executes a series of instructions cyclically. During each

scan cycle it reads inputs, executes a PLC program, and updates outputs

based on the computation. In nuclear power plant applications a fixed

scan cycle length is typically used.

The international standard IEC 61131-3 [110] defines five languages

used for PLC programming: function block diagram (FBD), ladder dia-

gram (LD), instruction list (IL), structured text (ST), and sequential func-

tion chart (SFC). This dissertation focuses on the commonly used FBD

language. FBD is a graphical design language in which simple elemen-

tary function blocks such as AND, OR, or timers are represented as blocks.

A function block diagram is built by connecting these function block in-

stances to each other by drawing lines between input and output gates

of the function blocks. An example function block diagram following the

graphical notations used in this dissertation is illustrated in Fig. 3.1. An

input of a diagram may be connected to an output of another diagram.

Composite function blocks that consist of several interconnected function

blocks may also be defined. Finally, an FBD program consists of a collec-

tion of function block diagrams.

One way of developing PLC based systems is to utilise automatic trans-

lators. Once a safety function has been implemented as an FBD program

it can be automatically translated into a C program that again can be

automatically compiled into PLC executable code, see Figure 3.2. This

general PLC system development process is followed in several nuclear

domain I&C platforms, e.g., AREVA’s TELEPERMS XS [5], and Rolls-

Royce’s Spinline [176]. In these platforms, vendor-specific variants of the

FBD language are used that do not follow IEC 61131-3. The actual lan-

guages used by the vendors are confidential. In this dissertation it is

assumed that the design language follows IEC 61131-3, and it is noted
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Figure 3.1. An example function block diagram (FBD)
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Figure 3.2. PLC system development

that the methodology described in Chapter 5 is also applicable to other

vendor-specific FBD language variants.

AREVA uses the SPACE (Specification and Coding Environment) tool

(see, e.g., [4]) for developing TELEPERM XS application software. The

tool contains a qualified code generator with multiple years of operating

experience. Verification of TELEPERM XS systems relies heavily on the

correctness of the code generator since it reduces the need for testing the

generated code. In the context of TELEPERM XS, the focus of formal

verification has been in validating the code generator. The verification

process of TELEPERM XS relies heavily on using the SIVAT (Simulation

Validation Test Tool) [175] simulator tool, as well as separately performed

formal checks to ensure the equivalence of functional requirements, the

application program design and the automatically generated code.

In the Spinline platform, application software development is based

on the use of SCADE (Safety Critical Application Development Environ-

ment) [22], and CLARISSE System and Software Development Environ-

ment (SSDE) (see, e.g., [176]). CLARISSE is a dedicated software work-

50



Nuclear instrumentation and control system development and verification

shop providing the software tools and libraries needed for Spinline system

configuration and application software development. SCADE is an indus-

trial tool developed by Esterel technologies.It is based on the synchronous

LUSTRE [169] language, and it provides a block diagram formalism for

designing the system with well-defined semantics, a design verifier that

supports a variety of formal validation tasks, and an automatic tool for

C code generation. The design verifier of SCADE is independently devel-

oped by Prover Technology.

3.2.1 Model checking using SCADE

The design verifier of SCADE supports two model checking based veri-

fication strategies: the proof strategy, and the debug strategy. The proof

strategy is based on the use of BDDs, and k-induction. The debug strategy

performs SAT-based bounded model checking. [1]

SCADE does not support the use of temporal logic for property formal-

isation. Only invariant properties can be checked. More complex prop-

erties can be checked by modelling the property as an observer using the

same modelling language as is used for the design. Huhn et al. [107] have

reported severe complexity problems in the SCADE design verifier, but

manage to verify medium-sized industrial systems by applying various

abstraction and model simplification techniques. Basold et al. [15] have

also looked out for alternative verification methods for SCADE programs,

but their method has not yet matched the verification capabilities of the

design verifier included in SCADE. Wakankar et al. [204] describe the use

of SCADE to verify a steam generator pressure control system used in a

nuclear power plant.
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This chapter reviews the related work with respect to nuclear domain sys-

tem verification, and the techniques developed in Publication I, Publica-

tion II, Publication III, Publication IV, and Publication V. Section 4.1

presents work related to the application of formal methods for verify-

ing nuclear domain systems. Section 4.2 covers model checking of pro-

grammable logic controllers. Section 4.3 discusses abstraction techniques

and compositional verification techniques. Section 4.4 reviews iterative

abstraction refinement approaches. Section 4.5 discusses the use of model

checking for fault-tolerance analysis, and Section 4.6 discusses the use of

model checking for automatic test generation. Finally, Section 4.7 briefly

reviews model checking of full-scale and real-world systems using NuSMV.

4.1 Application of formal methods in the verification of nuclear
power plant I&C systems

This section reviews different approaches used for applying model check-

ing and formal methods in general to the verification of nuclear power

plant I&C systems.

4.1.1 Use of formal methods in the Darlington nuclear power
plant in Canada

The paper by Wassyng and Lawford [208] describes one of the earliest ap-

plications of formal methods in a nuclear context. In their approach, a tab-

ular notation is used to describe both requirements and the design, and

the correctness of the design is verified using a theorem prover. The ap-

proach was successfully applied in the design process of reactor shutdown

system software used in the Darlington nuclear power plant in Canada.
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4.1.2 Use of model checking in the Paks nuclear power plant in
Hungary

Nemeth and Bartha [158, 159] have applied formal methods to the veri-

fication of a primary-to-secondary leaking (PRISE) safety procedure used

in the Hungarian Paks nuclear power plant. The application software

of the system is designed using FBDs, and implemented on the basis of

TELEPERM XS system platform. Nemeth and Bartha modelled the FBDs

using a Colored Petri Net (CPN) formalism, and proved that the PRISE

procedure is initiated whenever a real accident occurs, and that the pro-

cedure is not activated when no real accidents have occurred. These prop-

erties were proved using state space analysis together with explicit state

model checking. Additionally, primary circuit dynamics were also mod-

elled using CPN, and the composition of this model and the PRISE proce-

dure was analysed by simulation.

4.1.3 Formal verification of Korean nuclear power plant
automation systems

Formal methods and model checking have been extensively used by re-

searchers in the context of Korean nuclear power plant automation sys-

tems. In [123], a computer aided tool-set is described that supports the

development of PLC-based systems. The development life-cycle is based

on formal requirement specifications, system design using FBDs, and an

automatic translation to C programs. A formal language based on both

tabular notations and automata is used for requirement specification, and

for synthesising FBD programs automatically, see [213].

Model checking and theorem proving are used to verify the correctness

of the FBD programs, see [211, 214]. The model-checking approach is

based on first translating the FBD programs to Verilog, which is one of

the most common Hardware Description Languages (HDLs) used in the

design of integrated circuits (IC). Verilog programs are then automatically

translated into the input language of the Cadence SMV model checker. In

their approach, the temporal specifications used for model checking are

manually developed in cooperation with domain experts, and specified in

LTL. The model-checking approach is demonstrated in [211, 214] using a

nuclear power plant shutdown system as a case study. In the case study,

several errors were found that were not noticed during manual inspec-

tions.
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Verification activities based on equivalence checking are also used. In

[211, 214] the VIS verification system is used to verify the behavioural

equivalence between an FBD program and a modified version of the same

FBD program. In [138], the translation from FBD to an ANSI-C program

is verified using the model checker HW-CBMC [62].

4.1.4 Model checking in the Finnish nuclear domain

Model checking has been studied in the context of Finnish nuclear power

plant automation since 2007. The method has been used in several re-

search case studies, including an emergency cooling system of a nuclear

reactor [199], an industrial arc protection system [199, 128, 124], a change-

over switching unit for a busbar [33], an emergency diesel generator con-

trol system [131], a stepwise shutdown system [30], and an embedded

control software of an uninterruptible power supply (UPS) [89]. Also, two

fictive yet realistic case studies have been used: the fictive two-redundant

system presented in Publication III, and the fictive nuclear power plant

model used in Publication IV.

Model checking has also been used in the Finnish nuclear industry as

an independent verification approach. The power company Fortum has

utilised model checking in the verification application I&C software [167].

In the Olkiluoto 3 project VTT Technical Research Centre of Finland Ltd

performed a model-checking analysis of two safety-critical systems: the

Protection System (PS) and the Priority Actuation and Control System

(PACS). Due to non-disclosure agreements, further information on the lat-

ter assignment is not available.

4.1.5 Other use of formal tools

In the nuclear industry, formal verification approaches have focused a lot

on the correctness of automatic code generators, and on analysing gener-

ated code using static code analysis tools. ISTec GmbH1 has developed

a reverse engineering tool called RETRANS [86][152] that can be used

to check the functional equivalence between generated source code and a

FBD specification. The tool has been used in the verification TELEPERM

XS systems used in nuclear plants in Bohunice (Slovakia), Paks (Hun-

gary), and Beznau (Switzerland). [86]

1Institut für Sicherheitstechnologie (Istec GmbH). http://www.istec-gmbh.
com/
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Static code analysis tools such as PolySpace [75], Frama-C [71], and

Astrée [70] have been used by Electricité de France (EDF) 2 to assess soft-

ware used in nuclear power plants [162]. The techniques are currently

being used to analyse the protection system of the EPR Flamanville nu-

clear power plant. The tools analyse the generated C code, and are used

to prove program properties formally, and to detect run-time errors in the

code.

The MALPAS [209] toolkit used for the static analysis of generated C

code has also been used for analysing nuclear power plant software sys-

tems. The tool was used for assessing the Temelín nuclear power plant

reactor protection systems in Czech Republic [215], and in the analysis of

Sizewell B nuclear power plant primary protection system in the United

Kingdom [207].

4.2 Model checking of programmable logic controllers (PLCs)

Model checking of PLC software has been addressed by several authors.

Many of the approaches are based on the standard programming lan-

guages of IEC 61131-3. This section focuses on model-checking work

done in the context of FBD programs. For approaches based on other

IEC 61131-3 formalisms, see, e.g., [144], [210], [48], [184], and [41] for ap-

proaches based on Instruction List programs; [95] for an approach based

on Structured Text; [139], and [108] for Sequential Function Chart ap-

proaches; and [177] for an approach based on Ladder Diagrams. For a

more extensive survey on the application of model checking to the verifi-

cation of PLC software, see, e.g., [163].

Several techniques have been developed for model checking FBD pro-

grams. Yoo et al. [211], [212], [117] define formal semantics for FBDs and

develope translation rules from FBD to Verilog programs that are then au-

tomatically translated into the input language of the Cadence SMV model

checker. This work is part of the Korean nuclear domain verification re-

search discussed in Section 4.1.3.

Pavlovic and Ehrich [168] describe a process of verifying FBD programs

using the NuSMV model checker. Their approach consists of three consec-

utive transformations, in which the graphical FBD program is first trans-

lated into textual format, then simplified by removing redundant circuit

variables, and finally translated into the NuSMV modelling language. In

2Electricité de France (EDF). http://www.edf.fr/
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this work the scan cycle of the PLC is implicitly modelled by using a pro-

gram counter in the model to track the program execution.

Translations from FBD programs to timed automata exist as well. Silva

and Barbosa [72] translate both the FBD program and the system speci-

fications into timed automata. They then use a conformance testing tool

called UPPAAL-TRON for verifying that the system implementation is ac-

cording to its specification. Soliman et al. [190, 191, 192] have constructed

timed automata models for a set of formally specified function blocks

specifically designed to be used in safety applications, namely PLCopen

safety function blocks. They have also created a prototype model trans-

former in Java. Enoiu et al. [83, 82] have created timed automata models

based on FBD programs as well. This work is related to test generation

and is also discussed in Section 4.6.

Finally, Nemeth and Bartha [158, 159] describe verification of FBD pro-

grams in the context of nuclear power plants using Colored Petri Nets

(CPN). This work was also mentioned in Section 4.1.2.

The work described in this dissertation abstracts away from the PLC

scan cycle, and program counters as in [168] are not used. The biggest

difference to previous work is the systematic use of a modular hierarchy

enabling larger systems to be easily modelled. In addition, the models in

this work are built manually based on early design phase documentation

of the system.

4.3 Abstraction and compositional verification

Abstraction is a technique for reducing the state explosion problem. Intu-

itively, a simplification of a model is called an abstraction, whereas adding

more detail to the model is called a refinement. Abstractions can be

thought as binary relations between two system models, in which states

of the more concrete system are mapped to the states of the abstract sys-

tem. If the abstract system allows for more behaviour than the concrete

system, it is called an over-approximation. The state spaces related to

over-approximations tend to be large but can be less complex to analyse

by symbolic methods. An over-approximation can lead to spurious coun-

terexamples because of unrealistic behaviour may be induced in the model

by the abstraction. Under-approximations, on the other hand, reduce the

state space by restricting the behaviour of the model, and can thus lead

to false positives.
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In this work an over-approximating abstraction technique called com-

positional minimisation [68] has been primarily utilised to simplify the

verification task. The general idea of compositional minimization is that

the system is divided into interconnected modules, and a subset of mod-

ules is replaced with abstract modules. These abstract modules, or in-

terface modules have no intrinsic functionality, and the variables at the

interfaces of the modules are completely non-deterministic, making the

verification of the abstract system significantly more efficient.

Many other verification approaches based on the compositionality of the

system have been developed. The general idea in these compositional

verification approaches is that it is often possible to break down a large

verification problem into simpler locally verifiable properties, the conjunc-

tion of which implies the result of the original problem. Typically, these

approaches also assume that the system is composed of interconnected

modules.

In assume-guarantee reasoning [181] [171], an assumption is made of

the environment of a module, and verified separately. It is then checked

whether a particular module fulfils a system property under this assump-

tion. If the property is true in the individual module, it is also true in

the whole system. Assume-guarantee reasoning generally requires a lot

of human effort, as it is not trivial to come up with assumptions advanc-

ing the verification. In [69], a learning algorithm is described that creates

assumptions of the environment model automatically, and improves these

assumptions based on the results of model checking.

Circular reasoning [149] is another compositional verification approach,

in which the correctness of each individual module is verified assuming

that the environment of that module also behaves correctly. The circular-

ity of the reasoning is then resolved using induction over time.

In some model-checking approaches a parallel composition of the com-

ponents of the model is calculated in order to create a single global model

that depicts the behaviour of the system as a whole. Some special-purpose

model-checking algorithms exploit the compositionality of the model in-

stead. For example, partitioned transition relations [45] and lazy paral-

lel compositions [20] examine the transition relations of different compo-

nents in the model separately, which can reduce the state space needed

for verification.
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4.4 Iterative abstraction refinement

The iterative abstraction refinement technique of Publication III is based

on the generic verification strategy consisting of the classical four steps:

(1) generating an initial abstraction; (2) model checking the property on

the abstraction; (3) checking possible counterexamples on the concrete

model; and (4) refining the abstraction when needed. This type of itera-

tive abstraction refinement was first introduced by Kurshan et al. [127].

Their technique titled the localisation reduction uses non-deterministic

abstractions on the variable level and relies heavily on the dependency

graph of the variables in the model.

Many other variations to the generic iterative refinement loop have been

suggested. Balarin and Sangiovanni-Vincentelli [10] describe a way to au-

tomate the iterative abstraction refinement process using a tool based on

language containment. Das and Dill [73] have applied predicate abstrac-

tion in their version of counterexample guided refinement. In [66, 67],

a SAT solver is used to validate abstract counterexamples, and a combi-

nation of sampling with Integer Linear Programming (ILP) and machine

learning is used in the refinement step.

The Counter-Example Guided Abstraction Refinement (CEGAR) tech-

nique by Clarke et al. [61] uses a more general existential abstraction

technique based on predicate abstraction that divides the variables into

abstract variable clusters. In this approach the validity of the counterex-

amples is checked using symbolic BDD-based simulation. Refinements

are created by inspecting the counterexample in order to locate variables

that can be used for partitioning a variable cluster and making the coun-

terexample infeasible.

The technique developed in this dissertation has been inspired by the

original CEGAR technique but instead of using predicate abstraction and

computing abstract transition relations using predicates, a light-weight

approach based on module-level abstractions is used.

In the proof-based abstraction approach [151, 2] the counterexample it-

self is not used for checking the feasibility of the counterexample or in the

refinement step. Instead, a SAT-solver is used to prove that counterexam-

ples up to a certain bound k are not possible, and BDD-based techniques

are used to prove the refined model. The idea is similar to the one used

in this dissertation except that the feasibility checks are performed using

k-induction.
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There are also iterative techniques that focus on the compositionality of

the system. In [219], an iterative refinement technique based on the mod-

ularity of the system has been developed in the context of asynchronic

circuits. Refinements in the technique are based on parallel composi-

tion. Each component is refined iteratively by checking synchronizations

among components with shared interfaces.

Compositionality and dependency analysis have also been used in the

context of state/event models. State/event models consist of concurrent

finite-state machines that have pairs of input events and output actions

that are associated with the transitions of the machines. In [141], a

compositional verification technique is presented for state/event models,

in which only a few component-machines are initially considered, and if

necessary, more component-machines are gradually included based on a

dependency analysis of the structure of the system and traversal of the

dependency graph. In [18] this technique is used for the verification

of state/event models with a deep hierarchical structure. In this work

the hierarchical structure is also exploited by reusing earlier reachability

checks of superstates of the model to conclude the reachability of their

substates.

The iterative abstraction refinement technique developed in this dis-

sertation utilises multiple verification engines in parallel, similar to the

generic portfolio-based approach, see, e.g., [193]. To make the parallel ap-

proach more diverse, a model translation toolchain is employed, in which

the NuSMV models are translated into low level AIGER format models

on-the-fly, enabling the utilisation of other competitive model checking

tools such as the ABC/ZZ model checker used in the current implemen-

tation of the algorithm. The author of this dissertation is not aware of

similar iterative abstraction refinement approaches in which the model-

checking engines are run in parallel. Multiple different algorithms have

previously been applied consecutively and in different phases of the ab-

straction refinement loop. For example, Glusman et al. [94] have used two

different model checkers: a SAT-based technique to check and concretise

spurious counterexamples, and a BDD-based model checker to verify the

abstractions. Wang et al. [205] employ BDD-based model checking as well

as a BDD-ATPG (automatic test pattern generation) hybrid algorithm for

verification.
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4.5 Fault-tolerance analysis using model checking

There are several previous approaches in which model checking is used to

analyse system faults and fault-tolerance.

FSAP/NuSMV-SA [38] is a safety analysis platform in which a system

model can be augmented with failure modes, and the fault-tolerance of the

system can be analysed by injecting faults into the model and using model

checking for verification. The platform also supports reliability analysis,

and can, e.g., generate fault trees of the system automatically.

The SCADE system discussed in Section 3.2.1 has also been used in

the context of analysing system failures using model checking. Joshi and

Heimdahl [121] have analysed Simulink models using the SCADE design

verifier. A verification approach based on fault injection is used, and the

technique is applied to a simple wheel brake system case study. In [97], a

formal safety analysis method called Deductive Cause-Consequence Anal-

ysis (DCCA) is integrated in the SCADE framework, allowing safety anal-

ysis to be performed using the SCADE design verifier.

Bieber et al. [23] use a combination of fault tree analysis and model

checking for safety analysis of complex systems. In this work, the Al-

tarica language [6] is used to model an AIRBUS A320 hydraulic system.

The model is separately analysed using fault tree analysis techniques and

model checking, and results from both approaches are used together to as-

sess the fulfilment of safety requirements of the system. For other work

combining model checking with fault tree analysis, see [122, 52, 161].

In [185], Schneider et al. show how model checking can be used to vali-

date the fault-tolerance of a dual-redundant system for a spacecraft con-

troller. The approach uses a fault injection scheme and the model checker

Spin.

In [187, 188], an approach called Hierarchically Performed Hazard Ori-

gin and Propagation Studies (HiP-HOPS) is combined with model check-

ing. HiP-HOPS is used to obtain information on component failures based

on fault trees and failure modes and effects analysis (FMEA), and model

checking is used to verify safety properties based on this information.

Finally, process algebra based approaches for formalising fault-tolerant

systems have also been developed, see, e.g., [21] and [42].

The hardware failure modelling methodology described in this disserta-

tion, in contrast to previous work, is about modelling large modular sys-

tems in which various different hardware faults can be postulated. The
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methodology is built on top of the NuSMV modelling language, and is

closely related to probabilistic risk assessment (PRA).

4.6 Automatic test generation using model checking

The classic way of using a model checker to generate test cases was first

introduced by Callahan et al. [46] and Engels et al. [81]. In both ap-

proaches the negation of a specification is model checked in order to create

a counterexample that represents a test case fulfilling the original spec-

ification. Since then, numerous variants of this generic test generation

principle have been developed, see [88] for an extensive survey.

A few research groups have addressed automatic structure-based test

generation in the context of function block diagrams. Enoiu et al. [83]

have defined their own coverage criteria for function block diagrams, and

utilise the model checker UPPAAL for test generation.

Jee et al. [119] have also developed an automatic test generation tech-

nique for FBD programs based on coverage metrics [120, 118] they had

previously developed. The main difference of the technique when com-

pared against the technique developed as part of this dissertation is that

a Satisfiability Modulo Theories (SMT) solver is used to derive the con-

crete test cases instead of a model checker.

Automatic test generation has also been used in the SCADE framework.

In [76], the tools GATEL and TCG (Test Case Generator) are used for

generating test cases based on structure-based coverage metrics.

In Publication V, simple greedy heuristics are used for generating an

efficient test set. Several other papers have addressed the efficiency of

tests and the test generation process as well. Ammann et al. [3] reduce

the size of the test set by removing duplicate test cases and detecting

tests which are already a prefix to another test. Gargantini et al. [92] also

detect generated tests that are prefixes to other tests, and use the SMV

model checker to get the shortest possible test cases.

Hamon et al. [98] have developed a technique called iterated extension in

which a model-checking tool is modified to search for extensions to previ-

ously found counterexamples. This approach reduces the time to generate

very long test cases.

There are also techniques for generating efficient test sets that are not

related to model checking. For example, automatic test pattern genera-

tors (ATPGs) use test compaction to reduce the overall size of the tests.
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Test compaction can be applied to both combinatorial and sequential cir-

cuits. In combinatorial circuits, two test cases can be run simultaneously

when the test vectors use non-conflicting logic values on the inputs. In

sequential circuits the test sequences cannot be arbitrarily combined. In-

stead, the compatibility of the test sequences must be first analysed. See,

e.g., Niermann et al. [160] for a description of different algorithms used

for compacting a set of tests generated by a sequential circuit ATPG.

In an approach developed by Gargantini and Fraser [91], efficient test

sets are generated in the context of Boolean form expressions. Their ap-

proach is based on hypothesising faults and applying a set of fault classes

on the Boolean expressions. Test predicates are optimised using either a

SAT solver or an SMT solver. In one of their optimisation strategies, test

cases are designed so that several independent faults can be detected at

once. Their work has similarities to what was done in Publication V, as

the bounded model checking algorithm used for test generation also relies

on satisfiability solvers. In addition, the test collection strategy for opti-

mising the test generation process resembles the heuristics implemented

in Publication V.

Automatic test generation approaches related to model checking exist

for software code as well. For example, a combination of concrete and

symbolic execution of Java programs is used in [93] for test generation in

order to exercise a large number of paths in a program. This work is in the

context of developing an automated testing environment for a software

component providing separation assurance between multiple airplanes.

Fraser and Arcuri [87] have developed a genetic algorithm for test set

generation in the context of software code. The algorithm tries to cover

all coverage goals simultaneously while keeping the size of the test set as

small as possible.

Test set efficiency is also discussed by Campos et al. [47]. They have

tried to improve fault localization in software by generating a test set

based on its fault detection capability. This is another aspect of test ef-

ficiency that can be very useful for debugging. The technique described

in Publication V does not strive for improving fault localisation since it

is more straight-forward to try to localise errors using traditional model

checking based verification.

63



Related work

4.7 Applying NuSMV model checking to full-scale and real-world
systems

This dissertation focuses heavily on the use of the NuSMV [51] model

checker, (see [150] for an extensive tutorial). NuSMV has been applied to

a variety of real-world problems.

In [142], NuSMV is used in the context of artificial intelligence (AI) to

verify that multi-agent systems comply with their specifications. In par-

ticular, the paper focuses on the verification of temporal epistemic prop-

erties of the system.

In [96], a real-world hybrid system modelled as a Fluid Petri Net (FPN)

is analysed, and the FPN model is automatically converted into a discrete

model, whose specifications are defined using Computational Tree Logic

(CTL) and verified using NuSMV.

Choi and Heimdahl [56] have verified safety-critical systems in the do-

main of aircraft control systems. They have verified a Flight Guidance

System (FGS), a Flight management system (FMS), and a fictitious Alti-

tude Switch System (ASW) using an abstraction technique they call do-

main reduction abstraction. In domain reduction abstraction the input

domain (environment) of the system is simplified by a division of input

variable values into equivalence classes. A representative set of data val-

ues for each equivalence class is selected using a linear/integer program-

ming tool.

Miller [154] describes five succesful examples of using formal methods

in the development of high-integrity systems. Three of the cases utilise

NuSMV: the verification of Flight Control System (FCS 5000), the verifi-

cation of the Adaptive Display and Guidance System (ADGS-2100), and

verification of the Operational Flight Program (OFP). All three systems

were initially modelled using Simulink, and a translation from Simulink

models to NuSMV is utilised. In all three cases, several previously un-

known errors were discovered (26 errors in the Flight Control System,

98 errors in the Adaptive Display and Guidance System, and 12 in the

Operational Flight Program).

Miller et al. have also studied the early validation of system require-

ments [155]. In this work, a formal model of a Flight Guidance Sys-

tem was created based on the system’s requirements. Functional and

safety requirements of the system were then captured as natural lan-

guage “shall” statements and manually translated into formal properties
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over the model. The shall statements were then validated against the

formal model using NuSMV.

In [49], the Computer Based Interlocking System (CBI) used for ensur-

ing safe train movements at a railway station is verified using NuSMV. A

search algorithm is first used to generate interlocking tables based on the

system description, originally given in a domain specific language. The in-

terlocking tables are then translated into a NuSMV model, and verified.

Several approaches related to safety analysis have also been used. In

[195], a particular function of a flight management system is analysed

by first performing a hazard analysis of the system, and then identifying

general categories of errors by conducting a Fault Tree Analysis and a

Failure Mode Effects Analysis. A list of safety requirements is then devel-

oped based on these error categories, and verified using model checking.

In [146], an extension of the NuSMV tool called nuXmv is used to for-

mally compare different designs of an automated air traffic control sys-

tem. As part of this work, the models of the alternative system designs

are also extended with faults, and the resulting fault trees are analysed

and compared with each other.

Bozzano et al. [37] perform a complete formal analysis of the AIR6110

wheel brake system including contract-based design, model checking and

safety analysis. The different architecture-level designs of the system are

recreated in a formal manner, the behaviours of the different design level

models are automatically analysed and compared, and the functional cor-

rectness of the system is verified. Several formal techniques are used,

including model checking using the nuXmv tool. In addition, fault trees

and probabilistic reliability measures are automatically produced as part

of the safety analysis.
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5. Methodology for modelling FBD
programs

This chapter summarises the main results of Publication I, and presents

modelling methodology for FBD programs. The methodology focuses on

using the modelling language of the NuSMV model checker, and it is the

basis for the models and case studies discussed in Publication II, Publica-

tion III, Publication IV, and Publication V.

The methodology presented here is the result of collaboration between

many researchers. The contribution of Publication I is in the abstractions

used for scan cycle discretisation and environment modelling. The util-

isation of a function block library, and the practical modular modelling

conventions described in Section 5.6 (see also [165]) are based on earlier

research work at VTT, and the author of this dissertation has no contri-

bution on these aspects of the methodology.

Section 5.1 first discusses the scope of modelling. Sections 5.2, 5.3, 5.4,

and 5.5 cover methodological issues related to time discretisation and the

environment model. Section 5.6 presents a modular technique for mod-

elling FBD programs in the modelling language of NuSMV. Section 5.7

briefly covers issues related to requirement formalisation. Section 5.8

discusses examples of errors found using model checking. Finally, Sec-

tion 5.9 discusses the limitations and threats to validity of the modelling

approach.

5.1 Scope of modelling

As was mentioned in Section 3.2, the application software of safety au-

tomation systems is commonly designed using vendor-specific derivatives

of the FBD language, and the FBD programs are typically used as a basis

for code generation. As far as this dissertation is concerned, it is assumed

that the software performing the code generation is trusted, and is not
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expected to have errors. The model-checking approach of this dissertation

focuses solely on the FBD programs. Source code is thus not used as an

input for modelling, even though analysing the source code could lead to

more accurate results. This is mainly due to: (1) contractual difficulties

in obtaining and using source code in a research case study; (2) function

block diagrams, unlike source code, are available in early design phases

where it is still possible to make changes with moderate cost and effort;

and (3) superior analysability of the function block diagram formalism

when compared to the source code.

Furthermore, the models described in this dissertation focus solely on

the logical function of a system, and the hardware and system level as-

pects are left out. Only application software is in the scope of verification,

and all operating system software, platform software, or any data trans-

mission issues are excluded. It is also assumed that the function blocks

operate as specified, and that the controller running the application soft-

ware is running correctly, and there are, e.g., no race conditions possible.

In Chapter 7 the scope of modelling is extended to cover also other system

aspects such as hardware failures.

5.2 Environment model

The essential idea in environment modelling is to allow the environment

to behave freely so that no behaviour is excluded due to wrong modelling

choices. Thus, all variables of the environment are free variables that

get their values non-deterministically at every point in time. This sort of

over-approximation retains the truth value of universal properties such as

LTL properties [65, Chapter 13]. This is because the over-approximated

system has more behaviours than the real system, and the approximated

system includes all the realistic behaviours as well. If some unsafe be-

haviour cannot be found in the over-approximated system, then the be-

haviour cannot be found in the concrete system either. On the other hand,

in over-approximated systems false negatives (i.e., counterexamples that

are due to the environment acting up in a way that is not realistic) are

possible in the system verification. This means that the efforts required

for analysing counterexamples and specifying the examined specifications

are somewhat increased. Typically the false negatives can be ruled out by

carefully stated specifications. Another thing to consider when making

over-approximating abstractions is to make sure that the performed ab-
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straction actually is an over-approximation.

5.3 Cyclic operation of the PLC

An FBD program is executed by repeatedly running a scan cycle. During

a scan cycle the PLC reads the inputs of the FBDs, executes the logic

elements (function blocks) within the FBDs, and updates the outputs. In

safety-critical systems it is typical that the scan cycle is of constant length,

and dynamic features associated with varying scan cycle lengths are not

recommended.

The execution of the logic elements in an FBD means that all the in-

dividual function blocks read their inputs and update the outputs. The

execution order of the function blocks may be explicitly ordered. However,

an explicit execution order is not required by the IEC 61131-3 standard,

and instead the order can be implicitly determined by following a set of

rules given in the standard. The standard requires, for example, that

a function block may not be evaluated before all of its inputs have been

evaluated within a scan cycle.

5.4 Modelling of time and analogue variables

The model checker NuSMV operates in discrete time steps. Due to this,

the modeller needs to decide what a single time step in the model cor-

responds to. This decision can have significant consequences on the be-

haviour of the system model, see the discussion in Section 5.9.

In the literature, three different approaches are typically used for mod-

elling the scan cycle: explicit modelling, implicit modelling, and abstrac-

tion from the scan cycle. The explicit modelling focuses on the real time

aspects of calculations performed during a scan cycle. The implicit mod-

elling approch focuses on the individual instructions performed by the

PLC during a scan cycle but the duration of the scan cycle is not of in-

terest. Finally, models that abstract from scan cycles assume that the

program execution is instantaneous. This approach is most useful when

the environment of the model is much slower than the scan cycle length.

[143]

The models used in this dissertation abstract away from the scan cycle.

A single discrete time step of the model corresponds to executing the en-
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tire scan cycle. It is assumed that the scan cycle length is constant, which

is the case in typical nuclear domain software systems.

It is also assumed that communication between individual FBD pro-

grams is synchronous and instantaneous. In the final implementation of

a system two FBD programs that communicate with each other via their

inputs and outputs can be physically implemented on separate comput-

ers. In these cases certain data transmission protocols and delays may

be involved in their communication. Typically it is the task of platform

software to handle data transmission issues in such a way that they are

invisible to application software. From the point of view of application

software the assumptions are therefore reasonable and correspond to re-

ality assuming the automation platform operates within specified timing

requirements. These issues are left out of consideration and instead it

is assumed that communication between all FBDs is fault-free, seamless,

and that no transmission related delays occur.

Another modelling choice is to decide the length of the time step used

in the model. Ideally, the time step should correspond to the scan cycle

length used in the actual system. If a longer time step is used in the

model, it is possible that certain behaviours of the system are missed.

The issue is discussed further in Section 5.9.

Because of the discrete nature of the NuSMV tool, function blocks in-

volving delays are modelled using counter variables of integer type. Ana-

logue variables of the system need to be discretised as well. An often used

modelling technique is a division into equivalence classes. When control

logic is analysed that does not involve complex arithmetics and operates

on a constant scan cycle length, the discretisation of counters and ana-

logue variables can typically be applied in a way does not lose any control

functionality of the original system, and can therefore be justified.

5.5 Justification of time discretisation

In the models used in this dissertation, the real time aspects of the sys-

tem are handled by using discrete time models and counter variables.

The control systems that are implemented based on the FBD programs

use a discretised constant length scan cycle, and this justifies the use of

time discretisation in this dissertation. On the more theoretical level, the

problem of timer discretisation and its justification has been studied in

several papers, see, e.g., [105] and [7]. Henzinger et al. [105] discuss veri-
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fication methods that assume that time is observed at integer time points

only, and the use of such methods to verify real time systems. First off, it

is noted that restricting oneself to discrete trace models that formalise the

behaviour of a system as an infinite sequence of snapshots of the global

state at different times is adequate for modelling discrete processes, which

change state only finitely often between two time points. The paper also

shows that for real time systems that can be modelled as timed transi-

tion systems, and the class of properties including time-bounded invari-

ance and time-bounded response, the verification problem can be reduced

(digitised) to an integral-time problem. In addition, it is shown that even

systems that cannot be digitised can benefit from integral-time verifica-

tion, when conservative approximations on the time bounds are used. The

implication with regard to this work is that since programmable logic con-

trollers are discrete processes that operate finitely often between two time

points, it suffices to use discrete trace modelling for them. Thus, the inte-

ger model of time used in the models of this dissertation can be justified.

Another more informal justification for time discretisation is that the

analyses performed in this dissertation focus solely on extrinsic proper-

ties of the system. Namely, only properties that refer to the values of the

inputs and outputs of the PLC are examined. For these extrinsic prop-

erties the intermediary values of variables calculated during a PLC cycle

are not meaningful, and the only meaningful time point is at the end of

the PLC cycle when the outputs are updated. It is also quite simple to dis-

cretise PLC behaviour as it by nature operates periodically. The models in

this work assume that the intervals between consecutive PLC cycles are

constant, which is the case in typical safety-critical systems.

Another issue related to time discretisation is the use of a coarser dis-

cretisation than the one used in the actual system (using a time step that

is longer than the scan cycle length of the system). A coarser time dis-

cretisation was used for example in Publication III in the modelling of the

emergency diesel generator control system. In Publication III the model

was used in the evaluation of the developed iterative abstraction refine-

ment technique, and the coarsening was necessary because a model with

a coarser time discretisation was more serviceable for analysing a large

set of benchmark properties in reasonable time. In Publication II, how-

ever, a discretisation of time corresponding to the actual system scan cycle

length was used for verifying the same emergency diesel generator control

system.
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Utilising a coarser discretisation of time is not a sound method because

it might ignore some important system behaviour (see Section 5.9). In-

stead, an approach based on using over-approximating delay function

blocks with non-deterministic choice [64] could be a potential way to ab-

stract the scan cycle length in a sound way. Such an abstraction approach

could also be used together with the modelling approach presented in this

dissertation. Similar over-approximations of delays have been used in re-

search case studies closely related to this dissertation, see, e.g., [200] and

[90]. The reason for not using an over-approximating approach in the first

place is that a typical nuclear domain safety system can involve several

time delays, and the lengths of the delays can vary from fractions of sec-

onds to several minutes. Over-approximating the lengths of time delays

can easily lead to a great number of spurious counterexamples, rendering

the interpretation of verification results overly complicated. The devel-

opment of a systematic over-approximation approach for FBD programs

that handles this issue, however, is left for future work.

5.6 Modelling FBD programs

The employed modelling approach [165] exploits modularity as much as

possible. Each function block type is modelled as a reusable module, and

the correctness of the function blocks is verified separately. The function

block modules constitute a function block library that can be imported into

the models. When an FBD program is modelled, the elementary function

blocks are instantiated using the library, and connected together. The

model code corresponding to some often used function blocks can be found

in Appendix A, along with short explanations on the functionalities of the

blocks.

An example FBD shown in Figure 5.1 has three inputs: START_ALLOWED,

START_BUTTON_PUSHED, and RESET_START_SEQUENCE. The single out-

put START is calculated using three function blocks: an AND gate, a set

dominant flip-flop memory, and a TON (Timer ON) timer. In the exam-

ple system, whenever starting is allowed and the start button is pressed,

the START output should be set and memorised. Also, a reset command

should eventually reset the START output whenever the start button is

not pushed or the start is not allowed. The function blocks types used in

the example system are also listed in the Appendix.

A model is typically divided into several modules according to the dif-
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Figure 5.1. An example FBD

ferent functions on the top-level. The modularity on the top level allows

redundant structures to be modelled more efficiently.

In the example case, the FBD may be encapsulated into a single reusable

module. The idea is illustrated in Figure 5.2 where two redundant in-

stances of the example FBD of Figure 5.1 are created. Both instances

are treated as their own modules. The modules receive the same inputs,

and their outputs are collected in an OR function block VOTE_1oo2_1.

The voting function block sets the START output of the system whenever

at least one of the signals received from the EXAMPLE_FBD modules is

true. This encapsulation of certain parts of the model into reusable com-

posite function blocks allows deep hierarchies to be implemented in the

model. The techniques introduced in Chapter 6, however, operate on a

non-nested hierarchy structure, in which the modules instantiated at the

top level only create instances of the elementary function blocks and do

not create instances of other modules.

Encapsulating the example FBD of Figure 5.1 as a composite module re-

sults in the model code shown in Listing 5.1. The inputs of the system are

parameters of the module, and the output of the system START is in the

DEFINE section of the module. The function block instances are created

in the VAR section of the module. The inputs of the flip-flop function block

instance FLIPFLOP1 are connected to the outputs of the AND1 instance

and the TON1 function block instance. In this example, it is assumed that

the scan cycle length related to the design is 100 ms. Subsequently, the

3 s delay associated with the TON timer translates into 30 scan cycles,
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Figure 5.2. Two redundant instances of an encapsulated FBD are instantiated in the
main module.

which is given as parameter to the TON block.

1 MODULE EXAMPLE_FBD(START_ALLOWED, START_BUTTON_PUSHED,

2 RESET_START_SEQUENCE)

3 VAR

4 AND1 : AND(START_ALLOWED, START_BUTTON_PUSHED);

5 TON1 : TON(RESET_START_SEQUENCE, 30);

6 FLIPFLOP1 : SR(AND1.OUT, TON1.Q);

7 DEFINE

8 START := FLIPFLOP1.Q1;

9 ASSIGN

Listing 5.1. NuSMV code for the encapsulated example FBD

1 MODULE main

2 VAR

3 START_ALLOWED : boolean;

4 START_BUTTON_PUSHED : boolean;

5 RESET_START_SEQUENCE : boolean;

6

7 EXAMPLE_FBD1 : EXAMPLE_FBD (START_ALLOWED, START_BUTTON_PUSHED,

8 RESET_START_SEQUENCE);

9 EXAMPLE_FBD2 : EXAMPLE_FBD (START_ALLOWED, START_BUTTON_PUSHED,

10 RESET_START_SEQUENCE);

11 VOTE_1oo2_1 : OR (EXAMPLE_FBD1.START, EXAMPLE_FBD2.START);

12 DEFINE

13 START := VOTE_1oo2_1.OUT;

Listing 5.2. NuSMV code for the main module
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If the FBD program depicted in Figure 5.2 is modelled, two instances of

this module need to be created in the main module. The corresponding

model code is in Listing 5.2. In addition to the two composite modules, an

instance of the OR function block is also created. The inputs of the en-

vironment of the system are defined as free variables in the VAR section

of the main module, and the output of the model is defined as a DEFINE

macro in the main module.

5.7 Requirement formalisation

Requirement formalisation goes hand in hand with modelling since the

requirements are based on the selected level of abstraction, and the inter-

face between the model and the environment. The main issues regarding

requirement formalisation are related to minimising the effort needed for

formalisation, verifying the correctness of formal specifications, and im-

proving the understandability of formal notations. In this dissertation,

requirement formalisation is not thoroughly addressed even though it is

an important aspect of model checking. These problems have been studied

widely by other researchers as discussed further below.

Several papers describe the use of a tabular notation in which the re-

quirements are formally expressed as a set of relationships between mon-

itored system variable values and required control actions. Lawford et

al. [137] have utilised a tabular method to the specification and verifica-

tion of systems used in the Darlington nuclear power plant.

Heitmeyer et al. [104] have used formal consistency checking to detect

errors in requirement specifications expressed in the SCR (Software Cost

Reduction) tabular notation. Furthermore, the application of the SCR

tabular method to three NASA systems, and lessons learned are discussed

in [103].

Cimatti et al. [58, 59, 54] have developed a methodology and a series of

techniques for the formalisation and validation of requirements for safety-

critical applications. The methodology consists of three phases: informal

analysis, formalisation, and formal validation. They use techniques based

on model checking for checking consistency, checking whether an expected

property is implied by the formalised requirement fragments, and check-

ing the compatibility of scenarios given the constraints imposed by for-

malised requirements. The techniques were applied within an industrial
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project in the railway domain.

Several different approaches have also been developed for specification

debugging. A model-checking tool only states that a specification is true

on a model but it cannot determine whether the examined specification

is meaningful for the model. Vacuity checking approaches (see, e.g., [17])

utilise witness traces of specifications to demonstrate that the specifica-

tions are not trivially valid. For instance, propositional logic formulas that

contain implications are trivially valid when the pre-condition of the im-

plication is not satisfiable. In [179], another sanity checking approach

is introduced in which an LTL specification and its negation are both

checked for satisfiability in order to detect specifications that are true in

all models. In [180], a multi-encoding implementation of this approach is

developed that can be used as a front-end to NuSMV.

Finally, restricted vocabularies and approaches based on the use of re-

quirement templates have also been used to support property formalisa-

tion. For instance, see [194] for work closely related to this dissertation.

In this paper, Tommila and Pakonen have utilised Controlled Natural

Language (CNL) and identified temporal logic templates for requirement

constructs commonly used in the context of safety critical I&C systems.

5.8 Typical errors found using model checking

Experience in utilising model checking for the verification of industrial

safety systems has shown that the errors found using model checking are

typically caused by not taking into account: (1) mistimed manual actions;

(2) sensor, communication or hardware failures; (3) events occurring in

an unexpected order; or (4) simultaneity of several signals. These kinds

of issues are hard to take into account in test design. [166]

The use of certain function blocks also seems to correlate with prob-

lems in the design. Rising edge-triggered pulse blocks, set-reset flipflops

and complex non-standard function blocks have been especially problem-

atic. The pulse function block is triggered only by a rising edge and input

changes during the pulse are ignored. If the input is set during a pulse,

the output of the time pulse block can freeze to zero. With the flipflop

function block the difficulty is in intuitively understanding how chang-

ing the prioritisation or the initial value of the function block affects the

system behaviour.

An example of the problematic use of pulse blocks is described in Publi-
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Figure 5.3. Part of the design for starting the diesel generator

cation II, where the control system of an emergency diesel generator was

verified using model checking. One of the tasks of the diesel control sys-

tem was to give start commands to the diesel generator according to a

specific starting sequence. The desired starting sequence is such that the

diesel generator is first given a command to start (ON) for 8 seconds. It is

possible for the diesel generator to not start on the first attempt. After a

10 second rest period, the ON command is again given for 12 seconds. The

part of the logic of the system implementing this sequence is illustrated in

Figure 5.3. The logic consists of a set dominant flip-flop, two TON timer

blocks (8 s, 30 s), a time pulse function block (10 s), AND-block and an

OR-block.

The design is such that the sequence may be interrupted by a reset sig-

nal if the reason to start the diesel generator is no longer valid. An in-

terruption to the starting sequence should be performed in a safe way. In

particular, it is expected that the ON-signal is not given continuously for

long periods of time, since this might be harmful to the device. However,

when the system was analysed using model checking, a counterexample

could be found in which the ON signal is continuously set for over 20 sec-

onds. This long continuous ON signal is possible when two consecutive

starting sequences interfere with each other.

Figure 5.4 illustrates the timing diagram related to the scenario. In

the scenario, the start sequence is first initiated at the 0 s mark (Step

1 in Figure 5.4). After 8 seconds, the output of TON1 initiates PULSE1.

Immediately after this a reset command is given followed by another start
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Figure 5.4. Timing diagram of the error scenario. Two consecutive starting commands
are given (Steps 1 and 2). At the 16 s mark (Step 3) TON1.OUT is supposed to
initiate the 10 s PULSE1. The rising edge of TON1, however, is not detected
as the pulse is still running. As a result, the ON output is continuously set
for over 20 s (Step 4).

command (Step 2 in Figure 5.4). At the 16 s mark, the output of TON1

should again initiate PULSE1. However, the previous starting sequence

is still on-going (PULSE1 is running), and the rising edge from TON1 is

not detected (Step 3 in Figure 5.4). As a result, as the time pulse ends, the

ON output is set for over 20 seconds, and is finally reset when the output

of TON2 is set (Step 4 in Figure 5.4).

Based on observations made in Publication I, it is recommended that

more attention is put into: (1) testing of boundary values of systems; (2)

testing of manual operations; (3) testing of system behaviour during hard-

ware failures; (4) covering various timed sequences of inputs instead of

mere combinatorial coverage; and (5) testing of parts of the design where

time pulses, feedback or complex non-standard function blocks are used.

5.9 Threats to validity and limitations

Different function-block-based design paradigms, such as the distributed

function block diagrams described in IEC 61499 [111], exist. The method-

ology described in this dissertation is intended only for modelling FBD

programs that follow the semantics of the IEC 61131-3 [110] definitions,

and vendor-specific variations thereof. The model-checking tool and mod-

elling capabilities fit well with decision logic functions with many Boolean

variables, memories, time delays, and some feedback. However, not all
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Figure 5.5. An example function block diagram illustrating an intricate timing scenario

functions that can be implemented using FBDs can be modelled and ver-

ified. Control logic implemented using proportional-integral-derivative

(PID) controllers is one example of this. These control loop feedback mech-

anisms either cannot be modelled in the NuSMV modelling language, or

lead to state explosion in the model-checking analysis. The NuSMV tool

also has very limited support for complex arithmetic. Calculations involv-

ing real-valued variables and complex mathematical functions can not be

performed. For example, the tool has a division operator that can be used

but the results are rounded to the closest integer value.

Some of the assumptions made in the modelling are such that certain

kind of errors are not found. Our modelling methodology does not take

into account the asynchronicity issues of real systems. Thus, errors caused

by, e.g., race conditions or errors caused by small differences in clock cy-

cles of distributed computers are not found.

In some cases a coarsening of the scan cycle length of the PLC may be

required to make system verification feasible in practice. The models used

in this dissertation mainly employ a discretisation of time corresponding

to a realistic system scan cycle length. An exception is the model of the

emergency diesel generator control system. The version of the model used

as a benchmark in Publication III utilised a coarser time discretisation

so that analysing a large set of benchmark properties could be done in

reasonable time. In Publication II, however, a discretisation of time cor-

responding to the actual system scan cycle length was used for verifying

the same emergency diesel generator control system.
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Figure 5.6. State space of the intricate timing example, with a scan cycle length of 0.1 s.
The states are labelled with four values: the Boolean value of the input of
the system (T/F); the Boolean value of the internal prev_IN variable of the
pulse (T/F); the integer value of the clock variable of the pulse (0/1); and the
PT parameter of the pulse. The output of the model is false in all reachable
states.

A coarser time discretisation may be required in, e.g., systems where

the application logic contains long time delays. Multiple second delays

together with the short time step length cause state space explosion in

the model. In addition the counterexamples tend to become overly long.

A quick solution to this is to use a longer scan cycle length in the model,

or modify the delays implemented in the application logic. If the model

is modified in such a way, certain intricate timing related errors may not

be found. The FBD in Figure 5.5 is such that certain behaviour is left

out if the scan cycle length is extended in the model. The FBD includes

a very short pulse and an AND block with one of its inputs negated. The

pulse function block works so that whenever a rising edge is detected on

its input, then the output is set for 0.1 seconds. If the input disappears

during this pulse the output still remains set. The output of the FBD is

true whenever the pulse is on and the input is not set. For this to happen,

the input must first become true to set the pulse, and then quickly (within

the 0.1 seconds) set to false so that both inputs of the AND block are true.

The behaviour of the model depends on the scan cycle length. In a model

where the scan cycle length is set to 0.1 seconds the length of the pulse

corresponds to only a single time step, and the output of the function block

diagram can never become true.

The reachable state spaces of two alternative implementations are de-

picted in Figures 5.6 and 5.7. If the intricate timing example is modelled

with a scan cycle length of 0.1 s (Figure 5.6), the length of the pulse is a

single time step (the PT parameter of the pulse is 1), and the output of
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Figure 5.7. State space of the intricate timing example, with a scan cycle length of 0.05 s.
The states are labelled with four values: the Boolean value of the input of the
system (T/F); the Boolean value of the internal prev_IN variable of the pulse
(T/F); the integer value of the clock variable of the pulse (0/1/2); and the PT
parameter of the pulse. The reachable states in which the output becomes
true are highlighted in green colour.

the model is false in all reachable states. If, however, a shorter scan cycle

length of 0.05 s is used (Figure 5.7), the length of the pulse corresponds

to two time steps (the PT parameter of the pulse is 2). Consequently, the

state space of the model grows, and a state in which the output is true be-

comes reachable. The model code of the pulse function block is presented

in Appendix A.

To avoid incorrect results on all models, the use of a time step length

corresponding to the actual scan cycle length of the system is strongly

encouraged. If for model checking scalability reasons a coarsening of the

scan cycle length has to be made, very careful expert judgement should be

used when analysing the results.

Also note that design choices such as the one in Figure 5.5 are potential

sources for error, as the scan cycle length of the system may change during

the design life-cycle. If a system is eventually operated on a different scan

cycle length than what was originally intended, the system may become

functionally different in a critical way.

Finally, since the environment of the system is completely free the mod-

eller should be careful when verifying, e.g., existential properties of the

system. The free environment of the model may allow certain behaviours

that will not occur when the actual system is executing.
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6. Iterative abstraction refinement on
modular systems

This chapter describes the contents of Publication II and Publication III,

and presents an iterative abstraction refinement technique for modular

systems.

The methodology presented in Chapter 5 together with currently avail-

able classical model-checking methods suffices well for verifying individ-

ual safety functions. However, especially in safety-critical domains it is

common to improve the system’s tolerance to hardware failures by im-

plementing several subsystems that execute the same protection function

using design diversity in software and/or hardware. These diverse sub-

systems may need to be analysed simultaneously to check that no unin-

tended interactions between the subsystems exist, and because system

specifications may refer to their combined behaviour. The classical model-

checking methods (such as BDD-based techniques, SAT-based bounded

model checking, k-induction or the PDR algorithm) do not always scale

sufficiently well to analysing these large and complex systems.

The scaling problem can often be avoided by creating abstractions of the

model that are easier to verify. Depending on the examined specification,

only a small portion of the model may be significant to the analysis. In

Publication II it is described how insignificant parts of the model can be

left out of the analysis using over-approximating abstractions.

Unfortunately, creating such an abstract model for each checked speci-

fication is non-trivial and requires quite a lot of manual work, becoming

tedious and thus also error prone. For the best efficiency gains, the ab-

straction must be tailored for each specification separately.

In Publication III, it is described how these kinds of over-approximating

abstractions can be created automatically using an iterative abstraction

refinement technique. The described technique: (1) significantly reduces

the amount of manual work needed to create the abstractions; (2) proves
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system correctness based on verification runs automatically performed on

the abstractions; and (3) can often significantly reduce the overall compu-

tational effort required for model checking, enabling the model checking

of larger system models.

The technique is based on partitioning the system into modules and cre-

ating module-level over-approximations, as well as an iterative procedure

for refining the abstraction level. In addition, the efficiency of the tech-

nique is improved by running several model-checking engines in parallel,

focusing only on finding proofs for properties, instead of looking for coun-

terexamples. In order to get faster verification results for both true and

false specifications, it is useful to run the algorithm simultaneously with

another approach that is good at finding counterexamples quickly, such as

traditional bounded model checking. An implementation of the technique

that is used in this dissertation is available online.1

Section 6.1 discusses the over-approximating abstractions. Section 6.2

goes through the iterative abstraction refinement technique. Section 6.3

presents results on applying the technique, and Section 6.4 discusses the

validity of the technique.

6.1 Module level over-approximations

The developed technique works with systems that can be partitioned into

modules. The modular partition must be such that the modules are on a

single level of hierarchy, i.e., a module does not contain another module.

The systems studied in this work consist of a set of FBDs. Typically a

single FBD implements a single function of the system. In these systems

it is simple to use a modular partition in which a single FBD corresponds

to a single module. This partition is also quite natural as it is dictated by

the design process. The resulting modules are compact, and the connec-

tions between the modules are limited. The restriction of the developed

technique to models having a single level of hierarchy is not a major ob-

stacle since all FBD programs can theoretically be organized syntactically

on one level.

Figure 6.1 illustrates the modular partition of the fictional system used

as a case study in Publication III. The system consists of 18 FBDs each

separated as its own module. The big rectangles in Figure 6.1 represent

modules and the blocks inside the rectangles represent individual func-

1https://github.com/JussiLahtinen/Dissertation
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Figure 6.1. The modular partition of the fictional system used as a case study in Publi-
cation III, in which the system consists of 18 modules. Each module contains
an FBD.

tion blocks. The modules have connections with each other as some of

the outputs of the FBDs are used as input in other FBDs. Also, many of

the inputs and outputs are not connected to other FBDs. Instead, they

are connected to the environment of the model. In our models, however,

the environment is free so the inputs/outputs are not connected anywhere

and thus may obtain a different value at each time step.

Several other ways to split the system into modules exist. It would be

interesting to see whether changing the level of coarseness of the modules

can have influence on the performance of our technique. Such alternative

system partitions are primarily left for future work.

6.1.1 Abstractions of the model

The abstractions in our technique are created on the module level so that

a whole module is always replaced with an abstract version of it. The

abstractions are based on the compositional minimisation technique, in

which the system is abstracted using reduced versions of some of the sys-

tem’s modules. Such a reduced module version is called an interface mod-
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Figure 6.2. The fictional system where 15 out of the 18 modules have been replaced with
interface modules

ule. It has the same input and output interfaces as the concrete module

it substitutes, but no internal state. No restrictions are set to the out-

puts: they are completely non-deterministic. A model-checking model of

an interface module does not contain any function blocks. Instead, only

the outputs of the module are defined as free non-deterministic variables.

For example, the interface module corresponding to the example FBD in

Figure 5.1 and Listing 5.1 is illustrated in Listing 6.1.

An abstraction of the system is created by selecting either the concrete

version or the interface version of each module. The idea is illustrated in

Figure 6.2, in which 15 out of the 18 modules have been replaced with an

interface module.

1 MODULE EXAMPLE_FBD(START_ALLOWED, START_BUTTON_PUSHED,

2 RESET_START_SEQUENCE, CYCLES_IN_SECOND)

3 VAR

4 START : boolean;

5 DEFINE

6 ASSIGN

Listing 6.1. NuSMV code for the interface module of an FBD

The abstraction discussed above is such that there is a simulation rela-
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Figure 6.3. The iterative abstraction refinement loop for verifying large modular systems

tion between the abstract model and the concrete model, i.e. each tran-

sition of the concrete model can be matched by some transition in the

abstract model. The interface modules of the abstract model are over-

approximations of the modules’ of the concrete model. Because of this

universal properties (e.g., properties of LTL) that are true in the abstrac-

tion are also true in the concrete model.

6.2 Modular iterative abstraction refinement

A feasible abstraction level is found automatically using an iterative ab-

straction refinement algorithm. The main loop of the algorithm is illus-

trated in Figure 6.3. The algorithm follows the phases of the generic itera-

tive abstraction refinement loop. The initial abstraction is first generated

and model checked. If the examined property produces a counterexam-

ple, the algorithm refines the model and verifies the resulting new model

again. The process is continued until the property is proved or no further

model refinement is possible.

The general intention of the algorithm is to begin with as much abstrac-

tion as possible, and then iteratively add modules to the configuration
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Figure 6.4. The model-checking phase of the technique

until the abstraction satisfies the property. For refinement, the algorithm

follows a two-phase procedure. First, the algorithm creates a preliminary

refinement by iteratively adding new modules to the abstraction, until the

counterexample becomes infeasible. Then the algorithm minimises the re-

finement by sampling subsets of the preliminary refinement and checks

the feasibility of the samples. In what follows, the individual steps of the

algorithm are described in more detail.

6.2.1 Initial abstraction

The initial abstraction is created by extracting the variables used in the

examined specification and determining the modules whose outputs these

variables are. Concrete versions of these modules are used in the initial

abstraction. All other modules of the model are replaced by their respec-

tive interface modules.

6.2.2 Model checking

In the model-checking phase several algorithms are utilised in parallel as

illustrated in Figure 6.4. The implementation of the algorithm supports

both state invariant properties and LTL properties.

In the case of state invariant properties the BDD-based algorithm, and

the k-induction algorithm are run using NuSMV, while the property di-
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rected reachability (PDR) algorithm is run using a model-checking tool

called ABC/ZZ [80].

The ABC/ZZ tool requires models to be in the AIGER [28] format. In or-

der to be able to use the PDR algorithm implemented in the ABC/ZZ tool,

the NuSMV model has to be transformed into AIGER models. A suit-

able transformation tool called smvtoaig is available in the AIGER tool

package. The tool requires that the model has been flattened beforehand.

The flattening feature implemented in NuSMV is utilised by running

the following commands in NuSMV: read_model, flatten_hierarchy,

encode_variables, build_boolean_model, write_boolean_model.

This command sequence creates a deterministic model with no modular

hierarchy, in which integers are encoded using Boolean variables. The

smvtoaig tool can translate this flattened model into the AIGER format

but the translation does not support all modelling features of NuSMV. The

most conventional modelling conventions used in Appendix A, for exam-

ple, are supported.

Finally, the examined state invariant is transformed into an LTL prop-

erty so that the model together with the LTL property translates correctly

into an AIGER format model that can be model checked by the PDR model

checker. The LTL formula is created simply by adding the LTL globally

operator G before the state invariant.

When LTL properties are verified the algorithm first utilises the liveness-

to-safety reduction described in Section 2.8.2 after which it runs BDD-

based state invariant checking and the k-induction algorithm on the re-

sulting model. For PDR model checking, the algorithm follows a simi-

lar procedure as in the case of state invariant properties, except that the

property is already written in LTL and need not be changed. For LTL

properties the BDD-based LTL checking algorithm is additionally run in

parallel using NuSMV.

6.2.3 Preliminary refinement

In the refinement phase the objective is to find a new abstraction (i.e.,

a configuration of concrete modules and interface modules) that is more

detailed than the current configuration of the model and makes the cur-

rent counterexample infeasible. The original specification is then checked

again on that refined abstraction.

The preliminary refinement phase itself is an iterative loop, in which

each iteration adds new modules to the model configuration. The loop
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Figure 6.5. The preliminary refinement phase of the algorithm

is illustrated in Figure 6.5. Similarly, as in the model-checking phase

of the algorithm, both state invariant properties and LTL properties are

supported. In the case of LTL properties the liveness-to-safety reduction

is again utilised to generate a model on which the k-induction algorithm

can be used.

The algorithm uses the dependency graph of the model to identify new

modules to be added to the model.

Definition 6.1. A dependency graph of a system divided into modules

v ∈ V is a directed graph D = (V,E) where the vertices V represent the

modules and the edges represent the data dependencies of modules towards

each other. A module v can be described with respect to its inputs and

outputs as v = (Iv, Ov), where Iv is the set of input signals of v, and Ov is

the set of output signals of v. The transitions of the dependency graph are

then defined so that: (t, v) ∈ E ⇔ ∃x such that x ∈ Ot and x ∈ Iv where t =

(It, Ot), v = (Iv, Ov) ∈ V .

Note that in our definition of the dependency graph, the edges of the

graph are in the direction of the data flow.

On each preliminary refinement iteration the algorithm the dependency

graph of the model is traversed one step in the backwards direction start-

ing from all the vertices representing the modules in the current abstrac-
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tion, and all of the modules representing these neighbour vertices are

added to the abstraction.

The preliminary refinement phase is presented as pseudo-code in Algo-

rithm 6.2. The function RefineConfiguration has as input the set Current

of modules that are concrete in the current abstraction, and the length

of the recently received counterexample CElength. The algorithm returns

the set of new modules Refinement that are added to the current model,

and a string indicating whether no further refinement is possible or if a

proof is found while checking the feasibility of the refinement.

Algorithm 6.2 Preliminary refinement
1: procedure REFINECONFIGURATION(Current ,CElength)

2: Configuration ← Current

3: Refinement ← ∅
4: while True do

5: newRefinement ← ∅
6: for e ∈ getNeighbourModules(Configuration) do

7: if e /∈ Configuration then

8: newRefinement ← newRefinement ∪ e

9: end if

10: end for

11: if len(newRefinement) == 0 then

12: return [Refinement , “no refinement”]

13: end if

14: Configuration ← Configuration ∪ newRefinement

15: Refinement ← Refinement ∪ newRefinement

16: CEinfeasible, proved ← checkFeasibility(Configuration,CElength)

17: if CEinfeasible then

18: if proved then return [Refinement ,“proof”]

19: end if

20: break // R efinement found

21: end if

22: end while

23: return [Refinement , “”]

24: end procedure

The function getNeighbourModules traverses the dependency graph one

step in the backwards direction starting from all the vertices representing

the modules in the current abstraction, and returns all of the modules
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representing these neighbour vertices.

The algorithm generates a new model configuration Configuration in

which the modules in the refinement are concrete, and all other modules

are interface modules. If all of the relevant edges of the dependency graph

have been traversed, and no new modules can be added, the property is

false in the concrete model. The counterexample that was generated in a

previous step is the final counterexample. Note that these counterexam-

ples may have some abstract modules that are not capable of influencing

the variables in the property.

When refinement candidates are being created, the algorithm checks

the feasibility of the previous counterexample using the checkFeasibility

function. The function checks the original specification using k-induction

with the bound k set to the length of the counterexample, and thus the

feasibility of all other counter-examples up to this length is also simulta-

neously checked. It is possible for longer counterexample traces to exist

that are feasible at the same abstraction. These counterexamples will be

eventually found in the model checking phase of subsequent iterations of

the algorithm, as the abstraction-level has been refined so that the sim-

pler counterexamples have become infeasible. Note that also classic BMC

could be used but k-induction has the added benefit of occasionally prov-

ing the property during a feasibility check. If a counterexample can be

found within the bound, the refinement has not been successful, and the

algorithm continues with the preliminary refinement phase. If no coun-

terexamples can be found within the bound, the refinement has been suc-

cessful, and the algorithm moves on to refinement minimisation.

6.2.4 Refinement minimisation

After the first suitable refinement has been found, refinement minimisa-

tion is begun. The minimisation algorithm is represented as pseudo-code

in Algorithm 6.3.

The function Minimisation has as input the set Current of modules that

are concrete in the current abstraction, the length of the recently received

counterexample CElength, and the set of modules Refinement in the pre-

liminary refinement. The algorithm returns a new set of modules that

includes all modules in Current and a locally minimal set of modules in

Refinement that suffice to make the refinement feasible, and a string indi-

cating if the property could be proved during the feasibility check.

The algorithm samples subsets of the modules in the preliminary refine-
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Algorithm 6.3 Refinement minimisation
1: procedure MINIMISATION(Current ,CElength,Refinement)

2: n ← 2

3: NewRefinement ← Refinement

4: while True do

5: if len(NewRefinement) < 2 then

6: return [Current ∪ NewRefinement , “”]

7: end if

8: subsets ← partitionSet(NewRefinement , n)

9: complements ← getComplements(subsets,NewRefinement)

10: CEinfeasible ← False

11: for c ∈ subsets ∪ complements do

12: Configuration ← Current ∪ c

13: CEinfeasible, proved ← checkFeasibility(Configuration,CElength)

14: if CEinfeasible then

15: if proved then return [Configuration, “proof”]

16: end if

17: if c ∈ subsets then

18: n ← 2 // c ∈ subsets

19: else

20: n ← max(n− 1, 2) // c ∈ complements

21: end if

22: NewRefinement ← c

23: break

24: end if

25: end for

26: if CEinfeasible then continue

27: end if

28: if n < len(NewRefinement) then

29: n ← min(len(NewRefinement), 2n)

30: continue

31: else

32: return [Current ∪ NewRefinement , “”]

33: end if

34: end while

35: end procedure
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ment in an iterative manner, and checks the feasibility of the samples sim-

ilarly as in preliminary refinement using the function checkFeasibility . If a

suitable subset of modules is found, the algorithm restarts the minimisa-

tion procedure using the found subset as a starting point. The approach

leads to a locally minimal subset of modules. Note that the refinement

approach is cumulative, since the minimisation is applied only to the new

modules in the preliminary refinement. The modules from previous iter-

ations cannot be removed in the minimisation.

The subset sampling is based on the delta debugging technique for soft-

ware code described in [216] and [217]. The purpose of the original tech-

nique is to generate a simple test case that captures the variable as-

signments that cause a particular failure. In delta debugging based re-

finement minimisation, the set of modules is first partitioned into two

parts (the initial granularity is two), and refinements based on both sets

are checked. If the minimisation is not successful, the granularity is in-

creased, and the set of modules is divided into four parts. After this these

four sets and their complement sets are checked. If none of these subsets

is suitable, granularity is again increased. The process continues until

the granularity reaches the size of the module set.

The function partitionSet(set ,n) partitions a set into n parts. For ex-

ample, partitionSet([1, 2, 3, 4, 5, 6], 3) returns [[1, 2], [3, 4], [5, 6]]. The func-

tion getComplements(partitions, set) is used to produce the complements

of these sets. getComplements([[1, 2], [3, 4], [5, 6]], [1, 2, 3, 4, 5, 6]) returns the

set of sets [[3, 4, 5, 6], [1, 2, 5, 6], [1, 2, 3, 4]].

The iterative structure of the refinement minimisation phase is illus-

trated in Figure 6.6. The liveness-to-safety reduction is again used to

support the feasiblity checking of LTL properties.

6.2.5 Correctness of the algorithm

The soundness, completeness and termination of the developed technique

are addressed in this section. The procedure related to the iterative ab-

straction refinement algorithm is depicted in Figure 6.7, where the tran-

sitions are numbered.

Proposition 6.1. The iterative abstraction refinement algorithm always

terminates.

Proof sketch. As the models we consider are finite state, for the termina-

tion proof we will assume that the model checking phase of the algorithm
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Figure 6.6. Refinement minimisation

always terminates. The preliminary refinement phase iteratively adds

modules based on the modules’ dependencies. It can not do this ad infini-

tum as the system model has a finite number of modules. Therefore, the

preliminary refinement phase also always terminates. The refinement

minimisation phase performs a finite number of iterations by sampling

subsets of the modules in the preliminary refinement. The number of

modules in the preliminary refinement is finite. Therefore, the number of

subsets is also finite, and the refinement minimisation phase must even-

tually terminate.

Regarding delta debugging used in the refinement minimisation phase,

we assume that it terminates and leaves at least one module provided

by the preliminary refinement phase. The number of iterations of delta

debugging in the worst case is addressed by Zeller and Hildebrandt (see

Proposition 17 in [217]). Delta debugging leads to a locally minimal subset

of modules (see Proposition 16 in [217]).

Now, assume that the algorithm does not terminate. Since individual

phases of the algorithm terminate, this is possible only if the transitions

numbered 3, 6 and 8 in Figure 6.7, are infinitely looped. Transition 3 is

associated with a counterexample, which becomes infeasible in transition

6 as the model is refined by adding new concrete modules to the model. On

the other hand, if no new modules are added in preliminary refinement,

transition 4 should have been taken. Also, transition 6 can not be taken if

no new modules have been added because the counterexample would then
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Figure 6.7. The iterative abstraction refinement loop with numbered transitions

be feasible as the model is equal to the model in transition 3. In refine-

ment minimisation, modules are removed from the refinement. All mod-

ules can not be removed because the counterexample would then again

become feasible. Therefore, a single iteration of the algorithm (transi-

tions 3, 6, and 8) necessarily increases the number of concrete modules in

the model. The model has a finite number of modules. Therefore, within a

finite number of iterations, the algorithm must eventually be in the model

checking phase with a model configuration in which no new modules can

be added. On this model configuration the examined property is either

true or false. Therefore, either transition 2 or transitions 3 and 4 are

eventually taken terminating the algorithm.

Proposition 6.2. If the iterative abstraction refinement algorithm returns

an answer, the answer is correct.

Proof sketch. First, assume that the algorithm returns “True”. The an-

swer is correct because all created abstractions are over-approximating

abstractions, in which a set of modules of the model is replaced with in-

terface modules. All abstractions have more behaviours than the concrete
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model. If the examined property is true on any such abstraction, the prop-

erty is also true on the concrete system model.

Now assume that the algorithm returns a counterexample. A counterex-

ample is only given when no further refinement is possible by adding con-

crete modules to the model based on the modules’ dependencies. The ini-

tial abstraction starts with modules immediately related to the examined

property. From this starting point, if a model configuration is reached in

which no new modules can be added, it necessarily corresponds to the re-

sult of applying the cone-of-incluence (COI) reduction [65] on the module

level. The counter-example is valid because the modules excluded in the

model are not relevant to the property under verification.

Corollary 6.1. By Propositions 6.1 and 6.2 the iterative abstraction re-

finement algorithm terminates and returns a correct answer for any input.

6.3 Results of tests

In Publication III, the iterative abstraction refinement technique was

used to verify properties on two different models. First, a fictive but real-

istic system2 was used for demonstrating that the algorithm can be more

efficient in proving meaningful safety properties of a system. Secondly,

the technique was evaluated by using a real-world diesel control system

as a benchmark, and comparing the technique with other model-checking

algorithms. Since the technique focuses on finding proofs efficiently, only

true state invariants were used in this comparison. A set of 100 ran-

domly generated true state invariant specifications were verified on the

diesel model using four approaches: our technique, k-induction, property

directed reachability (PDR), and a BDD-based state invariant checking

method. The BDD approach, the k-induction approach, and the PDR ap-

proach used the full concrete model. For simplicity, the comparison fo-

cused on state invariant specifications, and no LTL properties were used.

In the comparison, the commands used for model checking were as fol-

lows. The BDD approach used the check_invar command of NuSMV.

The NuSMV flags -dynamic and -coi were also used. The k-induction

approach was run by executing the command check_invar_bmc_inc

2The model of the fictive system and its detailed description is available online:
https://github.com/JussiLahtinen/Dissertation
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Figure 6.8. Run-times (in seconds) of BDD model checking and our technique

-k 10000 in NuSMV. A large bound was used because running out of

memory is preferred to not reporting a result. The NuSMV flags -dynamic

and -coi were used for k-induction as well. The command used for run-

ning the PDR algorithm of ABC/ZZ was: bip ,live -k=inc -eng=pdr2.

The random state invariants were generated by randomly selecting two

to three variables from the set of modules’ outputs and non-deterministic

variables of the main module. Negations were randomly placed in front

of the chosen variables, and the operators joining the chosen variables

were randomly selected (AND/OR). After this the random state invariant

was model checked using the different model-checking methods until each

state invariant was proved either true or false. Finally, only the true state

invariants were picked out for the results. The invariants were also man-

ually reviewed to ensure that all invariants were unique. The following is

an example of a random state invariant property:

((not MOD14.output1 OR MOD2.output2) AND

not main_module_input1)

The results of the comparison are in Figures 6.8, 6.9 and 6.10.

The k-induction algorithm was able to verify 55% of the properties rather

98



Iterative abstraction refinement on modular systems

 0.1

 1

 10

 100

 0.1  1  10  100

O
ur

 te
ch

ni
qu

e

k-induction

Figure 6.9. Run-times (in seconds) of k-induction and our technique

quickly, but for the rest of the properties (45%) the required bound for

a proof was so large that the technique ran out of memory. The BDD-

based method was able verify 81% of the properties within the 1800 sec-

ond timeout. However, 13% of the generated random state invariants

were such that neither the BDD-based technique nor the k-induction tech-

nique could verify them within the given resource limits. The PDR tech-

nique was able to solve all properties within the given resources. The Fig-

ure 6.10 does not show the time to generate the AIGER format model from

the NuSMV model. On average this time was 17 s. The model transfor-

mation time is, however, included in the PDR verification runs performed

as part of our technique since these model transformations depend on the

model configuration and cannot be calculated beforehand.

Figure 6.9 contains a distinct vertical grouping of data points. The set of

points indicates that many properties have been solved in approximately

15 seconds by the k-induction method. This is presumably because a cer-

tain amount of time is needed for building and initialising of the model,

after which the properties may be quickly proved within a small bound.

A similar phenomenon is apparent in Figures 6.8 and 6.10 as well. The
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Figure 6.10. Run-times (in seconds) of PDR and our technique

preprocessing costs of the algorithms could be the reason why our tech-

nique outperforms them, as the preprocessing costs are low on smaller

models used by our technique. The effect of the preprocessing costs to

our technique could become more significant if even large models were

considered.

Our technique could verify all of the properties within the given re-

sources. In cases where the other techniques were able to provide a proof,

our technique was typically faster. In 68% of the cases the properties

were such that the proof could be found faster using our technique than

by using the other three algorithms. In 1% of the cases, the k-induction

technique was the fastest. The PDR-based technique was the fastest in

31% of the cases.

When our technique is analysed in detail, it is noted that 82 properties

are proved in the model-checking phase of the algorithm, and 18 proper-

ties are proved in the preliminary refinement phase of the algorithm. The

distribution of the model-checking phase proofs was such that 32 proper-

ties are proved by the k-induction subroutine, 10 properties are proved

by the BDD-based subroutine, and 40 of the properties are proved by the
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Figure 6.11. The number of proofs found by k-induction, BDD, PDR, and refinement
phase k-induction, and the cumulative number of proofs found on different
iterations of the algorithm

PDR-based subroutine. The proofs of the preliminary refinement phase

are also generated by the k-induction subroutine as only that subroutine

is used for checking the feasibility of the refinement. The cumulative fre-

quency graph in Figure 6.11 shows the number of proofs obtained by the

different subroutines (k-induction, BDD, PDR, and refinement phase k-

induction) and the distribution of these proofs on the different iterations

of the algorithm. Three iterations of the algorithm sufficed to prove all

properties.

Based on Figure 6.11 it can be observed that the k-induction method

handles the most trivial properties in the first iteration (31 properties).

For a majority of the remaining properties, the refinement phase results

in an abstraction that is detailed enough for a proof by the PDR-based

method (34 properties) or the BDD-based method (10 properties) in the

second iteration. The average for the number of modules needed in a

proof was 3.4 in the system consisting of 14 modules.

In very large models, the initialisation of the model can already take

quite long, and finding a proof with a very small bound can still take a

lot of time. In the technique, only a small local subsystem is initially

examined which is much faster. The results confirm the assumption that

in large models, only a small subsystem is typically needed for proving

a single property. The results also show that locating such a subsystem,

and verifying the property on that subsystem can in most cases be faster

than the analysis of the whole system model.
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Figure 6.12. Run-times (in seconds) of the IC3 algorithm implemented in nuXmv and our

technique

6.3.1 Comparison against the IC3 algorithm implemented in
nuXmv

The nuXmv model checker [50] is an extension to NuSMV that has an im-

plementation of the PDR (IC3) algorithm. In this work, however, nuXmv

has not been used for verification. This is because one of the objectives of

the research was to facilitate verification work in future customer projects.

The license conditions of nuXmv prevent free commercial use rendering

utilisation of that tool unattractive in this setting. On the other hand, the

model-checking tools used in this work (NuSMV and ABC/ZZ) have less

restricting open source license conditions.

To get a better picture of the performance of the developed technique,

a comparison against the IC3 algorithm implemented in nuXmv was also

conducted again using the real-world diesel control system benchmark.

The nuXmv command check_invar_ic3 was run on the full system

model in which all of the modules are concrete. The previously gener-

ated set of 100 state invariants were utilised also in this comparison. The

results of the comparison are in Figure 6.12.
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The nuXmv tool could verify all of the properties within the given re-

sources. In 78 % of the cases, our algorithm found a proof faster than the

IC3 implementation of nuXmv. The average verification time of nuXmv

was 30,2 s; and the median verification time was 15,6 s. The average veri-

fication time of our technique was 14,2 s; and the median verification time

was 9,3 s. The performance of ABC/ZZ is slightly better when compared

to nuXmv. The average verification time of ABC/ZZ was 18,5 s; and the

median verification time was 12,6 s. These verification times, however,

do not include the time needed for translating the model into the AIGER

format.

6.4 Validity of the technique

The performance of the iterative abstraction refinement technique relies

heavily on the structure of the model’s dependency graph. Systems where

there are a lot of dependencies between the modules, can quickly lead to

a situation where all modules are included in the model. So far, the tech-

nique has been well-suited for safety-critical systems where unnecessary

links between subsystems are avoided.

The technique is also more efficient in models that produce short coun-

terexamples. Checking the feasibility of long counterexamples is much

more time-consuming as the bound k used for k-induction increases. This

is a potential problem in systems where there are, e.g., long time delays

in the application logic.

There are also some limitations related to model transformations. In

order to use the PDR algorithm implemented in the ABC/ZZ tool the

NuSMV models need to be transformed into AIGER models. There can

be problems in this transformation when unusual NuSMV modelling fea-

tures are used in the model. Another problem is mapping the witness

trace of ABC/ZZ back into the counterexample format used in NuSMV,

which is fairly straight-forward in most cases, but again requires special

attention when the more unusual NuSMV features are used.

For LTL properties the liveness-to-safety reduction is used to trans-

form the model into another variant in which the liveness property can

be stated as a state invariant. The result of the reduction leads to a model

with a much bigger state space. When the reduction is used on a model

that is already very large the result can become infeasible.
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7. Analysing fault-tolerance of nuclear
power plant safety systems

This chapter discusses methodology for modelling hardware failures de-

veloped in Publication IV, the motivation for this work, as well as poten-

tial integration approaches with probabilistic risk assessment (PRA).

7.1 Background and motivation

The main motivation for this work is the aim of analysing increasingly

larger systems. Model checking has turned out to be a useful tool for ver-

ifying the correctness of individual systems. Thus, it makes sense to try

to increase the scope of verification, and to see whether other problems of

larger scale can also be solved. In nuclear power plants, the natural step

from individual safety system is to move on to analysing the plant archi-

tecture level, i.e., how multiple safety systems work together, and how

their functionality is organised. On this higher level, requirements for

fault tolerance of the architecture become important, as the architecture

is designed in such a way that design errors of individual safety systems

do not lead to hazardous situations. A methodology for modelling hard-

ware failures is needed in order to analyse fault-tolerance.

7.1.1 Traditional architecture-level analyses

Analysing the fault-tolerance of the plant can be quite a difficult task due

to: (1) complex hardware architecture (a single computer unit may be

used to execute the application logic of several different safety systems);

(2) common cause failures (CCFs) (failure of multiple similar components

due to the same cause); and (3) unpredictable behaviour of the system

caused by software design errors.

Traditionally, architecture-level analysis is performed using methods

such as failure mode and effects analysis (FMEA) [112], and probabilistic
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risk assessment (PRA) [16].

In FMEA, the failure modes of subsystems and components are system-

atically defined, and the causes and effects of each individual failure mode

are analysed. FMEA focuses on single failures, and its capability to anal-

yse CCFs is quite limited. Postulating failures of software components is

also possible in FMEA. Typically this is based on a list of presumed effects

of these errors.

PRA is a method that is used for estimating different kinds of risks

related to the operation of a nuclear power plant. One use of PRA is to

estimate the frequency of accidents that cause damage to the reactor core

(i.e., level 1 PRA). In this kind of analysis, a set of accidents (initiating

events) such as the loss of coolant accident (LOCA) are first defined. Each

initiating event is then analysed using event trees and fault trees.

Event trees (see, e.g., [206]) illustrate the consequence of different acci-

dent sequences. An example event tree is in Figure 7.1. An accident se-

quence is a series of successes and failures of safety systems represented

as paths of the event tree. If one or more safety systems function properly

the plant typically fully recovers from the accident without core damage.

If enough safety systems fail, the accident can cause core damage or lead

to some other less critical unwanted end state. In Figure 7.1, an accident

leads to core damage only when both System 1 and System 2 fail.

In PRA the top events are further analysed using fault trees (see Fig-

ure 7.2). In fault tree analysis (FTA) [203] the top event is broken down

into simple component failures (basic events) using Boolean logic gates.

In FTA, a list of minimal cut sets (MCSs) (see, e.g. [203]) is typically cal-

culated to create an understanding of the system’s weak points. A cut set

is a combination of failures that causes the top event. A minimal cut set

is a set of component failures such that if any of the basic events in the set

is removed, the remaining events no longer form a cut set. For example,

the fault tree in Figure 7.2 has two minimal cut sets. The first minimal

cut set consists of a power supply failure, and the second minimal cut set

includes the failure of both actuator 1 and actuator 2. A cut set that con-

sists of two failures: (1) failure of actuator 1; and (2) the failure of power

supply is not minimal as the top event (failure of system 1) happens also

when the first failure is removed from the set.

By estimating the failure rates of each component used in the plant, the

core damage frequency can be estimated. It is also possible to analyse the

criticality of the basic events using risk importance metrics such as the
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OK

OK
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Failure

Core damageFailure

Success

Figure 7.1. An example event tree

Fussell-Vesely measure of importance and the risk increase factor, see,

e.g., [201]. In PRA, software errors can also be postulated, e.g., based

on a software failure taxonomy (see [8]), but the methodology is not yet

mature. Similarly as in FMEA, this approach is based on guessing the

probable effects of a software failure.

7.1.2 Using model checking for architecture-level analysis

In FMEA and PRA software errors can be postulated but they are not

methods that can find concrete scenarios in which the postulated errors

occur. Model checking, on the other hand, can find these concrete scenar-

ios if they exist. If model checking is applied on a system model that takes

into consideration both the detailed behaviour of the application software

and the hardware failures, it is possible to find new concrete scenarios in

which the plant safety function is not fulfilled. These scenarios can be

such that they involve both software design errors and hardware failures.

Using model checking for analysing architecture-level properties enables

a more exact and more extensive approach for analysing fault-tolerance.

7.2 Fault modelling methodology

The hardware failure methodology in Publication IV was developed based

on using a PRA model (see, e.g., [9]) of a nuclear power plant as reference.

The model-checking methodology purposefully followed the notations and
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System 1 fails

Power supply
failure

Failure in
actuators

Actuator 2
stuck closed

Actuator 1
stuck closed

Figure 7.2. An example fault tree

conventions used in the PRA model whenever possible, and was designed

to fit seamlessly with earlier methodology for modelling the application

programs as described in Chapter 5. The new model components of the

proposed methodology are link modules, a failure module and a process

module.

The main idea of the methodology is to use link modules to encapsulate

connections between measurements, logic modules and equipment. Link

modules are parameterised with hardware components that implement

that connection. Link modules may alter the signal value, as hardware

failures may cause the value of the signal transmitted via that link to be

interpreted in a different way. The failure module is used to keep track of

all instances of hardware components, and to decide on the failure modes

experienced by the components. The process module plays the role of an

environment model, and decides on the values of the physical parameters

of the plant based on predetermined scenarios.

The model used as a case study in this work included several four-

redundant safety systems. A redundant subsystem is also called a di-

vision. A typical architecture of a single safety system from the point of

view of division 1 is illustrated in Figure 7.3. The system consists of mea-
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Figure 7.3. Typical I&C system architecture

surements, acquisition and processing units (APUs), voting units, and ac-

tuators. APUs are used for deciding on control actions sent to the actuator.

Voting units are used for majority voting, so that diverging APU decisions

can be ignored.

If the system is interpreted as a data flow graph, it can be seen that all

data paths are of the form depicted in Figure 7.4(a). When a single data

path is modelled, each of the three connections is encapsulated with a

link module, see Figure 7.4(b). The link modules are parameterised with

hardware component failure modes received from the failures module. For

example, the link between the measurement and the APU is related to

information of the failures of the measuring instrument, the connection

medium (such as a cable) between the instrument and the APU, the in-

put module of the APU, and failures of the power supply of the APU. If,

e.g., the measuring device experiences an undetected failure in which the

measured value freezes, the link module changes the value of its output

accordingly. Figure 7.4(b) also illustrates how the measurements receive

values from the process module. If a measuring device experiences no fail-

ures, its value will follow the physical parameters of the process module.

In Publication IV, the fulfilment of success criteria under various fault

assumptions is analysed on the case study model. It should be noted that
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Figure 7.4. Modelling idea illustrated on a single data path

the analysis is possible mainly due to simplifications and abstractions

used in the model. Most importantly, the exclusion of timing aspects in

the case study significantly simplifies the state space of the model, mak-

ing model checking of the case study model more feasible. The actuation

logic used in realistic systems does use a lot of timing, and its analysis

without these timing aspects is only of a very limited use. Even without

these timing aspects, the case study model was very large. So large in

fact, that the model checker failed to calculate the full state space, and

the size of the state space could only be calculated for a simpler model in-

cluding three of the safety systems used in the model. This simpler model

consisted of 1.1× 10260 different states out of which 1.9× 10160 states were

reachable.

The conclusion of this case study is that the methodology is not directly

applicable to the verification of properties on the architecture-level sim-

ply because the model becomes too large. The systematic approach for

hardware failure modelling provides a functioning framework for such
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analyses, but other measures still need to be taken to simplify the size

of the verification problem. One possibility is simply to use the method-

ology for analysing fault-tolerance properties of smaller system assem-

blies. It could also be possible to use an iterative abstraction refinement

technique similar to the one described in Chapter 6 in order to obtain a

smaller configuration of the model that is still within capacity limits of

the verification tool. Another possibility is to limit the extent in which the

hardware failures are examined by focusing only on the most important

failure modes. This approach is discussed in Section 7.3.1.

Detailed descriptions of the model, the abstractions used, and the verifi-

cation results can be found in a research report [129]. The models related

to this work are available online.1

7.2.1 Limitations

A major limitation is that the verification of plant-level models is only

possible when heavy simplifications and abstractions are made. Another

limitation is that the methodology is based on the assumption that observ-

able signal values can always be deduced from the experienced hardware

failures. In some cases this can be very difficult. If several closely related

hardware failures occur at the same time, the model should be able to de-

cide which failure dominates over the other one. For example, if a failure

occurs in both the input module of a computer and its power source, the

failure of the power source is dominating because it masks the other fail-

ure. The possible propagation of failures related to, e.g., network failures

was also not addressed in the developed methodology.

7.3 Integration of PRA and model checking

The developed modelling approach is compatible with PRA methodology,

and may offer an opportunity to integrate the two approaches to produce

a more extensive safety analysis method.

As an example, as the same data can be used as input for both ap-

proaches, it would be beneficial to have a common plant-model for both

analysis methods, accompanied with tools capable of generating both the

PRA model and the model used for model checking. The plant model could

be expressed using a domain specific modelling language, and the model

1https://github.com/JussiLahtinen/Dissertation
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could contain all information needed for building both models. The main

advantage of using a common plant model is that the efforts needed for

modelling and version control between the two models are reduced. A

common plant model could also enable cross-verification of the models.

For example, the correctness of calculating the minimal cut sets in the

PRA tool could be independently verified using model checking.

7.3.1 A concept-level approach for coupled use of PRA and
model checking

The two approaches could also be used together in order to make up for

each other’s weaknesses, and to provide new safety assessment capabil-

ities. PRA is an efficient method for analysing hardware failures but it

does not have mature methodology for handling software failures. In

model checking, the situation is the opposite. Pure software properties

can be analysed in realistic-sized models, but the method does not seem to

scale well to large systems when hardware failures are assumed. Neither

approach on its own is sufficient for analysing the middle ground: finding

concrete scenarios involving both software design errors and hardware

failures. The middle ground could, however, be tackled by an approach

using both analysis methods in a coupled manner.

A concept-level approach for coupled use of PRA and model checking is

illustrated in Figure 7.5. The approach is based on two ideas:

1. Using information received from PRA to restrict the model-checking

analysis only to certain hardware failures, making the model-checking

phase more scalable to large models

2. Verification of a single hardware failure combination at a time.

Some hardware failures are not as important to safety as others. PRA

can provide information on the importance of the component failures. This

can be done either by using risk importance measures such as the Fussell-

Vesely measure of importance and the risk increase factor, or by exploiting

the minimal cut sets calculated in PRA, as is shown in Figure 7.5. Basic

events in short minimal cut sets are more critical than basic events in

longer minimal cut sets. This is because short minimal cut sets describe

scenarios in which only a small number of component failures is able to

cause the top event (failure of the safety system). In the proposed ap-

proach, model checking focuses only on analysing failures that belong to a
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Figure 7.5. An integration approach for PRA and model checking

short (e.g., 1-3 basic events) minimal cut set. Subsets of these short min-

imal cut sets are interesting since a software design error during such

a failure combination might cause the system to fail in a previously un-

known manner.

Once the set of most important failures is selected, all relevant failure

combinations (e.g., subsets of minimal cut sets) are gone through one by

one.

Finally, if a new scenario is found using model checking, it should be

analysed whether the scenario describes a previously unknown failure

of the safety system. If this is the case, the risk importance of the new

scenario can be analysed using PRA.

The proposed concept extends safety assessment to an area that the

individual approaches themselves cannot reach. A more detailed descrip-

tion of the proposed technique and results of experimenting with it using

a small case study model is available in a research report [132]. The devel-

oped technique is based on earlier work by Björkman et al., see [32]. The

author of this dissertation has developed the proposed technique together

with Björkman.
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8. Using model checking for
structure-based testing of FBD
models

This chapter discusses the contents of Publication V, and the utilisation

of model checking to support testing of systems designed using FBDs. In

Publication V, a method was developed that utilises model checking and

the structure of the FBDs, and automatically generates an efficient test

suite with high structural coverage.

Publication V is the first paper written on the subject by the author

of this dissertation. Consequently, the technique described in the paper

still requires additional research into improving the proposed methodol-

ogy. Main issues related to the technique have already been identified in

the paper, and they are also discussed in Section 8.3. Further develop-

ment related to the test generation technique can be found in a research

report, see [130]. The report presents an alternative version of the test

generation technique for FBDs, and evaluates the capability of generated

test suites to detect errors using mutation analysis.

8.1 Motivation

Safety systems used in nuclear power plants are thoroughly verified us-

ing a vast spectrum of different tests. The ISO/IEC 29119-4 [114] stan-

dard defines three different categories of test techniques for software:

specification-based, structure-based, and experience-based testing. In the

verification of nuclear automation, specification-based testing is primar-

ily used, and structure-based testing is used to increase the coverage of

verification.

In specification-based testing the test cases are derived from the re-

quirement specification of the system, while structure-based tests are de-

rived from the structure of the system. The use of both testing techniques

is required in nuclear regulatory guides, and recommended in commonly
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used standards. For example, the USNRC Regulatory Guide 1.171 [197]

requires that testing of safety system software is based on both the specifi-

cations of the system, and a structure-based coverage metric. In addition,

the generic standard IEC-61508-3 [113] for programmable safety-related

systems recommends that structure-based testing is applied to software

systems in order to achieve 100% coverage according to several structure-

based criteria.

Traditional model checking focuses on verifying the correctness of the

system according to a set of formalised properties. The requirement spec-

ification of the system and consequently the properties used for model

checking may be incomplete. When test cases are generated according

to structure-based criteria, however, test sequences may emerge that de-

scribe behaviour that have not been fully addressed in the requirement

specification. Structure-based testing is a complementary approach to

traditional model checking that can be used to identify deficiencies in the

requirement specification, and improve the coverage of the analysed prop-

erties.

As was explained in Chapter 3, application-level control software is typ-

ically designed using FBDs, and then automatically translated into soft-

ware code. Structure-based testing in this framework could focus either

on the structure of the FBDs or the structure of the generated code. In

this work the FBDs, and not the software code are utilised. The reason

for this is that test cases based on the structure of generated code can be

non-intuitive and difficult to understand by humans. Also, as was noted

in [183], structure-based testing of automatically generated code is not

effective in detecting function block level defects in FBDs.

In order to apply structure-based testing, a metric is needed that can

be used to calculate the coverage of the tests. Many structure-based

test metrics have been defined for software code, see [114]. For exam-

ple, statement coverage, branch coverage, and path coverage are widely

used. Statement coverage in software is achieved when each line of the

program is executed in one of the executed test cases. Branch coverage is

achieved when each branch of the control flow (e.g., both the then-branch

and the else-branch of an if-then-else statement) is covered in the tests.

Path coverage is achieved when each execution path of the program is

explored in one of the test cases.

There are also coverage metrics based on data flow (see, e.g., [173]) that

focus on events related to the definition and use of variables and data ob-
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jects. A definition of a variable is a statement that assigns a value to it,

and a use of a variable is a statement that uses a value of it. As an exam-

ple, the All-DU-paths (all define-use paths) coverage metric requires that

all definition-free sub-paths of the control flow graph from each definition

of a variable to every use of that definition are covered by a test.

Another quite rigorous test metric for software code is modified condi-

tion / decision coverage (MC/DC) [55]. MC/DC is commonly used in avion-

ics for measuring test coverage of safety-critical software. The use of the

metric is also recommended in the generic IEC 61508-3 standard [113].

MC/DC is based on the concepts of condition and decision. A condition

is a Boolean valued expression that cannot be broken down into simpler

Boolean expressions, e.g., x > 1. A decision is a Boolean expression that

consists of conditions and Boolean operators, e.g., (x > 1) ∨ (y = 1) ∧ z.

In order to achieve full MC/DC coverage, the test cases shall fulfil the

following requirements:

1. Each entry and exit point in the program is covered.

2. Each condition takes every possible outcome.

3. Each decision in the program takes every possible outcome.

4. Each condition in a decision has been shown to independently affect

the outcome of that decision.

The fourth item in the list is fulfilled when it is shown that changing the

value of a selected condition also changes the value of the whole decision

while all other condition values in that decision retain their value. Two

test cases that show such an effect are called an independence pair.

1 if (A && B) || C) then

2 {

3 // omitted code

4 }

5 else

6 {

7 // omitted code

8 }

Listing 8.1. Example pseudocode extract

For an example of MC/DC coverage, consider the pseudocode extract in

Listing 8.1 that consists of a single if-then-else structure. A set of test

cases fulfilling the requirements for MC/DC coverage is shown in Ta-

ble 8.1. The MC/DC requirement of covering each entry and exit point
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Table 8.1. Test cases that achieve MC/DC coverage on the example pseudocode extract.
Values of A, B, C and the result of the decision ((A && B) || C) are shown.

test number A B C Decision

1 false false false false

2 false false true true

3 true true false true

4 false true false false

5 true false false false

(MC/DC requirement 1) is trivially covered in this example. In the table,

every condition (A, B, C) takes both possible outcomes (true and false) at

least once fulfilling MC/DC requirement 2. MC/DC requirement 3 is also

fulfilled because the decision ((A && B) || C) evaluates to true in tests

2 and 3, and false in tests 1, 4 and 5. Finally, MC/DC requirement 4 is

fulfilled by three independence pairs. Tests 1 and 2 form an independence

pair for condition C; tests 3 and 4 form an independence pair for condition

A; and tests 3 and 5 form an independence pair for condition B.

All of the above metrics are control-flow based meaning that they focus

on the order of instructions that are executed during a test sequence. They

are thus not directly applicable to FBDs. Even though the execution order

of function blocks can be explicitly defined there is no control flow similar

to software code in FBDs. Instead, all function blocks read inputs and

produce outputs on every clock cycle.

Hardware testing (see, e.g., [196]) uses many of the same coverage met-

rics that are used in the context of software for designing tests based

on the HDL (hardware description language) description of the system.

Hardware testing also uses the concept of circuit coverage which includes

both toggle coverage, and latch coverage. Toggle coverage means that

each input and output of the circuit have both values in the tests. Latch

coverage requires that the latches of the circuit are both on an off during

the tests. While these coverage metrics are more applicable to FBDs, they

are quite simple.

Fortunately, a few coverage metrics have been designed for the purpose

of measuring test coverage in FBDs. The ones developed by Jee et al.

[120, 118] are used in Publication V. Related similar test coverage metrics

used by other authors are discussed in Section 4.6. The metrics by Jee et

al. interpret an FBD as a data flow graph, and focus on different paths

from the inputs to the outputs of that graph. Figure 8.1 highlights using
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Figure 8.1. A single data path of a function block diagram

red colour one of the data paths of an example system used in Publication

V. The data path starts from an input called Process input , goes through

three function blocks (OR, AND, PULSE), and ends at an output called

CONTROL.

Jee et al. noticed that it is possible to write a propositional formula that

evaluates to true whenever a certain input of a function block has in-

fluence on the output. This formula is called a function block condition

(FBC)1. For example, consider the AND function block in Figure 8.1. It

has two inputs, called input1 and input2 , and a single output output1 . Ac-

cording to Jee et al. the condition under which input1 affects the value of

output1 is FBCAND(〈input1, output1〉) = ¬input1 ∨ input2 . This is because

input1 can force the value of the output if it is false, and it can make the

output value true only if input2 is also true.

When these conditions have been written for all input-output pairs of

every function block type, a similar condition can also be written for a

data path by conjoining the function block conditions within that path.

An input of a data path affects the output whenever all the function block

conditions within that path evaluate to true simultaneously.

In Figure 8.1, the input Process input affects the value of CONTROL

when the FBCs FBCOR(〈input1, output1〉), FBCAND(〈input1, output1〉), and

1Jee et al. make a distinction between a function condition (FC) and a function
block condition (FBC). In their terminology, FBC is used in the context of complex
function blocks with, e.g., internal memories. Otherwise, the term FC is used. In
this chapter the term function block condition (FBC) is used to refer to all input-
output condition formulas.
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Figure 8.2. Test generation using model checking

FBCPULSE (〈input1, output1〉) are all true at the same time. A conjunction

of these formulas is called a data path condition (DPC).

Jee et al. have defined three different coverage metrics all based on ex-

amining the DPCs. The Basic Coverage criterion (BC) is met when each

DPC is fulfilled by one of the test cases. The input condition coverage

(ICC) criterion requires that for each Boolean input of a data path, there

is a test case in which: (1) the DPC is fulfilled and that input is false; (2)

the DPC is fulfilled and that input is true. The complex condition cover-

age (CCC) criterion requires that for each Boolean signal within a data

path, there is a test case in which: (1) the DPC is fulfilled and that signal

is false; (2) the DPC is fulfilled and that signal is true.

8.2 Test generation using model checking

The test generation technique developed in Publication V is based on the

test coverage metrics of Jee et al. These metrics are such that it can be

very difficult to manually come up with a test case in which the test re-

quirement is true. First of all, the test requirements can be quite lengthy.

Secondly, the FBD related to the test requirements can also be quite elab-

orate. It may be challenging to think of a way to drive the system into

some desired state if the system has multiple delays or a feedback loop.

In some cases it is in fact impossible for the FBD to fulfil a test require-

ment. Deducing this manually can be very hard.

The test generation technique relies on the classic idea of using model

checking to produce test cases: negating the test requirement. If it is

possible to fulfil a test requirement, model checking of the negated test

requirement will produce a concrete sequence in which this happens.

The workflow related to the technique is illustrated in Figure 8.2. The

examined FBD is first modelled using the methodology described in Chap-

ter 5. The test requirements related to the system are deduced by first
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determining the data paths of the FBD, writing the function block condi-

tions, and then selecting the test coverage criterion applied on the system.

The test requirements can then be negated and written in temporal logic.

After model checking, the inputs and expected outputs of the test cases

are derived from the counterexamples. FBD modelling and the creation

of the function block conditions are manual work, and all the other work

phases depicted in Figure 8.2 are automatic.

Following the procedure depicted in Figure 8.2 it is possible to generate

a single test case for each test requirement. There may, however, be a lot

of test requirements, especially when the FBD is large. In order to reduce

the number of test cases, Publication V used a simple greedy algorithm to

create efficient test cases in which as many test requirements as possible

are fulfilled simultaneously. This algorithm makes repeated queries to

the model checker, asking whether a previously generated test case can

be modified so that an additional test requirement can also be fulfilled

by it. The source code of the implementation of the algorithm used in

Publication V is available online.2

Based on experience and the tests performed in Publication V the tech-

nique does scale to realistic-size nuclear domain safety systems. The test

generation times, however, can become quite high for certain types of

FBDs. An alternative more efficient test generation approach has later

been developed and is described in a research report, see [130].

8.3 Technical issues

There are several technical challenges related to the use of the test gen-

eration technique. First of all, the definition Jee et al. use for defining

function block conditions is not quite intuitive, and following the manner

in which MC/DC defines this input-output relation can be unambiguous.

In MC/DC an input of a function block is considered to affect an output

only when flipping of the input value also flips the output value while all

other inputs of the function block retain their value. One of the findings of

Publication V was that function block conditions written according to the

MC/DC ideology can be more intuitive and easier to verify automatically.

Another issue in need of further consideration is that in some cases an

input of a function block may not have an instant effect on the output.

Instead, the input may affect the output with a delay. As an example,

2https://github.com/JussiLahtinen/Dissertation
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consider a DELAY function block that memorises its input and outputs

the value of that input on the previous time point. The input of a DELAY

function block at time point n influences the output at time point n+1. In

order to take this kind of behaviour into account, the function block con-

ditions of such input-output pairs would have to be written as a function

of current as well as previous values of the inputs. Delayed dependencies

also influence the definition of a data path. A delayed dependency divides

the data path into two parts that occur at different time points.

Feedback loops pose a problem in the technique since they induce infi-

nite paths from inputs to outputs. In Publication V this problem is solved

by disconnecting the loop, introducing a new input variable that replaces

the feedback signal in the loop, and calculating the data paths based on

this alternative loop-free design. A design that has a feedback loop in-

duces additional data path fragments to be considered that start from the

beginning of the feedback loop and end at an output of the design. The

feedback loops are disconnected at such a point that each intermediate

signal of the design is present in one of the generated data paths. Discon-

necting the feedback loops does not impact the correctness of the eventual

test cases, since the tests are generated using the original model in which

the feedback loops are still intact.

Analogue variables are also problematic because the coverage metrics

assume Boolean valued signals. Function blocks that perform calcula-

tions based on analogue variables are problematic because it can difficult

to decide when an analogue input affects the output value of that func-

tion block. In Publication V the function block conditions of such function

blocks were simply defined to have the value True because in some sense

the input always affects the output in such analogue calculations.

8.4 Alternative implementation

As a continuation to Publication V, an alternative version of the test gen-

eration technique was later developed and documented in a research re-

port [130]. This version of the technique incorporates all test require-

ments into the model as additional Boolean valued macro formulas. This

makes it easy to determine whether other test requirements (in addition

to the currently examined one) are also fulfilled by a counterexample.

This kind of an approach is more efficient because it reduces the num-

ber of iterations needed to generate the whole test set. This alternative
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version of the technique also defines the function block conditions in a

more formal manner based on the ideology of MC/DC. The definition also

supports delayed input-output dependencies enabling the methodology to

be used together with a wider range of systems. Issues with analogue

variables are dealt with by focusing only on the Boolean path fragments

of the system.

The research report related to the alternative version analyses the fault

detection capability of the generated test sets using mutation analysis.

Two sets of function block diagrams are evaluated in the experiment: (1) a

set of fictitious FBDs equivalent to the ones used in Publication V; and (2)

a set of vendor-specific real-world FBDs. The results of the research pa-

per suggest that the test generation approach is scalable to most nuclear

domain safety systems. On the larger vendor-specific FBDs, however, test

generation times can become excessively long. The average fault detec-

tion capability of the generated tests ranged from 90 % to 95 % in the

mutation analysis experiment.

8.5 Limitations of the technique and threats to validity

One major threat to internal validity has to do with all coverage metrics

in general. Namely, there exists no well-defined characterisation of soft-

ware design errors in general making error models difficult to come up

with. Consequently, there is only an intuitive connection between a given

coverage metric and an error. In other words, the metrics have no formal

meaning and there is no direct correlation between classes of bugs and

coverage metrics.

Threats to internal validity might also come from errors in the imple-

mentation code, the model-checking model, and the function block con-

ditions that are manually composed. To reduce possible errors in these

parts, the implementation of the test generation algorithm was repeat-

edly tested on many FBDs, and intermediate products such as data paths

and test requirements were manually reviewed.

Another fundamental limitation of the technique is related to the test

oracle problem, i.e., the problem of distinguishing between desired and

undesired behaviour given an input for that system. In the test gener-

ation technique a set of test cases is created based on a model of that

system’s design. The test sequences, however, may represent undesired

functionality of the system even if the test sequence is according to sys-
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tem specification. This undesired behaviour may arise from design errors,

errors in modelling, or omissions in the requirement specification. Ideally,

the test generation process would be coupled with a computer-based test

oracle that would ensure that the tests always correspond to desired be-

haviour. In practice, creating such a test oracle for an arbitrary system

can be very challenging and time-consuming. Using a human test oracle

may be a more feasible approach.

The test generation algorithm of Publication V is intended for creating

a small number of tests that fulfil multiple test requirements simultane-

ously. A threat to construct validity is that such small efficient test cases

may be undesirable if there is need to, e.g., identify which test require-

ment is the one leading to the detection of an error in the system. It can

also be quite difficult to determine the correctness of the outputs in elab-

orate test cases where multiple test requirements are fulfilled at once.

A threat to external validity is whether the methodology can be used

for test design in the context of real-world systems. The limitations dis-

cussed in Section 5.9 apply here as well. In addition, based on the results

of [130] it seems that test generation for larger FBDs can become quite

infeasible in practice when the number of test requirements is very high.

This problem, however, could be alleviated by dividing such systems into

several smaller parts that are separately tested.

The technique as described in Publication V is applicable only to sys-

tems where inputs of function blocks always instantaneously affect out-

puts. The problems related to delayed input-output dependencies were

handled in another paper [130] by an extension to the methodology. This

extension relies on the fact that the system is cyclically run on constant

length intervals so that the system behaviour corresponds to the discrete

time model-checking model.
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9. Conclusion

Model checking related research in the Finnish nuclear domain began

in 2007 as a collaboration between Helsinki University of Technology

(TKK) (currently known as Aalto university) and VTT. The author of this

dissertation started to work on his Master’s thesis at TKK on a related

subject [128] in the same year, and was hired as a research scientist at

VTT after that.

Since 2007, the topic has been considered important in the SAFIR re-

search programmes (The Finnish Research Programme on Nuclear Power

Plant Safety). During the years 2007-2010 the aim of the MODSAFE

(Model-based safety evaluation of automation systems) project [198] was

to demonstrate the usefulness of the model-checking technique and de-

velop basic methodology for modelling systems. Later, in the SARANA

(Safety evaluation and reliability analysis of nuclear automation) project

(2011-2014) [31] the focus shifted to further extending the scope of the

method, and increasing its scalability. One of the objectives of the cur-

rently on-going SAUNA (Integrated safety assessment and justification of

nuclear power plant automation) project is the integration of model check-

ing with other techniques. This dissertation is strongly linked to research

done in the SAFIR programmes, and these research topics have developed

into the research questions of this dissertation.

9.1 Answers to the research questions

This dissertation tackles the question of how to utilise model checking in

the verification of large nuclear domain safety systems. This general re-

search topic has been divided into four more specific research questions.

Answers to these questions can be found in preceding chapters, and they

are summarised in what follows.
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RQ1: How can modelling and abstraction techniques be used to

enable the model checking of larger nuclear domain automation

systems?

Publication I developed generic methodology for modelling safety sys-

tems, and Chapter 5 described a more specific technique for modelling

system designs described as FBDs. This modelling technique is based on

abstracting away from the PLC scan cycle, and utilising a free environ-

ment model. Secondly, the system is partitioned into interconnected mod-

ules. Each module represents a part of the system design, and consists of

a collection of function block instances that are connected together. This

modular hierarchy enables simple interface modules developed in Publi-

cation II to be used for abstraction. The interface modules replace a single

module with an over-approximating abstraction of it. The interface mod-

ule abstraction simplifies the state graph of the system by releasing model

constraints, and thus allows the state space to be more compactly repre-

sented, for example, as a BDD. The benefit of this approach is that this

kind of coarse high-level abstraction is simple and easily understandable.

From the verification point of view the main benefit is that such abstrac-

tions retain the truth value of universal properties, making system verifi-

cation more straight-forward.

RQ2: How can a suitable abstraction level of the system model

be found automatically?

Chapter 6 represents a description of an iterative abstraction refine-

ment algorithm developed in Publication III for the purpose of finding an

abstraction level suitable for verification. The technique is based on using

interface modules for abstraction, and on the analysis of the module-level

dependency graph of the system. The fundamental idea of the technique

is that typically only a small part of the system is needed for the veri-

fication of some specific property. The algorithm starts by trying to find

a proof locally using only modules associated with variables used in the

property. If this fails the scope of the verification is extended to new mod-

ules based on the dependencies between the modules.

RQ3: How can plant-level models be created that cover both the
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detailed operational logic of multiple automation systems and the

hardware failures related to these systems?

Chapter 7 describes an extension to the FBD modelling methodology

that addresses hardware failure modelling. The extension was developed

in Publication IV. The principal idea of this work is to use link modules

to encapsulate connections between measurements, computers and actu-

ators. The methodology allows large plant-level models to be created, in

which fault-tolerance properties can be analysed. However, verification of

such large plant models is very challenging in practice due to the sheer

size of the model. The modelling technique adopted hardware failure re-

lated concepts and terminology from PRA methodology, which makes in-

tegration with the two approaches easier. Chapter 7 proposes a concept-

level idea of coupling model checking with PRA. This approach uses PRA

results to focus the model-checking analysis to only the most critical fail-

ures, in an attempt to reduce the complexity of verification.

RQ4: Can model checking be used to support structure-based

test design of function block diagrams?

Publication V presented the development of a technique for automati-

cally generating a set of test cases that have high coverage according to

structure-based criteria. Chapter 8 describes the technique on a general

level. The technique first calculates a set of test requirements the test

cases should fulfil, and then uses model checking to create concrete coun-

terexamples representing test cases in which these test requirements are

efficiently fulfilled. The developed technique can be of practical value in

test design when the examined system is complicated enough to make

manual test design infeasible.

9.2 Theoretical implications

One theoretical implication of the work is that the scalability of model

checking has been increased for analysing large modular systems. The

tests performed on the iterative abstraction refinement algorithm demon-

strate that it is often possible to find a proof of a system property locally,

and that finding such a local abstraction and extracting a proof from

it can be faster than analysing the system as a whole. The systematic
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methodology for modelling hardware failures is another important result

of this work that extends the scope of model checking to fault-tolerance

analyses. The sharing of concepts and terminology with PRA for mod-

elling hardware failures also allows a multi-faceted modelling approach

in which models used for either model checking or PRA analysis are gen-

erated from a single common plant model. Both, the improved scalabil-

ity and the extended applicability of model checking can be seen as part

of a continuum towards larger plant-level models, and towards new all-

encompassing safety analysis approaches. Further integration of model

checking and reliability methods may be a useful step in this direction.

9.3 Practical implications

Model checking has been demonstrated to be a valuable tool for detecting

design errors. Due to this, model checking has already become a part of

the software verification processes used in the Finnish nuclear industry.

The Finnish power company Fortum used model checking in the Loviisa

NPP automation renewal project (LARA) to verify the correct functional-

ity of application I&C software [167]. In the Finnish Olkiluoto 3 project,

VTT Technical Research Centre of Finland Ltd used model checking in the

analysis of two safety-critical systems: the Protection System (PS) and

the Priority Actuation and Control System (PACS). Due to non-disclosure

agreements, further information on this work is not available. Some of

the developed techniques, i.e., the PLC scan cycle abstraction technique,

a free environment model, and the utilisation of interface modules for ab-

straction were utilised in these projects, and have thus also been validated

in practice.

9.4 Reliability and validity

The threats to validity and the limitations of the developed methods and

algorithms have been extensively covered in the preceding chapters. On a

general level, one of the threats to validity is whether systems are being

modelled using a suitable abstraction level. This dissertation focuses on

the verification of FBDs that are used for designing control application

software in nuclear power plants. Any other software such as platform

software has not been modelled and is out of scope of this dissertation.
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Also, verification of the equivalence between the design and the final sys-

tem implementation is not included in this work. Furthermore, any asyn-

chronous behaviour due to, e.g., clock drift is out of the scope of this work.

Throughout the work it is assumed that distributed systems operate syn-

chronously, and that the timing of the systems has been separately veri-

fied to be correct. The limitations of the modelling methodology for FBDs

and threats to its external validity was discussed in more detail in Sec-

tion 5.9. Threats to validity related to the iterative abstraction refinement

algorithm was discussed in Section 6.4. Limitations of the hardware mod-

elling methodology was addressed in Section 7.2.1, and the issues related

to structure-based testing were covered in Section 8.5.

9.5 Recommendations for future research

Verification of system designs could benefit significantly from machine

readable models and automatic translations. Currently the modelling

phase consists of a lot of manual work even though tools that facilitate

modelling based on a graphical user interface are already being used, see,

e.g., [165]. Compiling the model-checking model from the design of the

system automatically could further diminish this workload, while simul-

taneously reducing the effects of human errors.

Another work phase that currently still requires extensive human at-

tention is property formalisation. Tools based on, e.g., the use of temporal

logic templates could speed up this work phase, and help the modeller

and the engineers developing the requirement specification of the system

better understand the meaning of the formalised properties.

A potential useful direction for future research is the development of

over-approximating abstractions for function blocks that involve time de-

lays. System designs where long time delays occur may often be modelled

by coarsening the time discretisation of the model by lengthening the scan

cycle of the model or by shortening the length of the delays. These kind

of changes to the model are potentially dangerous, as they disregards cer-

tain behaviour existing in the real system. An alternative approach to

this could be to develop over-approximations of the function blocks that

involve time delays, and develop a verification strategy for using these

kinds of abstractions, leading to a more extensive verification result.

The coupled use of PRA and model checking is also left for future work.

It is recognised that the methods are somewhat related, and an integrated
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approach using both methods could offer a more extensive safety analysis

of a plant-level model with results that cannot be obtained in practice by

using the methods individually. Applying an iterative approach similar

to the one developed in this dissertation to the analysis of these plant-

level models is also a potential research direction. Additionally, as the

same data can be used as input for both model checking and PRA, it could

be beneficial to utilise a common plant-model expressed using a domain

specific modelling language for both analysis methods, accompanied with

tools capable of automatically generating both the PRA model and the

model used for model checking.

Some important aspects of plant operation such as asynchronicity, hu-

man operator actions and software code are also left for future research.

In this dissertation it is assumed that the analysed system operates as a

single synchronous entity. In reality, nuclear safety systems are typically

distributed among several computers that use different clocks. Asyn-

chronicity rising from, e.g., data transmission delays or processor clock

drift in a large distributed control system also require systematic analysis

as they may cause severe problems in these systems. Human-machine in-

terfaces have previously been studied using model checking, see, e.g., [182,

36]. Similar analysis could be used for finding scenarios that lead to

poor situational awareness of operators, and for analysing the correct-

ness of the procedural guides that the operators use. This dissertation

has focused primarily on the correctness of the system design expressed

as FBDs. The final implementation of the system as software code should

also be formally analysed. Finally, only application software has been ad-

dressed in this work. The correctness of platform level software employed

in the I&C systems should also be formally analysed.
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Appendix A: Model code for a set of
commonly used IEC 61131-3 function
blocks

In this appendix, the model code for a small set of often used function

blocks is given in the modelling language of NuSMV. The modelled func-

tion blocks are: AND, OR, NOT, SR, RS, TP, TON, and TOF. If possible,

the conventions of the IEC 61131-3 standard are followed. If a function

block has a single input it is named _IN in the models since IN is a re-

served word in the NuSMV modelling language. Similarly, the input vari-

able name S is a reserved word in the NuSMV modelling language, and

the variable name _S is used instead. If a function block has several in-

puts they are either named IN1, IN2, etc., unless differing input names

are specified in IEC 61131-3. By default the output of a function block is

named OUT, but the standard also uses other output variable names for

some of the function blocks.

A.1 AND

The AND function block calculates the Boolean AND based on its two

inputs: IN1 and IN2. The result is set as the value of OUT. The corre-

sponding NuSMV module is in Listing A.1.

1 MODULE AND(IN1, IN2)

2 VAR

3 DEFINE

4 OUT := IN1 & IN2;

5 ASSIGN

Listing A.1. NuSMV model code for the AND function block
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A.2 OR

The OR function block calculates the Boolean OR based on its two inputs:

IN1 and IN2. The result is set as the value of OUT. The corresponding

NuSMV module is in Listing A.2.

1 MODULE OR(IN1, IN2)

2 VAR

3 DEFINE

4 OUT := IN1 | IN2;

5 ASSIGN

Listing A.2. NuSMV model code for the OR function block

A.3 NOT

The NOT function block calculates the Boolean NOT based on its input

_IN. The result is set as the value of OUT. The corresponding NuSMV

module is in Listing A.3.

1 MODULE NOT(_IN)

2 VAR

3 DEFINE

4 OUT := ! _IN;

5 ASSIGN

Listing A.3. NuSMV model code for the NOT function block

A.4 SR

1 MODULE SR(S1, R)

2 VAR

3 prev_Q1 : boolean;

4 DEFINE

5 Q1 := (prev_Q1 & ! R) | S1;

6 ASSIGN

7 init(prev_Q1) := FALSE;

8 next(prev_Q1) := Q1;

Listing A.4. NuSMV model code for the set dominant bistable function block SR

The set dominant bistable function block (also known as a flip-flop mem-

ory) has two Boolean inputs: S1, and R, and a single Boolean internal

variable prev_Q1. The S1 input sets prev_Q1 to true and the R input
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resets it. S1 is prioritised over R. If both inputs are false prev_Q1 retains

its value. The output of the flip-flop (Q1) is true whenever S1 is true, or

when prev_Q1 is true and R is false. The initial value of prev_Q1 is set

as false. The NuSMV code is in Listing A.4.

A.5 RS

1 MODULE RS(_S, R1)

2 VAR

3 prev_Q1 : boolean;

4 DEFINE

5 Q1 := (prev_Q1 | _S) & ! R1;

6 ASSIGN

7 init(prev_Q1) := FALSE;

8 next(prev_Q1) := Q1;

Listing A.5. NuSMV model code for the reset dominant bistable function block RS

The reset dominant bistable function block is similar to the set dominant

bistable function block except that the resetting input is prioritised over

the set input. The function block has two Boolean inputs: _S, and R1, and

a single Boolean internal variable prev_Q1. The _S input sets prev_Q1

to true and the R1 input resets it. If both inputs are false prev_Q1 retains

its value. The output of the flip-flop (Q1) is true whenever R1 is false and

either _S or prev_Q1 are true. The initial value of prev_Q1 is set as false.

The NuSMV code is in Listing A.5.

A.6 TP

The time pulse (or TP) function block has two inputs _IN and PT. The PT

input is the parameter for the time delay (as a number of scan cycles). TP

has two outputs Q and ET. The Q output is set the _IN output turns from

false to true, and the output is set for the time period indicated by PT.

After the pulse a new rising edge of _IN is needed in order to start a new

pulse. Rising edges of _IN are ignored if a pulse is already being output.

The ET output indicates the time that has elapsed from the beginning

of a pulse. Example timing diagram illustrating the behaviour of TP is

presented in Figure A.1.

The NuSMV code for the TP function block is in Listing A.6. The im-

plementation uses a variable prev_IN to track the previous value of _IN,
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and a counter variable clock. The upper value of clock has to be manu-

ally adjusted according to the modelled implementation. In this example

the value has been set to 100. Initially clock is set to 0. The clock

counter is started when a rising edge is detected in the _IN input, and

the pulse is currently off (clock is 0). The counter is increased on every

time step until the value PT is reached. After this clock can be reset if

the _IN input is false. The ET output follows the value of clock except

in one case: when _IN and the output Q are both false ET is set to 0. This

exception is because it takes one time step to update the value of clock

when it is reset. The exception is needed in order to show the effect of the

reset immediately. The primary output Q is set when either a new rising

edge is detected in the input, or the clock is running. Otherwise Q is false.

1 MODULE TP(_IN, PT)

2 VAR

3 prev_IN : boolean;

4 clock : 0..100;

5 DEFINE

6 Q := case

7 clock = 0 & ! prev_IN & _IN : TRUE;

8 clock > 0 & clock < PT : TRUE;

9 TRUE : FALSE;

10 esac;

11 ET := case

12 ! Q & ! _IN : 0;

13 TRUE : clock;

14 esac;

15 ASSIGN

16 init(clock) := 0;

17 next(clock) := case

18 clock = 0 & ! prev_IN & _IN : 1;

19 clock > 0 & clock < PT : clock +1;

20 clock = PT & _IN : PT;

21 clock = PT & ! _IN : 0;

22 TRUE : 0;

23 esac;

24

25 init(prev_IN) := FALSE;

26 next(prev_IN) := _IN;

27

Listing A.6. NuSMV model code for the TP function block (time pulse)
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_IN

Q

ET

t1 t2 t3

t1 t1+PT t3 t3+PT

t1 t2 t3 t3+PT

PT

Figure A.1. Example timing behaviour of the TP function block

A.7 TON

The timer ON (or TON) function block has the same inputs and outputs

as TP. The output Q of the TON timer is set whenever _IN has been con-

tinuously true for the time period indicated by PT. Whenever the _IN is

false the output Q is also false, and the elapsed time counter ET is reset.

Example timing diagram illustrating the behaviour of TON is presented

in Figure A.2.

1 MODULE TON(_IN, PT)

2 VAR

3 clock : 0..100;

4 DEFINE

5 ET := case

6 ! _IN : 0;

7 TRUE : clock;

8 esac;

9

10 Q := case

11 clock = PT & _IN : TRUE;

12 TRUE : FALSE;

13 esac;

14 ASSIGN

15 init(clock) := 0;

16 next(clock) := case

17 _IN & clock < PT : clock + 1;

18 _IN & clock = PT : PT;

19 TRUE : 0;

20 esac;

Listing A.7. NuSMV model code for the TON function block (timer ON)
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_IN

Q

ET

t1 t2 t3

t2t1+PT

t1 t2 t3 t4

PT

t4

Figure A.2. Example timing behaviour of the TON function block

The NuSMV code for the TON function block is in Listing A.7. The

implementation uses a counter variable clock. The upper value of clock

has to be manually adjusted according to the modelled implementation.

In this example the value has been set to 100. Initially clock is set to

0. The counter is increased by 1 whenever _IN is true. If the limit PT

is reached, the counter will remain at that value. The counter is reset

whenever _IN is false. The output Q is set iff clock is at value PT and

_IN is true. The ET output follows the value of clock. However, if _IN is

false ET is immediately set to 0 so that the reset delay that occurs in the

counter is ignored.

A.8 TOF

The timer OFF (or TOF) function block has the same inputs and outputs

as TP and TON. The output Q of the TOF timer is set whenever _IN is set.

When _IN experiences a falling edge, Q remains set for the time period

indicated by PT. If _IN is again set during that time period, the count

to PT is restarted. Example timing diagram illustrating the behaviour of

TOF is presented in Figure A.3.

The NuSMV code for the TOF function block is in Listing A.8. The im-

plementation uses a variable prev_IN to track the previous value of _IN,

and a counter variable clock. The upper value of clock has to be manu-

ally adjusted according to the modelled implementation. In this example

the value has been set to 100. Initially clock is set to 0. The counter

is reset whenever _IN is true. The counter is started if the _IN has been

true at the previous time point, and is now false. If the limit PT is reached,

the counter will remain at that value. The output Q is set whenever _IN is

136



Appendix A: Model code for a set of commonly used IEC 61131-3 function blocks

_IN

Q

ET

t1 t2 t3

T2+PTt1

t2 t3t4

PT

t4 t5 t6

t3 T6+PT

t5 t6

Figure A.3. Example timing behaviour of the TOF function block

true, or the counter is running. The ET output follows the value of clock.

However, if _IN is false ET is immediately set to 0 so that the reset delay

that occurs in the counter is ignored.

1 MODULE TOF(_IN, PT)

2 VAR

3 clock : 0..100;

4 prev_IN : boolean;

5 DEFINE

6 ET := case

7 _IN : 0;

8 TRUE : clock;

9 esac;

10

11 Q := case

12 _IN : TRUE;

13 ! _IN & prev_IN & PT > 0 : TRUE;

14 clock > 0 & clock < PT : TRUE;

15 TRUE : FALSE;

16 esac;

17

18 ASSIGN

19 init(clock) := 0;

20 next(clock) := case

21 _IN : 0;

22 ! _IN & prev_IN : 1;

23 clock > 0 & clock < PT : clock + 1;

24 TRUE : clock;

25 esac;

26 init(prev_IN) := FALSE;

27 next(prev_IN) := _IN;

Listing A.8. NuSMV model code for the TOF function block (timer OFF)
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a VTT Technical Research Centre of Finland, Systems Research, P.O. Box 1000, FI-02044 Espoo, Finland
b Department of Information and Computer Science, School of Science, Aalto University, PO Box 15400, FI-00076 Aalto, Finland

a r t i c l e i n f o

Article history:

Received 31 March 2011

Received in revised form

6 March 2012

Accepted 25 March 2012
Available online 2 April 2012

Keywords:

Model checking

Verification

Safety

I&C

Automation

Nuclear

a b s t r a c t

Instrumentation and control (I&C) systems play a vital role in the operation of safety-critical processes.

Digital programmable logic controllers (PLC) enable sophisticated control tasks which sets high

requirements for system validation and verification methods. Testing and simulation have an important

role in the overall verification of a system but are not suitable for comprehensive evaluation because

only a limited number of system behaviors can be analyzed due to time limitations. Testing is also

performed too late in the development lifecycle and thus the correction of design errors is expensive.

This paper discusses the role of formal methods in software development in the area of nuclear

engineering. It puts forward model checking, a computer-aided formal method for verifying the

correctness of a system design model, as a promising approach to system verification. The main

contribution of the paper is the development of systematic methodology for modeling safety critical

systems in the nuclear domain. Two case studies are reviewed, in which we have found errors that were

previously not detected. We also discuss the actions that should be taken in order to increase

confidence in the model checking process.

& 2012 Elsevier Ltd. All rights reserved.

1. Introduction

The traditional method of assessing the system correctness
relies on testing and simulation techniques. In testing, the basic
idea is to exercise the implemented system itself and assess its
correctness using a collection of test cases. In simulation, the aim
is to capture the system behavior in a system model and verify
the correctness of the system by simulating different scenarios
one by one using this model. Another more formal method is
deductive verification, which uses computer-aided theorem pro-
vers to prove system correctness. It is time-consuming and can
only be performed by experts with considerable experience, but
can scale to very large systems [1]. All these methods play their
part in the design process, but for exhaustive verification with
reasonable effort and time, none of them alone is suitable.

When systems become increasingly complicated, both testing
and simulation are faced with serious scaling problems. On one
hand, testing or simulating different scenarios is time-consuming
and, hence, only a small fraction of all possible behaviors can be
covered in practice. On the other hand, it becomes increasingly
difficult to develop a collection of test cases or scenarios that
exercises all relevant behavior of the system model in order to
provide sufficient evidence of its correctness.

The poor coverage of the traditional verification methods sets
high requirements for the verification of safety-critical industrial
systems that are increasingly dependent on software components
and the use of digital technology. The use of digital programmable
logic controllers often increases system complexity through a
wide range of different function blocks the designer can choose
from. Suboptimal design decisions frequently lead to unnecessa-
rily complicated software and system designs. This complexity
often leads to problems in system verification. For this reason, in
safety-critical applications the use of formal methods based on
mathematics and logic is becoming a more fundamental part of
development and verification processes.

Model checking is a computer-aided formal method for verify-
ing the correct functioning of a system design model [2,3]. Unlike
traditional verification methods, model checking examines all
possible behaviors of the model.

In this paper, we describe how formal model checking meth-
odology can complement the traditional safety methods and help
reveal unlikely but fatal system behaviors that on occasion go
undiscovered with traditional methods. The proposed methodol-
ogy can be used efficiently for exhaustive verification of safety
critical I&C systems with reasonable effort, especially in the early
phases of the design process. The employed model checking
approach can also be used to generate interesting scenarios for
more detailed inspection with traditional testing and simulation.

The main contribution of the paper is the development of
systematic methodology for modeling function block based
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system designs using two model checking tools: NuSMV and
UPPAAL. The efficiency of the methodology is based on a reusable
function block library, a modular model structure, and a non-
restricted environment model.

We also demonstrate how system-level analysis of a device can
be accomplished bymodel checking. Building a system-level model
of a device can be done even when the detailed documentation of
the system is not available. This requires reverse-engineering and
interviewing the system developers.

The modeling methodology was successfully employed in
several case studies. This paper reviews two of these case studies,
in which a real-world industrial system was successfully analyzed
using model checking. In both cases, an error was found through
model checking that had previously gone undetected. Based on our
model checking experience, we also present errors typically found
by model checking, and analyze the root causes of these errors.

Finally, we identify the reasons why model checking is not yet
used in larger scale. We give recommendations to improve the
model checking process in order to make it more efficient, and
increase confidence in the correctness of its results.

The remainder of this paper is structured as follows: Section 2
introduces model checking. Section 3 reviews the related work.
Section 4 reviews our model checking methodology and two case
studies. Discussion regarding the limitations of model checking is
presented in Section 5. Section 6 concludes the paper.

2. Model checking

Model checking [2,3] is a computer-aided verification method
developed to formally verify the correctness of a system designmodel
by examining all of its possible behaviors. The models used in
model checking are quite similar to those used in simulation, as the
model must essentially describe the behavior of the system design for
all sequences of inputs. Typically, some variant of state machines or
digital circuits is used to model the system. However, unlike simula-
tion, model checkers examine the behavior of the system design with
all input sequences and compare it to a formal specification of the
system. The specification is expressed in a suitable language, tem-
poral logics being a prime example, describing the permitted system
behaviors. In model checking, at least in principle, the analysis can be
carried out fully automatically using computer aided tools. Given a
model and a specification as input, a model checking algorithm
determines whether the system violates the specification. If there are
system behaviors that violate a given specification, the model checker
will automatically give a counter-example execution of the model
demonstrating how the property can be violated. In this work two
model checking tools are examined: NuSMV [4,5] and UPPAAL [6].

2.1. Model checking process for critical I&C system designs

The process of using model checking for verifying system
designs is illustrated in Fig. 1. The first step is to analyze the type

of properties to be verified using the model by examining the
overall design of the system. This facilitates the definition of
model boundaries and the selection of system parts that will be
abstracted away as part of the environment model. This step
helps to avoid unnecessarily complicated models that can pose
challenges to the efficiency and performance of the model
checking tools.

The model is built based on design documentation such as the
system’s functional descriptions and logic diagrams. The model is
usually a state machine model but the behavior of the model is
written in the modeling language of the model checking tool
used. For systematic modeling it is important to identify the
system boundaries and the interface between the system and its
environment. Another key issue is to choose an appropriate level
of abstraction for the model so that irrelevant details are
abstracted away and, thus, the computational cost of performing
the model checking task remains reasonable. The objective is to
include only the most important system behaviors, known as the
smallest sufficient model [22]. The rest is abstracted on a suitable
level depending on the property to be verified.

Another important and challenging task is the definition of the
properties to be verified in a detailed level. Typically, the system
requirements that are the basis of designing the system are not
precise and detailed enough to be directly used for model
checking. They must first be dismantled into more detailed
requirements that define the desired behavior of the system at
the input–output level of the model. They can then be formalized
as temporal logic formulas that are given as input to the model
checker. Temporal logic is an extension of propositional logic with
temporal modalities used to describe the behavior of reactive
systems [2]. The formalization of these properties interacts with
modeling where the level of abstraction and the system/environ-
ment interface as well as component interfaces are designed to
support requirement specification so that requirements can be
formalized as temporal logic properties on these interfaces.

When the system has been modeled and the properties to be
verified have been formalized using temporal logic properties, the
actual model checking is performed. Running the model checking
tool is often the most straightforward part. If the model does not
satisfy the verified properties, the model checker gives a counter-
example execution of the model showing the sequence of state
transitions that leads to the violation of the property. Interpreting
the results produced by the tool is in principle quite simple if the
created model supports traceability, i.e. supports interpretation of
the behaviors of the model as behaviors of the original design.
However, counter-example executions demonstrating that a spe-
cification is violated by the system design can be quite compli-
cated and further tool support may be needed to illustrate the
underlying erroneous system behavior detected. By analyzing the
counter-example the user can decide whether the violation was
caused by an actual error in the system, an error made while
modeling the system, inaccurately written natural language
requirement, inaccurately written temporal logic formula or

Fig. 1. Model checking process.
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whether it was due to over-simplification of the model. If the
counter-example is not caused by an error originating from the
system design, the model or the properties to be checked must be
refined and model checking is performed again. Thus, model
checking is an iterative process that educates the modeler as
the model checking process goes on.

Currently, while using model checking for verifying safety-
critical I&C system designs, only the model checking phase is
automated because it is done with a model checking tool. In our
current workflow all other phases of the process are performed
manually and, thus, may be prone to human error. However, the
iterative nature of the model checking process remarkably
improves the quality of models because the errors made in the
modeling phase are usually revealed when the counter-examples
are interpreted. See [23] for an approach to microprocessor
verification that fully automates the model building process for
a hardware description language. The first step in this direction
for I&C systems would require a machine readable system
description language with formally defined semantics.

3. Related work

The model checking concept was proposed in the early 1980s
but it was in the 1990s when new symbolic model checking
techniques led to novel tools such as Symbolic Model Verifier
(SMV) and a breakthrough in scalability [7]. Model checking first
proved effective in hardware verification [7–9]. Currently, for
example most major microprocessor manufacturers use model
checking techniques to verify their processor designs [8,9]. More
recently, the focus has shifted to software model checking [10].
One of the main success stories has been the Windows C code
device driver verification tool SLAM [11] which has been at
production use at Microsoft for a number of years. All Microsoft-
developed device drivers for Windows 7 have undergone model
checking for proper Windows device driver API usage before their
release [43]. Model checking has been used for verifying data
communications protocols [12,13], for understanding human–
computer interaction problems in avionics [14] and for analyzing
real-time controllers [15], to name a few example application
domains.

Model checking has also been utilized in the analysis of safety-
critical systems. In aviation, model checking has been applied in
the formal verification of flight critical software for identification
of design errors early in the lifecycle [16]. In the safety analysis of
an embedded control system, model checking was used to prove
the functional correctness of the system, and the reliability of the
system was assessed using fault tree analysis [17].

In the nuclear context, [18] presents an approach where model
checking is combined with fault tree analysis to provide formal,
automated and qualitative assistance to informal and quantitative
risk analysis. However, the closest work to ours is the work on
model checking Korean nuclear power plant automation systems
[19–21]. In their work, they used model checking to analyze
Programmable Logic Controllers that had been programmed as
function block diagrams (FBD). They also checked the equivalence
of FBD designs using model checking. They found several critical
logic errors in the FBDs of reactor shutdown systems.

4. Model checking critical I&C designs

We have studied the applicability of model checking for safety
analysis of various kinds of critical I&C designs by analyzing
several industrial cases. The analyzed cases include an emergency
cooling system of a nuclear reactor [39], an industrial arc

protection system [39], a changeover switching unit for a busbar
[38], an emergency diesel generator control system [33], a
stepwise shutdown system [32], and embedded control software
of an uninterruptible power supply (UPS) [34]. In what follows,
we introduce methodology for modeling these systems, and
shortly present two of the case studies we have analyzed. The
cases show how time-related erroneous system behavior easily
escapes the analyses done with traditional methods but can be
discovered with model checking.

4.1. Model checking methodology

Several of the case designs were given as function block
diagrams. We have created systematic methodology to model
function block diagrams for two model checking tools: NuSMV
and UPPAAL.

NuSMV models are basically collections of variable declara-
tions and assignments that define the valid initial states and
transition relations for these variables. In addition, the modeling
language uses, e.g. simple data structures, macro definitions, and
module hierarchies.

In NuSMV, our modeling approach is based on a collection of
function block modules. These reusable modules are used to build
up the functionalities of the system. Since a module can contain
instances of other modules, our models employ a structural
hierarchy. The model is typically divided into several modules
according to different top-level functionalities. The reusable
function block modules reduce the modeling effort, and their
function can easily be separately verified. The modularity on the
top level allows redundant structures to be modeled more
efficiently. Because of the modular structure of our models it is
also easier to create abstract models in which only a part of the
system functionality is examined. These abstractions are some-
times necessary as the size of the model increases.

Because NuSMV does not support continuous time, the time-
dependent components are modeled to operate in discrete time
steps of fixed length. During each time step, first the inputs of the
functional blocks are sampled and then the outputs are updated.

When using model checking to verify whether a system design
satisfies a specification, this is done against an environment model
describing how the environment and the system interact. Both in
the UPPAAL and NuSMV modeling, no assumptions about the
environment of the system are made. In our approach simple
environment models that allow the environment to behave quite
freely and independently of the system under verification are used
wherever possible. This leads to safe model checking results: if the
model checking tool determines that the system model satisfies
the specification in this liberal environment model, then the
system model will satisfy the specification in all more restricted
environments and thus the correctness of system behavior is not
based on strict assumptions on the environment behavior.

In UPPAAL a model is built up from several timed automata
that synchronize with each other through channels. A timed
automaton is a finite state automaton extended with real-valued
clock variables. The edges of a timed automaton can have guard
constraints which have to be true in order for the transition to be
enabled. Processes send synchronization events to a channel to
inform other automata about important events, e.g. the change of
an input signal state. For further information on timed automata,
see for instance [37].

When modeling function block diagrams in UPPAAL, the same
principles mentioned above are followed. Each function block
type is translated into a reusable timed automaton. In addition
we use one separate automaton for input sampling in the
model. We have also developed methods that allow the discovery
of erroneous asynchronous behavior in the UPPAAL, see [33].
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In NuSMV modeling we make the assumption that the modules of
the system function synchronously (the whole system is an entity
that samples the inputs and produces the outputs within one
clock cycle). In UPPAAL, it is possible to examine other asynchro-
nous subsystem behavior as well.

The level of abstraction that we use in our methodology is
highly dependent on the available documentation. Typically, we
intend to focus on the logical function of a system in detail, and
leave out the hardware and system level aspects. When making
abstractions of the system, we opt for over-approximations so
that the model has more behaviors than the actual system.

4.2. Stepwise shutdown system

The stepwise shutdown system is a safety-related system used
for stepwise control of the process towards the normal operating
state in case of disturbances. The purpose of the system is to
reduce the possibility of the process entering an undesired state
where the more complicated actual shutdown function is
required.

The stepwise shutdown system was modeled based on the
system design documentation. The input documentation used for
modeling was from the early phases of the development life-
cycle. The design was based on function block diagrams, and the
methodology as described before was applied. The system was
modeled using both NuSMV and UPPAAL.

A part of the stepwise shutdown system is illustrated in Fig. 2.
In case of e.g. high temperature or over-pressure, the alarm signal
is activated and the stepwise action is initiated. The process is first
driven towards a safer state for a certain period (3 s) after which
the shutdown action is inactive for another period (12 s). A check is
then done to determine whether the conditions that triggered the
shutdown are still valid. This cycle continues until a normal or safe
state is reached, in which the alarm signal disappears. The period
between the control commands can be shortened by activating a
manual bypass command in the control room.

We compared the performance and applicability of NuSMV
and UPPAAL model checking tools and utilized them in the model
checking of the system design. The UPPAAL model for the
abstracted design is presented in Fig. 3. A more detailed descrip-
tion of the model and the checked properties can be found in [32].

Both tools were successfully employed to verify several basic
safety properties of the system, and were able to reveal the same
hidden design error in the design. The found error violated the
following natural language property: if alarm is set, then even-
tually the output of the system gets value 1. To get reasonable
results, an additional condition was included in the checked
property: the output of the 15 s time pulse block must be zero
when the alarm is set. This additional condition ensures that only
an alarm signal set after the inactive period is considered. This
eliminates the spurious counter-examples where the alarm signal
is first reset, then set and finally reset again during the 15 s
period. In UPPAAL the property can be formalized using the
temporal logic TCTL [36]. The property can be captured by the

following TCTL formula:

A& ðððIn:Alarm and Pulse15_out¼ ¼ 0Þ imply A �
Pulse3:Out1Þ:
This formula was expressed in the UPPAAL specification

language with the special leads-to operator ‘‘-’’ as follows:

ðIn:Alarm and Pulse15_out¼ ¼ 0Þ-Pulse3:Out1:

In NuSMV, the specifications were formalized with LTL [2] and
the property was expressed in LTL as follows:

LTLSPEC G ððALARM & !pulse15S:BOÞ-FðOutputÞÞ:
The discovered error results in that the output of the system

freezes at a value of zero. The error is caused by a mistimed
operator action combined with the misuse of a time pulse block.
The used time pulse blocks are triggered by a rising edge and all
input changes during the pulse are ignored. The error occurs
when the manual bypass is activated during the 3 s control.
Subsequently, the 15 s block is reset, which creates a new rising
edge for the 3 s pulse block when the alarm is set, but because the
pulse is already set the rising edge is ignored. Since the 15 s pulse
block is reset a new rising edge to trigger the 3 s pulse block
cannot be created as long as the alarm is set.

Model checking times of the NuSMV model ranged between
0.3 s and 30 s depending on the used time step (10–1000 ms) and
the verified property. The size of the state space of the most
complicated scenario modeled with NuSMV was 1018. The
computation times of the UPPAAL model were between 9 s and
20 s, being a bit longer than those of NuSMV on average. Even
though the functionality of the system is quite simple and the
number of inputs is low, the timing functions remarkably increase
the size of the state space. In practice, it is not feasible to provide
an exhaustive analysis of these kinds of systems with traditional
methods.

In this case study the temporal logic specifications were
typically derived from a collection of natural language require-
ments that could be based on regulatory requirements, laws or
standards. However, these requirements seldom include all the
necessary detailed requirements of a system. Also, the task of
interpreting the high level regulatory requirements as precise
temporal logic specifications is quite challenging. Requirements
expressed in natural language are frequently ambiguous, or
inaccurate. It is often necessary to split the high level require-
ments into several precise formal statements that together cover
the high level requirement.

For instance, regarding the stepwise shutdown system, the
Finnish Regulatory Guide on nuclear safety YVL 5.5 [40] specifies
the following requirement ‘‘ythat errors in data communication
do not cause faulty functions or prevent the functioning of safety
functionsy’’ Similarly, the requirements specification of the sys-
tem defines that the system shall fulfill the single failure criterion.
In the stepwise shutdown system, these criteria were interpreted
as follows: (i) a single failure in input signals shall not prevent the
functioning of the system, and (ii) a single failure in input signals
shall not spuriously trigger the system. These two interpretations
were then translated into temporal logic specifications.

Fig. 2. Stepwise shutdown system.
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4.3. UPS control software

An uninterruptible power supply is a device used to provide
back-up power in case of power failures and to protect connected
equipment from various power disturbances. UPS devices are
used in safety-critical systems to guarantee an uninterrupted
power supply to the devices that must be continuously available
to ensure the safety of the system.

We applied model checking to verify the control software of an
industrial UPS [34]. The UPS was not specifically designed for
nuclear applications but a similar device could also be used in a
nuclear plant. The case study differs from the stepwise shutdown
system in many aspects. The software of the system was not
based on a function block design. The model was created by
reverse-engineering the control software implementation that
was already employed in the devices. The modeling task required
interviewing system developers as well. Detailed requirement
specification of the system was not available, and the formaliza-
tion of the temporal logic specifications was based on the
statements of the developers. The analysis of the system could
not be done using a totally non-restricted environment model as
is usually preferred. The speed at which the input line voltage can
possible rise had to be taken into account. In addition, the
behavior of the model is highly dependent on the various
operational delays in the electrical components. These parameters
had to be defined and verified with the developers of the system

as well. A simplified design diagram of the UPS is presented in
Fig. 4. The UPS feeds power to output either from a DC link
through an inverter or from a bypass input. The DC link is
powered through a rectifier, which filters sudden voltage changes
of the input power. It is possible to connect the inputs to separate
supply sources or to a common supply source. Two switches are
used to change between the two inputs: K1 in the bypass line and
K2 before the rectifier to cut power from the DC link.

The UPS should provide uniform quality power to the output.
For instance, it is not acceptable to feed overvoltage to the output.
Therefore, the voltage of both input lines is constantly measured.
If the rectifier line has overvoltage, the K2 switch is opened and
the bypass line is connected by closing the K1 switch. On the
other hand, if the bypass line has overvoltage, the K1 switch must
be opened and the power is provided only by a battery connected
to the DC link. If the inputs are connected to a common supply
source, the UPS should not switch to the bypass line if overvoltage
is detected on both inputs (i.e. symmetric input overvoltage).

An UPPAAL model of the system was built to investigate the
operation of the UPS in different overvoltage situations. A simplified
model of the system, presented in Fig. 5, consisted of four automata.
One automaton was used to model the operation of the K1 switch.
The DCLink and bypass automata modeled the relevant part of the
control software that controls the K1 switch in overvoltage situa-
tions. The environment automaton captured the system environ-
ment, i.e. when the overvoltage threshold is exceeded in the UPS

Fig. 3. UPPAAL model of the stepwise shutdown system.

Fig. 4. Simplified design diagram of the UPS.

J. Lahtinen et al. / Reliability Engineering and System Safety 105 (2012) 104–113108



inputs. For the purposes of simplicity, K2 was abstracted away from
the model and it was assumed that K2 could open anytime. A more
detailed description of the employed modeling approach and the
checked properties can be found in [34].

The design criterion of the UPS is to feed power to the output
as long as possible but it is not acceptable to feed overvoltage to
the output. This requirement is clear but it is very difficult to test
all possible event sequences. This difficulty stems from a range of
timing issues that have to be taken into account:

1. The switches open and close with a delay of 4–8 ms.
2. Filtering the bypass voltage measurement takes 5 ms.

3. Filtering the DC link voltage measurement takes 2 ms.
4. The bypass voltage measurement is read by an interrupt

handling routing that is called every 10 ms.
5. The rectifier delays the increase of voltage in the DC link

measurement. The magnitude of the overvoltage in the input
network affects the rate at which the voltage in the DC link
increases.

An error was discovered in the system that causes overvoltage
to be fed to the output. The error occurs in the symmetric
overvoltage situation. In the UPPAAL model, this was modeled

Fig. 5. UPPAAL model of the UPS system.

Fig. 6. Unwanted behavior revealed by model checking: overvoltage in the Bypass and K1 is closed.
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with a common InputOV synchronization that was sent to both
the DCLink and bypass automata by the environment automaton.
The timings related to the error are presented in Fig. 6. If the
voltage in the input network rises to a level 1.5 times the nominal
voltage, it causes the voltage in the DC link to increase at a rate of
10 V/ms. It takes seven milliseconds for the DC link voltage to
reach the overvoltage limit (DCLinkOV is set). The alarm bit
(DCOV_Filtered) is set after measurements filtering. At this point,
the K1 switch is commanded to close because the system is trying
to switch to the bypass line. In the bypass line the overvoltage is
recorded as soon as the measurement is filtered (BypassOV is set).
However, the system only reacts (BypAvailable is reset) to the
value when the interrupt handling routine is invoked. The routine
gives K1 switch the command to open. The error occurs because
the system may switch to bypass before the bypass line reacts to
the overvoltage. The demonstrated erroneous behavior can occur
only when the periodic interrupt handling routing is called
between 13 and 15 ms after the beginning of the overvoltage
situation.

The error was found by checking the property: ‘‘The UPS
should not transfer to bypass while there is overvoltage in the
bypass line’’. In UPPAAL specification language this behavior can
be written as:

A½ � ! ðBypassOV && K1:ClosedÞ:
The specification states that there should never be a situation,

in which there is overvoltage in the bypass and K1 is closed.

4.4. Typical errors discovered by model checking

Model checking has proven to be a useful tool for design
verification in several application areas. The design errors that
have remained unobserved by traditional testing and verification
methods, but have been discovered by model checking, are in our
experience typically infrequent scenarios where a few indepen-
dent events occur during a short time frame.

Experience in utilizing model checking in several industrial
cases has shown that hidden design errors are typically caused by
the designer of the system not taking into account (1) mistimed
manual actions, (2) events outside the actual logic, such as sensor,
communication or hardware failures, (3) physical events occur-
ring in an unexpected order or (4) simultaneity of several signals.
In function block based designs it has been noted that the use of
certain function blocks often facilitates the occurrence of design
faults. It might be that the functionality of these function blocks is
difficult for the designer to comprehend intuitively. Thus the
designer may incorrectly determine that the abovementioned
issues are not possible in the design.

The most problematic function blocks based on our experience
are rising edge triggered time pulse blocks, set–reset flip-flops
and modified function blocks that implement non-standard
functionality. The time pulse block is problematic since it is only
triggered by a rising edge and all input changes during the pulse
are ignored. Thus, if the input remains set or is set during the
pulse, the output of the time pulse block can freeze to zero.
The problem concerning the set–reset flip-flop is that it is difficult
to intuitively understand how changing the prioritization or the
initial value of the inner memory affects system behavior. Chan-
ging the type of a problematic flip-flop may cause a different error
that may be even more severe than the original during some other
rare event. The problem with non-standard function blocks is that
a function block might not act as expected in all situations,
e.g. the non-standard functionality may mask other actions of
the function block.

Errors like the ones described are hard to detect by simulation
or testing because the test designer must think of all the possible

system behaviors when the test plan is made. On the other hand,
the advantage of model checking is that it suffices to describe the
most important properties formally, i.e. the test designer does not
have to think of all possible behaviors himself, as the model
checking tool does this for him. The model checking tool inves-
tigates all possible behaviors and if errors are found, automati-
cally returns a counter-example showing the state transitions
leading to the erroneous behavior. Another advantage of model
checking is that it is possible to prove negative properties, i.e.
what the system should not do, which is hard to show by testing.

Based on our case studies thus far, we recommend that more
attention is put into testing boundary values of systems, manual
actions, and hardware failures. The test cases should focus more
on covering various timed sequences of inputs rather than only
increasing combinatorial coverage. In function block based
designs, parts using non-standard function blocks should be
analyzed more rigorously.

5. Discussion

As we have been able to reveal hidden design errors in our
case studies, model checking has been increasingly used as part of
the verification and inspection process in the Finnish nuclear
sector. The power companies and the nuclear safety authority
have been supporting the development and application of model
checking methods right from the beginning of our work. Integrat-
ing model checking more closely to the development, licensing
and qualification processes of systems could be very beneficial. It
would lead to verifying nuclear safety systems in a more formal
fashion, and the potential faults in the systems could be found
earlier in the system lifecycle.

Despite the clearly demonstrated benefits of using model
checking, it is still not widely in use for verification of safety-
critical systems. The reasons for this are: (1) amount of resources
needed to apply model checking, (2) lack of confidence in the
model checking results, and (3) lack of support in relevant
standards and regulations. In what follows, we discuss these
issues and give recommendations to improve the situation.

5.1. Model checking effort

In many cases model checking is not used simply because of
the assumed high volume of human resources needed for the
adoption and use of the method. Compared to effort needed for
the industrial deployment of some other formal methods, how-
ever, model checking requires relatively little training and human
resources. In model checking, the modeler does not have to
understand how the model checking tool itself works. It suffices
to be able to generate a model of the system. If methodology
exists for modeling a certain type of system, a new model can be
created quite quickly. Based on our experience, a moderate sized
function block based design can be modeled and analyzed within
five working days. The required effort naturally depends on the
complexity of the design. Also, if a model already exists, it is easy
to modify it according to changes made in the system, or analyze
new properties of the system. However, in cases where conven-
tional modeling methodology is not readily available, such as
in the UPS case study, the required modeling effort may be
substantial.

To improve the cost-effectiveness of the method, we recommend
improving the model checking process by automated model crea-
tion. This reduces the manual effort required for modeling and cuts
the costs of correcting errors that would otherwise be found later
in the product lifecycle. The approach would also significantly
reduce the number of human errors in modeling. Integrating a
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model checking tool into the semantic modeling and simulation
platform Simantics is one step in this direction [35]. The semantic
approach of Simantics enables automatic conversion of function
block based design models to the format required by a model
checking tool.

5.2. Increasing confidence in the model checking results

The model checking method is not as fully developed as
traditional V&V methods, and the correctness of the model, the
temporal specifications checked and the tool used can be ques-
tioned if these issues are not addressed. This lack of confidence in
the model checking results limits the use of the results in the
licensing and qualification processes of systems.

More confidence in the results of model checking can be
achieved with a well-defined and documented process of using
the method, as well as ensuring that no mistakes are made in the
model checking process. This includes ensuring the correctness of
the tool, the model, and the specifications.

When a property of a system does not hold, model checking tool
produces a counter-example. It is then rather straightforward to
validate the counter-example, by testing for example. Thus, the
correctness of the model checking result is easy to ensure when a
fault is discovered. However, model checking tools do not provide
counter-examples when a property is satisfied and the model is
considered to function according to the specification. This is proble-
matic, because it is difficult to be assured of the correctness of the
claim. An error in the model, model checking tool or specification
could cause an erroneous response from the tool. Absence of errors is
difficult to show, but all issues concerning the correctness of the
model checking result should be addressed in some way.

Model checking is a method that is capable of exhaustively
analyzing whether a system is according to its specification. As it
is with all verification methods, absolute certainty of the correct-
ness of the system can never be achieved with model checking.
However, the reliability of the result can be increased through
various means up to a certain point.

It is obvious that reviewing (inspecting) the model and the
specification is beneficial, but reviews cannot prove the correctness
of systems. In order to increase confidence in the model, we
recommend model checking additional properties of the model, and
verifying that the outcomes match the expectations of the modeler.

The temporal logic formulas checked must represent the
original specifications of the system. Not only is it difficult to
formalize specifications, but often the natural language specifica-
tions themselves are incomplete or ambiguous. Correct formali-
zation of properties can be facilitated by training, and review
work, as well as using temporal logic requirements debugging
tools [26]. Other possible means of improvement are the use of
specification patterns, the use of demonstrative tools and syntac-
tic/semantic analysis of the formula.

Confidence in the tool itself can be supported by certification,
reverse-engineering and cross-checking with another model
checker [27]. The common position of nuclear regulators [24]
also states that previous operational usage can be used to validate
a tool. These approaches, however, are usually not feasible in
many practical cases. In our experience, cross-checking the
results with another model checker is the most feasible approach.
There are attempts [28,29] to combine model checking with
theorem proving. This approach can be used to automatically
generate a deductive proof when a model checking tool reports
that the specification holds. This proof could then be mechani-
cally checked by either humans or simple proof checking algo-
rithms. Even though theorem proving is time consuming and
labor intensive and these methods are not yet in routine

production use, the approach could be significant in the future
due to the strengths discussed above.

Elaborate documentation increases confidence in correct appli-
cation of model checking. We recommend that in order to make the
model checking results more credible, more effort should be put in
the justification of the selected abstraction level, and the conse-
quences of the selected assumptions in the model. Discussion of the
errors that are left outside the analysis should also be included.
Furthermore, the measures taken to ensure correctness of the
model checking process should be addressed in the documentation.

The common position of nuclear regulators [24] has similar
guidelines for formal methods. It requires that the system
boundaries are defined and selection of methods is justified.
The common position also requires the formalisms and methods
to have been previously used in a related application, and requires
a syntactical verification of the formal descriptions. These matters
should be part of the documentation of model checking results to
make them more credible for the safety demonstration.

Another recommendable addition to the documentation of the
results is suggested in [25], which proposes that a positive reply
of the model checker be accompanied by two additional simu-
lated paths: an interesting witness path, which attempts to
demonstrate that the specification can be satisfied non-vacuously,
and a non-interesting witness path, which is a path that is not
covered by the specification. These additions can demonstrate the
meaning of the specification in the model, and the behavior that is
beyond the scope of the specification.

5.3. Requirements in standards

In the nuclear domain, IEC 60880 [30] mentions model checking
as a complementary method for software verification. The more
generic IEC 61508 [31] recommends the use of model-based testing,
semi-formal and formal methods based on the intended safety
integrity level. The use of software verification tools to support the
verification process of safety-critical software is generally recom-
mended (but not required) in software standards. The reason for such
mild requirements for using formal methods is probably that until
recently their use has not been feasible for industrial sized systems.

In our case studies, the found errors were not discovered prior
to model checking. Thus there is definite advantage in the use of
formal methods. However, it is difficult to mention any specific
requirements that should be added to the current safety stan-
dards based on our case studies. The reason is that the standards
are so generic by their nature. Because of the conservative view in
standards, the introduction of new techniques is difficult in
general. However, now that the potential of model checking has
been demonstrated, its use should be somehow encouraged.

Our opinion is that the integration of model checking techniques
to the current certification process can be enhanced by using the
safety case approach, allowing model checking as an alternative
method for compliance in the standards, and by adding require-
ments on how the methods should be used in a systematic manner.

The safety case approach (see e.g. [42]) for certification enables the
use of formal methods based evidence, since the claim–argument–
evidence structure of the safety case is not dictated by regulation.
If the standards-based approach for certification is used, the standard
could encourage the use of formal methods by relieving the require-
ments set for other verification methods if a particular property is
shown by e.g. model checking. In the aviation domain standard DO-
178B [41], such alternative methods for compliance are allowed for
some objectives. Finally, the common position of nuclear regulators
[24] gives more specific practical requirements on how formal
methods should be utilized, but these requirements are not obliga-
tory. It would be useful if the key standards in safety-critical domains
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would give similar guidance on a systematic and well-defined process
of using formal methods.

6. Conclusions

Complex digital systems are increasingly being used to imple-
ment safety-critical systems. This presents new challenges for
verification. Systems with multiple inputs, memories inside the
system design and time-dependent behavior are impossible to
test or simulate exhaustively. To address this problem, model
checking has been applied to analyze several safety-critical
industrial systems.

This work shows that model checking is an applicable and
scalable method for the analysis of medium-sized industrial
systems. Two case studies were presented, in which an error
was detected. The scalability of model checking derives mostly
from efficient algorithms but modeling methodology plays a big
part in achieving sufficient scalability and thus applicability. The
main contribution of the paper is the development of systematic
methodology for modeling function block based system designs
using two model checking tools: NuSMV and UPPAAL. Our
modular methods for function block based models decrease the
modeling effort. In addition, the abstractions made on the
environment models simplify the verification of the system, while
resulting in safe model checking results.

There are clear benefits in using model checking. Our experi-
ence shows that the method can effectively be used to find hidden
erroneous behaviors that are typically not taken into account in
system design or test specification. Based on the found errors, we
recommend that more attention is put into testing various timed
sequences of inputs rather than increasing combinatorial cover-
age in tests. The test cases should focus more on boundary values
of systems, manual actions, and hardware failures.

Despite the clearly demonstrated benefits of using model
checking, it is still not widely in use for verification of safety-
critical systems. In our opinion, this is due to the seemingly high
effort in the adoption and use of the method, and the lack of
confidence in the results of the analysis.

In order to reduce the effort required to perform model
checking, we recommend improving the model checking process
by automated model creation. The measures taken to ensure
correctness of the used tools, modeling abstractions, the checked
specifications, and the model checking process should be system-
atically addressed in the documentation.

Regarding the requirement in standards, the current stan-
dards-based certification process could be enhanced by allowing
model checking as an alternative method for compliance in the
standards, and by adding requirements on how the methods
should be used in a systematic manner. An alternative certifica-
tion approach based on a safety case would also allow relatively
novel methods to be used more extensively.

To further improve the applicability of the method, we plan to
develop modeling methodology for large distributed systems. Our
future research subjects include applying compositional model
checking techniques and assume-guarantee reasoning to enable
the analysis of large complex systems, developing more systema-
tic methodology for asynchronous distributed systems and
expanding our models modularly by adding fault models to them.
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Abstract. Digital instrumentation and control (I&C) systems contain-
ing programmable logic controllers are challenging to verify. They enable
complicated control functions and the state spaces (number of distinct
values of inputs, outputs and internal memory) of the designs easily be-
come too large for comprehensive manual inspection. Model checking
is a formal method that can be used for verifying that systems have
been correctly designed. A number of efficient model checking systems
are available which provide analysis tools that are able to determine au-
tomatically whether a given state machine model satisfies the desired
safety properties. However, model checking of large complex systems is
often quite infeasible. In this paper, we present a compositional mini-
mization technique for abstracting large modular function block based
systems. We have applied the abstraction technique to the verification
of a safety-critical emergency diesel generator control system. The sys-
tem is so large that the non-abstract model could not be model checked
within reasonable resources. Using the abstraction technique we man-
aged to verify several universal properties of the system and were able
to discover errors in the system designs. The abstraction technique is
intended as a basis for an iterative abstraction refinement framework.

Key words: model checking, verification, validation, compositional
minimization, diesel generator

1 Introduction

Verification of digital instrumentation and control (I&C) systems is challenging
because programmable logic controllers enable complicated control functions and
the state spaces (number of distinct values of inputs, outputs and internal mem-
ory) of the designs easily become too large for comprehensive manual inspection.
Design verification is a key task in the design flow, because it can eliminate tricky
design errors which are hard to detect later in the development process and are

mailto:ilkka.niemela@aalto.fi
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very expensive to repair, often leading to a major redesign and reimplementa-
tion cycle. Typically, verification and validation (V&V) activities rely heavily on
subjective evaluation, which covers only a limited part of the possible behaviours
of the system, and therefore more rigorous formal methods are required.

Model checking [1] is a formal method that can be used for verifying the cor-
rectness of system designs. It has been used in verifying the correct behaviour of
e.g. hardware and microprocessor designs, data communications protocols and
operating system device drivers. A number of efficient model checking systems
are available which provide analysis tools that are able to automatically deter-
mine whether a given state machine model satisfies given specifications. Model
checking can also handle delays and other time-related operations, which are
crucial in safety I&C systems and challenging to design and verify.

Model checking has been successfully applied to the verification of individual
nuclear domain safety I&C systems, see e.g. [2]. In the nuclear domain, however,
it is common to cope with hardware failures by implementing several diverse
systems that execute the same physical function using different design, software
and/or hardware. Because of this, it may be necessary to examine these systems
simultaneously, because they might influence the same physical parameters. This
requirement leads to very large models that are too complex to model check
within reasonable resources.

This paper introduces the development of a compositional verification ap-
proach for model checking large system designs. The approach is utilized in the
analysis of a case study concerning the control system of an emergency diesel
generator. In our technique the system is divided into modules. Based on the
specification, some system functionality may be irrelevant and can be left out of
the model. Abstractions of the model are created by replacing a subset of the
modules with non-deterministic interface modules similar to the compositional
minimization approach [3]. A more detailed description of the work can be found
in a technical report [4].

The rest of the paper is structured as follows. Section 2 introduces related
work. Section 3 provides background information on model checking methodol-
ogy. Section 4 describes the emergency diesel generator control system and some
of its main requirements. Section 5 introduces compositional minimization as
an approach for large modular function block based systems. Finally, Section 6
sums up the results and findings concerning the emergency diesel generator case,
and Section 7 concludes the paper.

2 Related Work

The general idea in compositional verification is to break down the specification
into several specifications describing the behaviour of individual components
or modules of that system. Checking these local specifications is usually more
feasible, and if the conjunction of the local properties implies the original speci-
fication, it is possible to deduce that the entire system satisfies the specification
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as well. Many of the techniques [5, 3] require that the system is composed of
interconnected modules.

Many approaches to compositional verification exist. These techniques in-
clude compositional minimization [3], assume-guarantee reasoning [6, 7] (includ-
ing circular reasoning techniques [8]), partitioned transition relations [9] and lazy
parallel composition [5].

In compositional minimization [3] the system is abstracted using reduced
versions of some of the system’s modules. The idea behind the compositional
minimization is that not every part of the logic is necessarily required in order
to verify a property. The reduced modules, or ’interface modules’, are abstracted
away from their intrinsic functionality, so that the modules’ behaviour is com-
pletely non-deterministic, making the verification significantly more efficient. In
this work we have applied the concept of compositional minimization to the
analysis of function block diagrams by model checking. We have also developed
semi-interface modules that preserve some of the modules’ functionality.

3 Model Checking

Model checking [1, 10, 11] is a computer-aided verification method developed to
formally verify the correct functioning of a system design model by examining all
of its possible behaviours. The models used in model checking are quite similar to
those used in simulation, as basically the model must describe the behaviour of
the system design for all sequences of inputs. However, unlike simulation, model
checkers examine the behaviour of the system design with all input sequences
and compare it with the system specification. In model checking, at least in
principle, the analysis can be fully automated with computer-aided tools. The
specification is expressed in a suitable language, temporal logics being a prime
example, describing the permitted behaviours of a system. Given a model and
a specification as inputs, a model checking algorithm determines whether the
system has violated its specification. If none of the behaviours of the system
violate the given specification, the (model of the) system is correct. Otherwise,
the model checker will automatically give a counter-example execution of the
system demonstrating how the specification has been violated.

We have used the model checker NuSMV [12, 13], which was originally de-
signed for hardware model checking. NuSMV is a state-of-the-art symbolic model
checker that supports synchronous state machine models where the real-time
behaviour must be modelled using discrete time steps. NuSMV supports model
checking using both Linear Temporal Logic (LTL) and Computation Tree Logic
(CTL) [1] making it quite flexible in expressing design specifications. The model
checking algorithms employed in this work are based on symbolically repre-
senting and exploring the state space of the system by using Binary Decision
Diagrams (BDDs) [14, 15]. In addition, SAT-based (Propositional Satisfiability)
bounded model checking [16] is also supported by NuSMV [17] for finding bugs
in larger designs.
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4 Description of the Emergency Diesel Generator Control
System

4.1 Emergency Diesel Generator Control

The case study is based on high-level design documentation of the control system
that does not take into account the redundant implementations of the system
and related voting logic that will be realised in the final system. This work
focuses on the control logic of the diesel generator system that is represented as
function block diagrams.

The purpose of the emergency diesel system is to provide reserve power in
case the primary power supply fails. Emergency diesel systems are used in e.g.
nuclear power plants where it is essential that safety systems are constantly
connected to a power supply. In case of a black out or a disturbance in the
main power supply, the diesel generators can be quickly turned on to keep the
necessary devices available.

The inputs of the diesel control system logic include voltage and frequency
measurements, operator commands, check-back signals and measurements of the
conditions of the diesel generator. The outputs of the logic are control signals for
the diesel generator, the breakers, cooling systems and load protection signals
for several pumps and other devices, for which power can be supplied by the
diesel generator.

In addition to the function block diagrams, parts of the system environment,
i.e. the expected diesel functionality, the busbar and the related breakers are
also included in the model. Figure 1 illustrates the high level architecture of the
electrical connections of the system. One of the control system’s objectives is
to connect the busbar to an available power supply. Typically only one power
source is connected to the busbar.

Fig. 1. The high level architecture of the electrical connections.

There is a large amount of logic related to the diesel generator control. The
system analyzed here covers 10 different control functions, including functions
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related to the activation of the diesel generators, operation of the diesel genera-
tors, protection of the diesel generators, and voltage and frequency regulation. In
addition, some functions are diverse implementations of other functions. In most
cases each function was modelled as a separate module. Due to non-disclosure
agreements, the more detailed system descriptions are not presented.

4.2 System Requirements

Based on general system requirements, a list of detailed requirements was created
and verified. However, the detailed requirements and temporal logic specifica-
tions are not covered in this paper due to confidentiality issues. The checked
specifications were based on the following general system requirements:

1. If there is a reason to start the diesels, they will be started, and they will
eventually feed power to the busbar.

2. When the diesels are started, a specified starting sequence is followed.
3. Loads are connected to the diesels according to a specified loading sequence.
4. The diesels take a few seconds to reach their operating speed. No loads

should be connected to the generators during this time.
5. The connections to the busbar are controlled by several breakers as illus-

trated in Figure 1. The breakers should be operated in a safe fashion.
6. The control of the diesels is realised by several diverse systems. The priori-

tisation of the different systems’ signals must be correct.
7. There should be no race conditions.

5 Abstracting Large Modular Models

It is possible that only a small part of the model is needed in order to verify a par-
ticular specification. It should be possible to easily leave some parts of the model
outside examination. We achieve this through compositional minimization.

In our approach, function block diagrams are modelled as follows. A function
block library is first written that consists of descriptions of all individual function
blocks. In addition to Boolean operations, function blocks may realize more
complicated functions using memories, such as flip-flops or various timers. The
function blocks handle signal status information as well. Every signal carries a
status bit that is used to mark the signal faulty. A faulty signal can affect the
function block operation.

A function block diagram is modelled as a module that has a set of inputs, a
set of outputs, and a set of function blocks that are instantiated from the function
block library. A very simple example function block diagram is presented in
Figure 2. It has three inputs, two outputs, and two AND function blocks.

The corresponding NuSMV model consists of a function block description
of the AND function block, and the description of the function block diagram
that instantiates the AND blocks. These two modules are presented below. In
addition to the presented modules the main module of the model is needed.
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Fig. 2. An example function block diagram.

MODULE AND_FB(input1, input1_status, input2, input2_status)

DEFINE

output1 := input1 & input2;

output1_status := input1_status | input2_status;

MODULE example_diagram(input1, input1_status, input2,

input2_status, input3, input3_status)

VAR

AND1 : AND_FB(input1, input1_status, input2, input2_status);

AND2 : AND_FB(AND1.output1, AND1.output1_status,

input3, input3_status);

DEFINE

output1 := AND1.output1;

output2 := AND2.output1;

output1_status := AND1.output1_status;

output2_status := AND2.output1_status;

The function block diagrams are modelled as modules as described above. In
our compositional minimization approach a subset of these modules are replaced
with abstract versions. The abstract version can be either a completely non-
deterministic full-interface module or a semi-interface module that contain parts
of the original logic of the modules. An abstraction of the system model is created
by selecting the abstraction-level of each module that describes a function block
diagram. The full-interface abstraction and the semi-interface abstraction are
described below.

A full-interface module contains no function blocks, and the outputs of the
module are defined simply as free non-deterministic variables. Definition of the
output variables as free variables is a complete over-approximation of the module,
i.e. no restrictions on the behaviour of the module are set. A set of full-interface
modules can be manually written in parallel with the model construction process.
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Below is the full-interface module of the function block diagram in the running
example.

MODULE example_diagram_interface(input1, input1_status, input2,

input2_status, input3, input3_status)

VAR

output1 : boolean;

output2 : boolean;

output1_status : boolean;

output2_status : boolean;

In semi-interface modules some function blocks are non-abstract, and some
are approximated by ’interface function blocks’. Interface function blocks are
dummy function blocks, the outputs of which are defined as free variables. For
easy utilisation, an interface function block library was created.

The semi-interface module is created as follows. The abstraction parame-
ters are a set of module outputs and the depth n of the abstraction. A program
slicing method is then used to select a subset of function blocks that remain non-
abstract. Other function blocks are transformed into interface function blocks.
The program slicing method handles the function block diagram as a dependency
graph, in which the signals between function blocks indicate one-way dependen-
cies. Starting from the defined outputs, the program slicing method travels that
dependency graph for n steps in a breadth-first manner, and selects the function
blocks that are encountered. In our running example a semi-interface module
could be created by replacing one of the AND blocks with an instance of an
interface AND block. The model code for the interface AND block is below.

MODULE AND_FB_interface(input1, input1_status, input2,

input2_status)

VAR

output1 : boolean;

output1_status : boolean;

In our previous models, e.g. in [2], abstracting away from some functionality
of a large system required a lot of manual effort. This work is reduced to selecting
an abstraction level for each module. The model can then be generated using a
simple computer script.

An example of a model configuration is shown in Figure 3. The model in
the figures consists of five modules. Each of these modules has a set of func-
tion blocks. The function blocks are depicted as boxes, where grey boxes stand
for non-abstract function blocks and white boxes stand for interface function
blocks. The figure presents a configuration of one non-abstract module, one semi-
interface module and three full-interface modules.

As the abstract model can be easily compiled, the remaining questions are: 1)
How is the abstraction used to deduce whether a property is true in the accurate
non-abstract model? 2) How can the correct configuration of modules be found,
that both allows a property to be verified and is computationally manageable?
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Fig. 3. A model configuration of one non-abstract module, one semi-interface module
and three full-interface modules.

The first question can be answered when the examined system property is a
universally quantified property, i.e. properties of LTL and ACTL*. If a universal
property is true in a model configuration, in which some of the modules are
replaced by interface modules, the same property is also true in the accurate non-
abstract model. Interface modules are over-approximations, i.e. they have more
behaviour than the regular non-abstracted modules. If a model configuration
that uses these interface modules cannot produce undesired behaviour (violate
the checked property), then the accurate model also cannot violate the property.

If a universal property is false in a model configuration containing interface
modules, it should be determined whether the violation of the property is feasible
in the non-abstract model, or if the violation is caused by the interface modules.
If the property is violated because of the behaviour of the interface modules,
a new refined configuration of interface modules and non-abstracted modules
should be selected for further analysis.

Regarding the second question, an automatic method for the selection of the
model configuration (similar to [18]) can be created, and thus the verification of
large systems can in many cases be automated based on an iterative algorithm.
In this work the model configuration is selected manually, but the abstraction
technique is intended as a basis for an automatic iterative abstraction refinement
technique. We have already experimented with various automatic methods but
this work is not part of this paper.

6 Results and Findings

The emergency diesel generator control system was modelled with the NuSMV
model checking tool. The NuSMV model consists of nine modules representing
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the ten system functions (two functions were merged in to one module), a func-
tion block library and four modules representing the environment of the system.
In addition, interface modules were created for each module (14 modules). For
the purpose of using semi-interface modules, an interface function block library
was also created. The NuSMV model has 2200 lines of code, including tests and
comments. This does not include code for the interface modules (680 lines) or
the interface function block library (230 lines).

Several properties of the diesel control system were analysed by model check-
ing. The non-abstract NuSMV model is so complex that properties cannot be
checked on the non-abstract model using a practical amount of time or memory.
Fortunately, most of the examined properties in this case study can be verified
by using model configurations in which only one or two non-abstract modules are
present, and other modules are replaced with interface modules. The required
model configuration is case-specific. Some properties, however, require the in-
clusion of several modules. When several modules are required for verification,
semi-interface modules can be used to further avoid state space explosion. In
what follows, we present an example of a true property of the system, and an
example of an error that was found in the system design.

6.1 True Property Verification

One of the system requirements states that there should be no race conditions.
For a particular device controlled by the system this means that it should not be
possible to drive the device on and off at the same time by different functions.
The device can be controlled by two functions that communicate with each
other. These functions were modelled as two modules: Module1 and Module2.
The systems operate erroneously if they produce conflicting control signals that
are not marked as faulty (by their respective status bits). The resulting temporal
logic formula was then:

G !(Module1.Device_ON & not Module1.Device_ON_Fault_status &

Module2.Device_OFF & not Module2.Device_OFF_Fault_status).

The property cannot be verified in the full model because of the state explo-
sion problem. In order to verify the specification we created a model configura-
tion in which the two related modules were included in addition to two other
modules describing the behaviour of the diesel devices (Module3 and Module4).
Other modules of the model were replaced with their respective interface mod-
ules. Later it was noticed that a smaller model configuration suffices to prove the
property: the diesel behaviour (Module3 andModule4) is irrelevant to the proof,
and these modules can also be replaced with interface modules. The verification
times and state spaces in these different model configurations are presented in
Table 1. The state space for the full non-abstract model could not be calculated
in reasonable time. The runs were performed on a PC with Inter Core i7 Q740
processor and 3 GB of RAM. For model checking, NuSMV version 2.5.4 was
used.
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Table 1. Verification times and state space sizes in various model configurations

Model Time Mem (MB) Reachable state space /
Full state space

Full model > 2 h > 124 - / -
Modules 1, 2 29 s 54 6.5× 1080 / 1.7× 10117

Modules 1, 2, 3, 4 690 s 68 1.5× 1079 / 2.2× 10119

6.2 Found Errors

The analysis of some system properties resulted in counter-examples on the ab-
stract models. In order to check whether these counter-examples were spurious,
we ran bounded model checking on the full model using the counter-example
length as the bound. Counter-examples that could be produced in the full model
were interpreted as real system design errors. Some of these violations could be
explained by the generality of the design documentation, i.e. the level of detail
used in the design documentation did not fully include signal status handling.
Other findings were related to the timing issues of the logic. In what follows, an
error in which two consecutive operational sequences interfere with each other
is examined in more detail.

A design error was found, in which a certain control sequence of the diesel
is disrupted and restarted rapidly. This results in unwanted behaviour since the
first sequence has not ended properly before the second sequence starts.

Part of the logic causing an overlapping sequence is illustrated in Figure 4.
The logic consists of a set-reset flip-flop, two TON timer blocks (8 s, 30 s), a
time pulse function block (10 s), AND-block and an OR-block. The logic intends
to carry out a starting sequence of alternating signals given to a device. The
sequence is specified so that first the ON-signal is given for 8 seconds, and then
the OFF-signal is given for 10 seconds. After the OFF-signal, the ON-signal is
given again for 12 seconds.

The intended sequence may be interrupted by the Reset signal but the inter-
rupt should occur in a safe way. In particular, it is expected that the ON-signal
is not given continuously for long periods of time, since this might be harmful
to the device. To check for unnecessarily long control periods we implemented
an observer variable in the model that counted the time that the ON-signal had
been set. Then we checked whether the counter variable could reach a value of
greater than or equal to 20 seconds using the temporal formula:

G (counter < 20)

When this property was examined by model checking, a counter-example was
found in which the ON-signal is continuously set for 22 seconds. This behaviour
occurs when the starting sequence is reset and quickly restarted just after 8
seconds after the first Start signal. This way the time pulse block is not reset,
which interferes with the newly restarted system behaviour. In particular, the
time pulse will not be re-initiated because the time pulse function block does
not detect the rising edge from the 8 s TON-block.
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Fig. 4. Part of the logic related to overlapping sequences.

7 Conclusions

In this paper we have introduced an abstraction technique for model checking
large modular function block based systems, in which abstractions of the model
are created by replacing a subset of the modules with non-deterministic interface
modules. We have applied the technique and the NuSMV model checking tool
to the analysis of an emergency diesel control system.

The developed abstraction technique allows the model checking of large sys-
tems that otherwise can not be examined as quickly and smoothly. In the case
study we were able to verify several safety properties of the system that could not
be verified without the abstraction. We also found errors in the system design.

The compositional verification technique used here significantly reduces the
manual work required for modelling, and reduces the required verification time
of the model. The technique can be further automated to ease the analysis of
large systems. The work described here is intended as a basis for an iterative
abstraction refinement tool that can automatically select a suitable model con-
figuration that is computationally feasible but at the same time describes the
system to be analyzed with enough detail to enable verification of the selected
property. The results of the model checking tool can be used for selecting such
a configuration.

The benefit of the method is dependent on the checked temporal property.
Only universal properties can be examined with the current methodology. Also,
all properties may not be checked with the method because some properties
are dependent on a large portion of the logic and, thus, verifying the property
requires the inclusion of too many modules.

Future work includes the development of the iterative abstraction refinement
tool, extending the methodology to cover liveness properties, and developing
asynchronous modelling methodology. Our current NuSMV modelling technique
is based on the assumption that the communication between different functions
is synchronized. The assumption is, however, false since the functions are often
implemented on separate decentralised processors. We have previously analysed
asynchronous phenomena using timed automata (see e.g. [4] ). Similar method-
ology would be useful also in the context of our NuSMV models.
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a b s t r a c t

Digital instrumentation and control (I&C) systems are increasingly used in the nuclear engineering domain.
The exhaustive verification of these systems is challenging, and the usual verification methods such as
testing and simulation are typically insufficient. Model checking is a formal method that is able to
exhaustively analyse the behaviour of a model against a formally written specification. If the model checking
tool detects a violation of the specification, it will give out a counter-example that demonstrates how the
specification is violated in the system. Unfortunately, sometimes real life system designs are too big to be
directly analysed by traditional model checking techniques. We have developed an iterative technique for
model checking large modular systems. The technique uses abstraction based over-approximations of the
model behaviour, combined with iterative refinement. The main contribution of the work is the concrete
abstraction refinement technique based on the modular structure of the model, the dependency graph of the
model, and a refinement sampling heuristic similar to delta debugging. The technique is geared towards
proving properties, and outperforms BDD-based model checking, the k-induction technique, and the
property directed reachability algorithm (PDR) in our experiments.

& 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Digital instrumentation and control (I&C) systems are increasingly
used in the nuclear engineering domain. The exhaustive verification
of these systems is challenging, and verification methods such as
testing and simulation are typically insufficient.

Model checking [1,2] is a formal method that is able to exhaus-
tively analyse the behaviour of a model against formally written
specifications. If the model checking tool detects a violation of a
specification, it will give out a counter-example that demonstrates
how the specification is violated in the system.

In this work, we are primarily using the model checker NuSMV
2.5.4 [3], which was originally designed for synchronous digital
hardware model checking. The NuSMV model checker does not have
a notion of continuous time but instead the timing elements in our
models are modelled with discrete time steps using explicit counter
variables. In NuSMV, the formal correctness specification can be
written as a simple state invariant clause that should hold in each
individual reachable state of the system, or in a more complex
specification language such as the Linear Temporal Logic (LTL) and
the Computation Tree Logic (CTL) [1,2]. In addition to NuSMV, we also
utilise another model checking tool called ABC/ZZ by Niklas Eén [4].

Since our models are written in the NuSMV modelling language, we
translate the NuSMVmodels into the AIGER format [5] used in ABC/ZZ.

The specifications used in this work are formalised as state
invariant specifications, but we are exploiting a procedure compatible
with our approach that reduces LTL property model checking into
state invariant model checking [6], thus enabling all LTL properties to
be model checked.

The classical algorithm for model checking state invariant
specifications is based on symbolically representing and exploring
the reachable state space of the system by using Binary Decision
Diagrams (BDDs) [1], which are a highly efficient data structure for
representing and doing operations with large state spaces. Another
way to check state invariants is to use a propositional satisfiability
solving (SAT)-based approach. This line of work employs a proposi-
tional satisfiability solver in a bounded model checking (BMC)
procedure [7,6], which looks for counter-examples shorter than a
user provided maximum length, called the bound. An advanced
variant of this procedure we employ in this work is called
k-induction [8,9]. In that approach the state invariants are proved
using induction, and the base step and the induction step of the
proof are basically reduced to bounded model checking problems.
Another SAT-based technique for checking safety properties is the
IC3 algorithm by Bradley [10], also known as property directed
reachability (PDR). The technique inductively searches for an
invariant that holds in the initial state and implies the examined
specification.
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The traditional model checking algorithms including the ones
described above have been successfully used to analyse individual
nuclear domain safety I&C systems, see e.g. [11,12], as well as satellite
onboard software designs [13]. However, in the nuclear domain it is
common to cope with hardware failures by implementing several
subsystems that execute the same physical function using design
diversity in software and/or hardware. It may be necessary to examine
these diverse subsystems simultaneously, e.g. because the specifica-
tions may in fact cover their combined behaviour, and to also
additionally check that the diverse subsystems have no unintended
interactions. Unfortunately, the currently available classical model
checking methods by themselves do not always scale to analysing
these large and complex combined systems. In our experience, the
Binary Decision Diagram (BDD)-based techniques by themselves have
proven to be inadequate in the analysis of our models in some of these
larger system configurations. The alternative SAT-based bounded
model checking (BMC) techniques [7,6] can often find counter-exam-
ples in many large systems. Some BMC techniques such as the
k-induction technique [8,9], and the PDR algorithm [10] can prove
properties, but in our experience the necessary CPU time and memory
needed for a proof can make the verification impractical for many real
life designs.

One classical approach to avoid the scaling problem is to use
abstraction. Intuitively, abstraction is the act of simplifying a model
with the intention of making the verification of the model more
efficient, whereas adding more detail to the model is called a
refinement. In systems where multiple diverse subsystems are pre-
sent, the whole system functionality is rarely needed to verify a
system property. Depending on the exact specification some sub-
systems or parts of subsystems may be irrelevant for proving the
specification, and can be abstracted. The abstractions we use in this
work are over-approximations. Over-approximation techniques tend
to relax constraints, e.g., by allowing a variable to also have values
that are not realistic. Over-approximation leads to a model that has
more behaviour but can be less complex to analyse. Because of the
possible unrealistic behaviour in the model, over-approximation can
lead to spurious counter-examples. [14] Since the over-approximated
model has more behaviour than the concrete model, the correctness
of the resulting abstract model implies also the correctness of the full
model when universal properties such as state invariants are
examined.

Unfortunately, creating such an abstract model for each checked
specification is non-trivial and requires a lot of manual work,
becoming tedious and thus also error prone. For the best efficiency
gains, the abstraction is tailored for each specification separately.

In this paper, we describe how these kinds of over-approximating
abstractions can be created fully automatically by using an iterative
abstraction refinement technique exploiting the modular structure of
the system. Our technique will (i) significantly reduce the amount of
manual work needed to create these abstractions, (ii) prove the system
correctness based on verification runs automatically performed on
these abstractions, and (iii) reduce the overall computational effort
required for model checking, enabling the model checking of larger
system models. Our approach is designed to be efficient at finding
proofs for properties, as we expect most of the designs at this stage of
inspection to actually be correct. For all properties that hold, the
algorithm will find some abstraction of the system.

In our technique, we require that the system is structured into
modules. Abstractions of the model are created by automatically
replacing a subset of the modules with stubs that can at each time
point non-deterministically give any value from any of their outputs.
These simplified modules are called interface modules. This approach
is similar to the compositional minimisation [15] technique.

In iterative abstraction refinement an initial abstraction is first
generated and model checked. If the examined property produces a
counter-example, the model is refined and the resulting new model is

verified again. The process is continued until the property is proved or
no further model refinement is possible.

In the model checking step of our abstraction refinement techni-
que three model checking algorithms (BDD-based, k-induction, PDR)
are run in parallel in a portfolio-based manner, similar to what is
described in [16].

The abstractions in our technique are refined using a two-phase
procedure. First, in the preliminary refinement phase, we obtain a
computationally manageable subset of the modules in which the
previously found counter-example becomes infeasible. This part of the
refinement procedure is based on traversing the dependency graph of
the modules. After the preliminary refinement phase we attempt to
minimise the size of the needed model refinement using an iter-
ative sampling procedure similar to delta debugging. Delta debugging
[17,18] is originally a technique for isolating failure causes of software
errors automatically. The techniqueworks by systematically narrowing
down failure-inducing circumstances until a minimal set remains. In
our work we use the same principles in order to minimise the size of
the refinement. The feasibility of the candidate refinements is repeat-
edly checked during both model refinement phases. These feasibility
checks are performed using k-induction [8,9] to see whether the
spurious counter-example of length k has been removed.

We have tested our technique, and report experimental results
from verifying two different systems with it. The first system is a
fictional case study that consists of two diverse safety systems. The
fictional system is used to demonstrate the technique in practice, and
to show more detailed examples of the system implementation. The
second system is an actual industrial emergency diesel generator
control system that is used for evaluating the performance of our
technique on a real life system. The system is safety-critical, as
emergency diesels are used e.g. in nuclear power plants to provide
electricity in case of power failures. In both case studies we have
compared our technique against three other model checking
approaches: classical BDD-based model checking, SAT-based k-induc-
tion, and PDR-based model checking. In the comparisons these
approaches used the full concrete model for verification. The results
show that for most of the properties our technique is able to find a
proof of correctness of the system more efficiently than the other
three approaches.

2. Verified systems

We have tested our algorithm by applying it on two case study
systems. The first is a fictional safety system we have constructed for
demonstration purposes. The other is a model of an actual emer-
gency diesel generator. The purpose of the emergency diesel model is
simply to provide some additional benchmark information on the
performance of the algorithm on a real-life industrial model.

2.1. Fictional system description

We have created a fictional system model for demonstration
purposes. The NuSMV model of the system is available online [19].
The fictional model consists of two safety systems. Safety system
1 reads temperature measurements and controls an actuator device (a
pump) if the measurements exceed a certain limit. Safety system 2 has
pressure measurements as input, and it controls two other actuator
devices. The systems are redundant, and the purpose of the pumps is
to cool down a process so that the temperature and pressure of the
underlying process remain sufficiently low.

The basic functionality in both of the safety systems is such that
if the measurements exceed the given limits, the safety system is
initiated and this fact is memorised. The safety systems are also
associated with particular timing sequences that are given to the
actuators when they are started.
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The system includes the manual control of the actuators as well.
The safety systems can cease to operate if the relevant input is no
longer above the limit and the operator presses a manual reset button.
In addition, the operator can stop and start the actuators manually
using push-buttons. Since this can lead to conflicting commands to the
devices, prioritisation logic is associated with each actuator. Manual
stop has the highest priority, manual start has the second highest
priority, and the start commands from the safety systems have the
lowest priority.

We have divided the system into 18 modules so that each module
encompasses a single function of the system. Each of the modules is
defined by a function block diagram. As an example, the function block
diagram realising the behaviour of module 11 is illustrated in Fig. 1.
The functionality of the other modules is defined in a similar manner.
The dependency graph of the fictional model is illustrated in Fig. 2. The
dependency graph tells how information flows between modules. For
example, module 11 represents a function block diagram that receives
its input from the output of module 9. The output of module 11 is used
by the module 13 as input. Safety system 1 is implemented in modules
2, 4, 6, 9, 11, 13 and 16. Safety system 2 is implemented in modules 3,
5, 7, 8, 10, 12, 14, 15, 17 and 18.

Both safety systems are associated with a certain timing sequence
(realised in modules 11 and 12). For example, the timing sequence
specified for safety system 1 in module 11 is to drive the actuator for
4 s, and thenwait for 10 s. If the input of module 11 is still set after this

the sequence is driven again. Module 12 drives the actuators (modules
17 and 18) for 30 s once when the command to initiate the safety
system 2 is received.

In our model, the actuators (modules 16, 17 and 18) can fail non-
deterministically, and cannot be repaired after a failure. An actuator
starts functioning after it has received a start command continuously
for a specified amount of time. The actuator also outputs a feedback
signal that implies whether a start command is being received.

The model has some internal feedback loops as well. The
simultaneous start of actuators 1 and 2 is forbidden. This mimics a
real life situation where simultaneous use would result in excessive
power usage. For this reason, the rising edge of the start signal of
actuator 1 prevents the simultaneous start of safety system 2, and vice
versa. Both safety systems can also be inhibited if some related
equipment has failed. Module 1 reads measurements indicating
equipment failures, including the failure of actuator 3. For example,
if the actuator 3 is broken, both safety systems are prevented from
giving the start command. Manual controls are not prevented.

The main requirements of the fictional system are described in
Table 1.

2.2. Real world diesel generator control system

For evaluating real world performance we use a model of an actual
emergency diesel generator control system. The emergency diesel
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Fig. 1. The function block diagram associated with module 11 of the fictional system.
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Fig. 2. An overview of the fictional model consisting of two different safety systems. The figure represents the dependency graph of the modules in the system.
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system provides reserve power in case of power loss. Emergency
diesel systems are used in e.g. nuclear power plants where it is
essential that safety systems are constantly connected to a power
supply. In case of a black out or a disturbance in the main power
supply, the diesel generators can be quickly turned on to keep the
necessary systems operational.

There is a large amount of logic related to the diesel generator
control. The analysed system covers 10 different control functions,
including functions related to the activation, operation, and protection
of the diesel generators, and voltage and frequency regulation. In
addition, some functions are diverse implementations of another
function that intend to increase the system's tolerance to failures.
Diverse functions perform the same physical function using a different
software or hardware design.

The control logic of the system was represented as function
block diagrams. We modelled the control logic in the NuSMV
modelling language. The model was created manually based on a
functional description of the vendor-specific function blocks used in
the design, and several function block diagrams describing the
system functions. Each of the system's functions, as well as the
system environment, was written as a separate module, resulting in
14 modules. The dependency graph of the model is presented in

Fig. 3. Details of the emergency diesel system are not presented
here due to non-disclosure agreements. A more detailed description
of the case study together with a manual compositional verification
approach for it can be found in a technical report [20].

3. Abstractions of large modular systems

3.1. Modelling methodology

We leave out the hardware and system level aspects, and focus on
modelling the design logic of the system. In our example cases the
design logic is implemented using function blocks. A function block
diagram consists of a set of function blocks and the connections
between the function blocks. Each function block diagram has a set of
inputs, some internal state, and calculates its outputs based on these
two. Inputs of a function block diagram can be connected to outputs of
other function block diagrams, or to the environment of the system.
For example, module 11 (presented in Fig. 1) has one input, one
output, two pulse function blocks, an AND gate, a NOT gate, and one
delay function block.

A function block based system is modelled so that a separate
function block library is first created that has all the declarations for
the function block types used in the system. A model of a function
block diagram then creates instances of these function blocks and
makes the connections between the inputs and outputs of the
function blocks. We allow the environment of the system to behave
freely and independently of the system under verification. Further
details on our modelling methodology can be found in [12,21].

3.2. Partition into modules

Our technique works with systems that can be easily partitioned
into modules. We also require that the modules are on a single level of
hierarchy, and that a module does not contain another module.

In the modelling phase there are several possible ways to split
the system into modules. In our example cases the modules
correspond to the function block diagrams of the system. The level
of coarseness of the models comes from the design of the industrial
systems. In the diesel generator control system the partition of the
system into function block diagrams was dictated by the actual
design process. In the fictional system, we tried to create a modular
partitionwith a similar level of coarseness so that it would resemble
real life industrial designs. The modular structure is also visible
in the NuSMV model of the system. Each module used in the
technique is implemented using one or more NuSMV modules. In
our implementation of the technique we use annotations in the
model to indicate which NuSMV modules correspond to the
modules used for abstraction in our technique. It would be inter-
esting to see whether changing the level of coarseness of the
modules can have influence on the performance of our technique.

Table 1
The main requirements of the fictional system.

Requirement Description

Requirement 1 If the temperature measurements surpass a limit value, safety system 1 is started
Requirement 2 If the pressure measurements surpass a limit value, safety system 2 is started
Requirement 3 Manual OFF command in module 6/7/8 stops the actuator 1/2/3
Requirement 4 Manual ON command in module 6/7/8 starts the actuator 1/2/3, unless the manual OFF command is received
Requirement 5 Whenever the inhibit signal of module 1 is true, the safety systems are not given a new start command in modules 9 and 10
Requirement 6 If the temperature measurement does not exceed the limit value, and operator reset is received from module 4, the memory in module 9 is reset
Requirement 7 If the pressure measurement does not exceed the limit value, and operator reset is received from module 5, the memory in module 10 is reset
Requirement 8 The priority of control commands in modules 13, 14 and 15 is Manual STOP, Manual START, Automation Start
Requirement 9 The start of the safety systems shall not occur simultaneously due to excessive power usage

Fig. 3. The dependency graph of the emergency diesel generator control
system model.
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However, in this paper, we do not discuss how the partition into
modules should be performed.

3.3. Abstracting the model through compositional minimisation

In our abstractions we exclude some parts of the model from
examination by doing compositional minimisation. In the composi-
tional minimisation technique [15] the system is abstracted using
reduced versions of some of the system's modules. We call such a
reduced module version an interface module. It has the same outputs
as the concrete module it substitutes, but no internal state. No restr-
ictions are set to the outputs: they are completely non-deterministic,
and this is the abstraction we use for all modules. The compositional
minimisation technique we use is discussed in more detail in our
previous work [22,23].

An abstraction of the system is created by selecting either the
concrete version or the interface version of each module. Using
interface modules instead of concrete ones can simplify the state
space of the model significantly.

The abstractions discussed above are such that the abstract model
simulates the concrete model, i.e. the interface modules are over-
approximations of the modules. Because of this universal properties
(properties of LTL and ACTLn) that are true in the abstraction are also
true in the concrete model. For example, suppose we wanted to
verify a universal property that refers to variables from module 9
and module 14 in Fig. 2. Through trial and error, we select a set of
modules whose functionality is significant with respect to the
property, say modules 9, 17 and 14, and replace all other modules
with an interface module. If the abstract model created based on this
selection can be used to prove that the universal specification is true,
then the whole system must also function according to the specifica-
tion. In what follows, for simplicity we only focus on the verification
of state invariant properties. State invariant properties express that a
condition holds for all reachable states. State invariants are useful
for checking safety properties. We can check, for example, that two
signal values controlling a particular device in opposite directions
can never occur at the same time. Universal properties are more
general, as they may also give requirements for path fragments.

4. Modular iterative abstraction refinement

Our algorithm finds a suitable level of abstraction by selecting
modules that are necessary to prove a property. By suitable, we mean
that the abstraction is detailed enough to verify the analysed property,
but coarse enough so that it can be model checked in reasonable time.
We achieve this through iterative abstraction refinement. Our techni-
que is able to produce counter-examples as well, but it specialises
in finding proofs quickly. In order to get faster verification results for
both true and false specifications, it is useful to run our algorithm
simultaneously with another one that is good at finding counter-
examples quickly. For example the traditional BMC engine is such an
algorithm [24]. Our technique uses three existing model checking
algorithms as subroutines: an incremental BMC-based k-induction
algorithm, a BDD-based algorithm, and the property directed reach-
ability (PDR) algorithm.

4.1. Implementation

Our general iterative abstraction refinement loop is illustrated
in Fig. 4. We examine an abstract version of the model, possibly get
a counter-example, and refine the abstraction by adding new
modules to the current abstract configuration so that the spurious
counter-example is not present. We then minimise the refinement
using a minimisation heuristic. The general algorithm is as follows:

1. Choose the initial configuration of modules based on the state
variables appearing in the state invariant property.

2. Model check the current abstraction of modules by running the
k-induction, the BDD-based method and the PDR algorithm in
parallel and terminate when one of them finishes. If a proof is
found return “true”. Otherwise a counter-example is produced,
and refinement is attempted based on it.

3. Based on the dependency graph of the system modules, create a
preliminary refinement of the model by iteratively adding new
modules until the counter-example becomes infeasible. If the
model cannot be refined any further (all the modules on which
the property is dependent on have been included), return “false”,
and report the abstract counter-example from the feasibility check.

4. Minimise the refinement by sampling subsets of the prelimin-
ary refinement and checking the feasibility of the samples.
After successful minimisation go to step 2.

The feasibility of the candidate refinements is checked in
steps 3 and 4 of the algorithm. The feasibility check is performed
by checking the original specification using k-induction, and the
counter-example length as the bound k. The feasibility check can
have three different outcomes:

1. The k-induction algorithm manages to prove the property
during the feasibility check.

2. k-induction cannot find a counter-example within the bound.
3. A counter-example is found.

If the property is proved during the feasibility check, we return
“true”. If a counter-example cannot be found within the bound, the
refinement has been successful. If a counter-example is still found,
the refinement is not concrete enough.

Note that because our approach is geared towards obtaining
proofs we assume that the initial counter-example is spurious, and
do not check its feasibility before refinement. The general intention of
the algorithm is to begin with as much abstraction as possible, and

Counter-
example

Initial
abstraction

Proof
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impossible

Counter-
example
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Fig. 4. The general algorithm for verifying large modular systems.

J. Lahtinen et al. / Reliability Engineering and System Safety 139 (2015) 120–130124



then iteratively add modules to the configuration until the abstraction
satisfies the property. If the property is false, the abstraction will
contain all the modules in the cone-of-influence of the property, and
the resulting counter-example is returned as a result.

For all properties that hold, the algorithm will find some abstrac-
tion of the system. Note that this abstraction might be the original
non-abstract system in the worst case. Furthermore, the abstractions
computed by the algorithm are subset minimal, that is, no single
module added to the new refinement can be made abstract without
making the property feasible. This is the case because the refinement
minimisation algorithm will try to remove each individual module
separately from the refinement before the final minimised refinement
is returned. In what follows, the individual steps of the algorithm are
described in more detail.

4.1.1. Initial configuration
The initial configuration is selected by extracting the variables

from the examined specification and determining the modules
whose outputs these variables are. These modules represent the
initial configuration, and concrete versions of these modules are
used in the model. Other modules of the model are replaced by
their respective interface modules.

4.1.2. Model checking
The second step is model checking the current configuration of

modules. In this step we use several model checking algorithms in
parallel as illustrated in Fig. 5.

In our implementation, BDD-based state invariant checking, and
the k-induction algorithm are run using NuSMV, while the property
directed reachability (PDR) algorithm is run using the ABC/ZZ model
checker [4].

We have used the incremental k-induction algorithm, since the
algorithm is also capable of proving properties using an induction
based approach. A standard BMC engine could have also been used
instead of k-induction, but the proofs of k-induction improve the
performance of our approach. The BDD-based model checking algo-
rithm may require a lot of memory and time when the size of the
model increases, which is why the other model checking algorithms
have been included. The BMC and PDR algorithms can find counter-
examples faster, and thus reduce the overall run-time of the algorithm.
The approaches are often complementary to each other.

The ABC/ZZ tool uses AIGER [5] format models as input. In
order to be able to use the PDR algorithm implemented in the
ABC/ZZ tool some model transformations are necessary. We first
flatten the NuSMV model using the flattening feature

implemented in NuSMV and then run the smvtoaig tool that is
in the AIGER tool package that creates a corresponding model in
the AIGER format. We also transform the state invariant into an
LTL property so that the model together with the LTL property
translates correctly into an AIGER format model that can be model
checked by the PDR model checker. The LTL formula is created
simply by adding the LTL globally operator G before the state
invariant.

4.1.3. Preliminary refinement
In case of a spurious counter-example, the objective is to find a

new abstraction (i.e. a configuration of concrete modules and interface
modules) that is more detailed than the current configuration of the
model and makes the current counter-example infeasible. The original
specification is then checked again on the refined abstraction.

The preliminary refinement phase is presented as pseudo-code
in Algorithm 1. The function RefineConfiguration has as input the
set Current of modules that are concrete in the current abstraction,
and the length of the recently received counter-example CElength.
The algorithm returns the set of new modules Refinement that are
added to the current model, and a string indicating whether no
further refinement is possible or if a proof is found while checking
the feasibility of the refinement.

Algorithm 1. Preliminary refinement.

1: procedure REFINECONFIGURATION (Current,CElength)
2: Configuration’Current
3: Refinement’∅
4: while True do
5: newRefinement’∅
6: for eAgetNeighbourModulesðConfigurationÞ do
7: if e=2Configuration then
8: newRefinement’newRefinement [ e
9: end if
10: end for
11: if lenðnewRefinementÞ ¼ ¼ 0 then
12: return [Refinement, “no refinement”]
13: end if
14: Configuration’Configuration [ newRefinement
15: Refinement’Refinement [ newRefinement
16: CEinfeasible; proved’checkFeasibility

ðConfiguration;CElengthÞ
17: if CEinfeasible then
18: if proved then return [Refinement,“proof”]
19: end if
20: break ▹ Refinement found
21: end if
22: end while
23: return [Refinement, “”]
24: end procedure

The algorithm uses the dependency graph of the model to identify
new modules to be added to the model.

The function getNeighbourModules traverses the dependency
graph one step in the backwards direction starting from all the
nodes representing the modules in the current abstraction, and
returns the modules representing these neighbour nodes.

A newmodel configuration Configuration is generated inwhich the
modules in the refinement are concrete, and all other modules are
interface modules. If all of the relevant edges of the dependency graph
have been traversed, and no new modules can be added, the property
is false in the concrete model. The counter-example that was
generated in a previous step is the final counter-example. Note that
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Fig. 5. Parallel model checking used in the algorithm.
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these counter-examples may have some abstract modules that are not
capable of influencing the variables in the property.

When refinement candidates are being created, the feasibility
of the previous counter-example is checked using the function
checkFeasibility. The function checks the original specification
using k-induction with the bound k set to the length of the
counter-example. If a counter-example can be found within the
bound, the refinement has not been successful, and we continue
with the preliminary refinement phase. If no counter-examples
can be found within the bound, the refinement has been success-
ful, and we move on to refinement minimisation.

We do not use counter-example information, other than its
length, to guide the refinement process. We use the counter-
example length during the feasibility checks. We simply check that
counter-examples of similar length (or shorter) are not possible.
One specific advantage is that all counter-examples of length up
to the bound k are eliminated in one check. Another benefit is that
k-induction may prove the property during the feasibility checks.
According to our experience further analysis of the counter-example is
too demanding when compared to the achieved benefits. This simple
approach leads to better performance in our algorithm.

Algorithm 2. Refinement minimisation.

1: procedure MINIMISATION (Current,CElength,Refinement)
2: n’2
3: NewRefinement’Refinement
4: while True do
5: if lenðNewRefinementÞo2 then
6: return [Current [ NewRefinement, “”]
7: end if
8: subsets’partitionSetðNewRefinement;nÞ
9: complements’getComplementsðsubsets;NewRefinementÞ
10: CEinfeasible’False
11: for cAsubsets [ complements do
12: Configuration’Current [ c
13: CEinfeasible;

proved’checkFeasibilityðConfiguration;CElengthÞ
14: if CEinfeasible then
15: if proved then return [Configuration, “proof”]
16: end if
17: if cAsubsets then
18: n’2 ▹ cAsubsets
19: else
20: n’maxðn�1;2Þ ▹ cAcomplements
21: end if
22: NewRefinement’c
23: break
24: end if
25: end for
26: if CEinfeasible then continue
27: end if
28: if no lenðNewRefinementÞ then
29: n’minðlenðNewRefinementÞ;2nÞ
30: continue
31: else
32: return [Current [ NewRefinement, “”]
33: end if
34: end while
35: end procedure

4.1.4. Refinement minimisation
After the first suitable refinement has been found, we perform

refinement minimisation. The minimisation algorithm is represented
as pseudo-code in Algorithm 2.

The function Minimisation has as input the set Current of modules
that are concrete in the current abstraction, the length of the recently
received counter-example CElength, and the set of modules Refinement
in the preliminary refinement. The algorithm returns a new set of
modules Configuration that includes all modules in Current and a
locally minimal set of modules in Refinement that suffice to make the
refinement feasible, and a string indicating if the property could be
proved during the feasibility check.

In refinement minimisation we iteratively sample subsets of
the modules in the preliminary refinement and check counter-
example feasibility on the resulting model. The feasibility checks
are performed similarly as in preliminary refinement using the
function checkFeasibility. If a suitable subset of modules is found,
the minimisation procedure is restarted using the found subset as
a starting point. The approach leads to a locally minimal subset
of modules. Note that our refinement approach is cumulative,
since the minimisation is applied only to the new modules in the
preliminary refinement. The modules from previous iterations
cannot be removed in the minimisation.

The subset sampling is based on the delta debugging technique
described in [17,18]. The purpose of the original technique is to
generate a simple test case that captures the variable assignments
that cause a particular failure. In delta debugging based refinement
minimisation, we first partition the set of modules into two parts,
giving us the initial granularity of two, and check refinements based
on both sets. If the minimisation is not successful, we increase the
granularity, and divide the set of modules into four parts. After this we
check these four sets and their complement sets. If none of these
subsets is suitable, we again increase granularity. The process is
continued until the granularity reaches the size of the module set.

The function partitionSetðset;nÞ partitions a set into n parts. For
example, partitionSetð½1;2;3;4;5;6�;3Þ returns ½½1;2�; ½3;4�; ½5;6��. The
function getComplementsðpartitions; setÞ is used to produce
the complements of these sets. getComplementsð½½1;2�; ½3;4�; ½5;6��;
½1;2;3;4;5;6�Þ returns the set ½½3;4;5;6�; ½1;2;5;6�; ½1;2;3;4��.

To simplify the presentation, the pseudo-code in Algorithm 2
misses some of the functionality in our implementation. In our
implementation, we also maintain a history of checked refinements
in order to avoid redundant feasibility checks. We also randomise the
order of the modules in NewRefinement in the beginning of the while
loop so that the order does not have influence on the result of the
minimisation.

5. Related work

Our verification approach is based on iterative abstraction
refinement, which has been used in various model checking related
contexts. The generic verification strategy is based on the classical
four steps: (i) generating an initial abstraction, (ii) model checking
the property on the abstraction, (iii) checking possible counter-
examples on the concrete model, and (iv) refining the abstraction
when needed. Iterative abstraction refinement was first introduced
as the localisation reduction by Kurshan et al. [25]. This technique is
similar to ours in the way abstractions are made. The abstractions
are non-deterministic but they are performed on the variable level
instead of using abstraction on the module level as we do. The
technique relies heavily on the dependency graph of the variables.

After localisation reduction, many variations to the generic iterative
refinement loop have been suggested [26–31]. The variations differ in
the way the abstraction is used and refined, and in the way the
spurious counter-examples are handled. The CEGAR technique by
Clarke et al. [27] uses a more general existential abstraction technique
based on predicate abstraction that divides the variables into abstract
variable clusters. In this approach spurious counter-examples are
checked by symbolic BDD-based simulation, and the refinement step
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uses the counter-example to partition some previous equivalence class
of the abstraction so that the counter-example becomes invalid. Later
research, e.g. [14] has suggested that the use of SAT-based methods
can be more effective in abstract counter-example validation.

Our technique has been inspired by the original CEGAR techniques
but instead of using predicate abstraction and computing abstract
transition relations using predicates, we use a lighter-weight approach
where each submodule of the system can be replaced by its abstract
counterpart, which seems to be a more scalable technique for large
scale industrial safety systems.

McMillan et al. [30,32] have introduced the “Proof-based Abstrac-
tion” approach where the counter-example itself is not used in the
feasibility checking or refinement steps. Instead, they use a SAT-
solver to prove that counter-examples up to a certain bound k are
not possible. The idea is to use BMC techniques for refinement and
BDD-based techniques to prove the refined model. This same basic
approach is used in our technique. However, the way we refine the
model is different as we are exploiting the modular structure of the
system to be verified. In our refinement step we find a set of modules
that become concrete and thereby remove all counter-examples up
to the length of the current one. In addition, in our technique a side
result of the feasibility check may be that the k-induction finds a
proof for the property. Another difference is that in the proof-based
abstraction technique the refinement is not cumulative, while our
technique creates cumulative refinements.

There are other iterative refinement techniques that focus on
modules and compositionality. The work in [33] is in the context of
explicit model checking of state graphs. They use a component
refinement method based on parallel composition.

Finally, our algorithm runs several verification engines in parallel.
The use of multiple verification engines is not new, see e.g. [34,31].
For example in [31], two different model checkers are used in the
abstraction refinement loop. They use a SAT-based technique to
check and concretise spurious counter-examples, and a BDD-based
model checker to verify the abstractions. The refinement technique is
based on information from multiple counter-examples. The use of
several model checking engines in a parallel portfolio has also been
studied, e.g. in [24], but we are not aware of other approaches than
ours related to parallel use of several different model checking
algorithms for iterative abstraction refinement.

6. Results

A prototype implementation of the technique was created in
the Python programming language. The Python implementation is
available online [19]. Some example properties were verified on
the fictional model. In addition, we tested 100 randomly generated
true invariants on a model of a real world emergency diesel
generator control system. The verification runs were performed
on a computer with an Intel Xeon X5560 processor with 16 cores
running at 2.80 GHz. In the model checking phase of our techni-
que, three cores are used concurrently. A memory limit of 4 GB and
a timeout of 1800 s were used in the tests.

6.1. Verification on the fictional model

A set of 20 state invariants was formalised based on the list of
requirements for the fictional model (Table 1). Most of the
invariants proved to be quite easy for the traditional invariant
checking algorithms. However, some state invariants were very
difficult for these algorithms. As an example we present five

formalised properties with an emphasis on the more difficult
properties:

� Property 1 (based on requirement 1 in Table 1): When the
measurements in module 2 (temperature) are over the desig-
nated limits, and the prevention signal from module 1 is not set,
and the feedback signal from module 17 does not indicate that
the diverse safety system is starting, safety system 1 is initiated
by module 9. As a state invariant, this can be written as

ðððtemp14250Þ & ðtemp24250Þ &
! MOD1:output1 & ! MOD9:feedstopÞ �4 MOD9:output1Þ

� Property 2 (based on requirement 3 in Table 1): If a manual
OFF command has been given at the previous time point
(module 6), the device (module 16) is not on. This requires
that module 6 keeps track of the history of the manual OFF
command in its internal state. As a state invariant,

ððMOD6:prevoffÞ �4 ! MOD16:output1Þ

� Property 3 (based on requirement 9 in Table 1): Unless manual
commands are used, actuators 1 and 2 (modules 16 and 17)
cannot be started exactly at the same time. As a state invariant,

! ð! MOD6:wasused & ! MOD7:wasused &
MOD16:risingedge & MOD17:risingedgeÞ

� Property 4 (based on requirement 9 in Table 1): If actuator 1
(module 16) receives a starting command but has not yet started,
module 10 cannot initiate the diverse safety system. As a state
invariant,

! ð! MOD16:output3 & ! MOD16:output1 & MOD13:output1 &

MOD16:output2 & MOD10:output1 & ! MOD10:wasprevÞ

� Property 5 (based on requirement 9 in Table 1): If actuator 2
(module 17) receives a starting command but has not yet
started, module 9 cannot initiate the diverse safety system. As
a state invariant,

! ð! MOD17:output3 & ! MOD17:output1 & MOD14:output1 &

MOD17:output2 & MOD9:output1 & ! MOD9:wasprevÞ

The above properties were verified using four techniques: BDD
based invariant checking, the BMC based k-induction technique,
property directed reachability (PDR), and our algorithm. The
bound used in the k-induction technique was 10 000. We used
such a large bound because we prefer running out of memory to
not reporting a result. The verification results are in Table 2.

The verification times in Table 2 for PDR do not include the time
to transform the NuSMV model to the AIGER format. The results
show that our algorithm manages to verify all properties rather

Table 2
Verification times for model checking the state invariants using four techniques:
BDD based invariant checking, the BMC based k-induction technique, property
directed reachability (PDR), and our algorithm.

Property BDD k-induction PDR Algorithm

Property 1 3.25 s 1.6 s 7.27 s 0.49 s
Property 2 TIMEOUT 1.71 s 5.48 s 0.47 s
Property 3 TIMEOUT 1.99 s 7.83 s 8.11 s
Property 4 TIMEOUT MEMOUT 16.95 s 0.21 s
Property 5 TIMEOUT MEMOUT 52.80 s 0.41 s
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quickly, while the BDD-based technique, and the k-induction tech-
nique cannot verify all properties within the given resource limits.
Our technique is also faster than PDR, though the PDR algorithm
could also verify all of the properties. Our technique is the fastest
in properties 1, 2, 4 and 5. The k-induction technique is the fastest for
verifying property 3.

6.2. Verification on the emergency diesel control system

The technique was evaluated by using the real world diesel
control system as a benchmark. The performance of our technique
was compared with other model checking algorithms. Since our
technique focuses on finding proofs efficiently, we have used only
true state invariants in the comparison. We verified 100 randomly
generated true state invariant specifications on the diesel model
using four approaches: our technique, k-induction, property direc-
ted reachability (PDR), and a BDD-based state invariant checking
method. In the BDD-based method and the k-induction method the
cone-of-influence reduction (NuSMV option -coi) was also used.
The BDD based state invariant checking algorithmwas also runwith
dynamic variable ordering (NuSMV option -dynamic). Both of these
options resulted in better running times. The PDR algorithm was
run using the command bip ,live -k¼inc -eng¼pdr2. The
BDD approach, the k-induction approach, and the PDR approach
used the full concrete model.

The random state invariants were generated so that two or three
variables were randomly selected from the set of the modules'
outputs and non-deterministic variables of the main module. Nega-
tions were randomly placed in front of the chosen variables, and the
operators joining the chosen variables were randomly selected (AND/
OR). After this the random state invariant was model checked using
the different model checking methods until each state invariant was
proved either true or false. Finally, only the true state invariants were
picked out for the results. The following is an example of a random
state invariant property:

ððnot MOD14:output1 OR MOD2:output2Þ AND
not main_module_input1Þ

The results of the comparison are in Figs. 6–8.
The k-induction algorithm was able to verify 55% of the properties

rather quickly, but for the rest of the properties (45%) the required

bound for a proof was so large that the technique ran out of memory.
The BDD-based method was able to verify 81% of the properties within
the 1800 s timeout. 13% of the generated random state invariants were
such that neither the BDD-based technique nor the k-induction
technique could verify them within the given resource limits. The
PDR technique was able to solve all properties within the given
resources. Fig. 8 does not show the time to generate the AIGER format
model from the NuSMV model. On average this time was 17 s. The
model transformation time is, however, included in the PDR verifica-
tion runs performed as part of our technique since these model
transformations depend on the model configuration and cannot be
calculated beforehand.

Fig. 7 contains a distinct vertical grouping of data points. The set
of points indicates that many properties have been solved in
approximately 15 s by the k-induction method. We assume that
this is because a certain amount of time is needed for building and
initialising the model, after which the properties may be quickly
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proved within a small bound. A similar phenomenon is apparent in
Figs. 6 and 8 as well.

Our technique could verify all of the properties within the given
resources. In cases where the other techniques were able to provide a
proof, our technique was typically faster. In 68% of the cases the
properties were such that the proof could be found faster using our
technique than by using the other three algorithms. In 1% of the
cases, the k-induction technique was the fastest. The PDR-based
technique was the fastest in 31% of the cases.

When our technique is analysed in detail, we note that 82
properties are proved in the model checking phase of the algorithm,
and 18 properties are proved in the preliminary refinement phase
of the algorithm. The distribution of the model checking phase
proofs was such that 32 properties are proved by the k-induction
subroutine, 10 properties are proved by the BDD-based subroutine,
and 40 of the properties are proved by the PDR-based subroutine.
The proofs of the preliminary refinement phase are also generated
by the k-induction subroutine as only that subroutine is used for
checking the feasibility of the refinement. The cumulative frequency
graph in Fig. 9 shows the number of proofs obtained by the different
subroutines (k-induction, BDD, PDR, and refinement phase k-induc-
tion) and the distribution of these proofs on the different iterations
of the algorithm. Three iterations of the algorithm sufficed to prove
all properties.

The technique seems to work so that the k-induction method
handles most of the trivial properties in the first iteration. If a
property is not trivial for k-induction, the refinement phase usually
results in an abstraction that is detailed enough for a proof by the
PDR-based method or the BDD-based method in the second itera-
tion. The average for the number of modules needed in a proof was
3.4 in the system consisting of 14 modules.

7. Conclusions

This paper presents a technique for model checking large modular
systems. The main contributions are the development of an iterative
abstraction refinement technique based on simple modular abstrac-
tion, and a refinement technique based on the dependency graph of
the modules, and heuristic similar to delta debugging. The technique
uses BDD-based model checking, k-induction, and PDR-based mo-
del checking concurrently to verify a particular abstraction, and
k-induction to check the feasibility of abstract counter-examples.
The technique can be used to analyse state invariant properties.

Our iterative verification technique is similar to other iterative
refinement based verification techniques, but it differs in the way

that it uses module structure to decompose the system in a natural
way, so that abstractions of the system are simpler.

We have applied the technique to the verification of two systems:
a fictional model that consists of two diverse safety systems, and an
emergency diesel generator control system. We have compared the
performance of the technique to some standard model checking
algorithms. The results show that our technique is a feasible
approach for the verification of large systems. When applied on the
real life industrial emergency diesel control system, our technique
outperformed the compared methods in 68% of the tested random
true state invariants.

It is probable that the performance of our technique is dependent
on the structure of the model's dependency graph. Both systems that
were used in the tests comprised several individual subsystems, and
could we divided into modules in a natural way. The resulting
dependency graphs were quite balanced. For example, there were
no modules that were dependent on overly many other modules.
Such structures in the dependency graph could lead to the inclusion
of all the model's modules when using our technique. Safety-critical
systems may suit well with our technique because the various
diverse and redundant functions of these systems inherently avoid
unnecessary dependencies between other functions. We plan to test
the performance of our technique on other classes of system models
in future work.

We also realise that the efficiency of our technique relies on the
length of the spurious counter-examples. The feasibility checking of
longer counter-examples takes a lot more effort as the k-induction
technique is used. This could be a potential problem for some types
of systems.

In addition to verifying state invariants and general LTL proper-
ties, verifying safety subsets of temporal logics such as the syntactic
LTL safety properties [35] and the IEEE 1850 Property Specification
Language (PSL) safety properties [36] can be very efficiently reduced
into model checking state invariant properties, and thus handled
even more efficiently than generic LTL properties.

In the case studies, the models were manually created based on
function block diagrams and other design documentation. To increase
confidence in the correctness of the model and in the verification
results, an automatic method for generating the model is needed. Such
a method requires that the system is well-specified and in a machine-
readable format. Automatic translation approaches based on the IEC
61131-3 standard exist, see e.g. [37] and [38]. In the diesel generator
control system case study, however, only a textual description of the
functionality of the vendor-specific function blocks was available for
modelling, making an automatic translation method infeasible.
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Abstract—Many nuclear instrumentation and control (I&C)
systems are designed using a function block diagram de-
scription of the system. Strict requirements pertain to the
verification of these systems. Different verification techniques,
including structure-based testing, are demanded by standards
and the regulators. Unfortunately, the traditional structure-
based test techniques intended for software code are not
directly applicable to function block diagrams. However, cov-
erage criteria for function block diagrams have recently been
developed. In this work we have used these coverage criteria
and developed a technique for generating structure-based
test sets for function block based designs. The test set is
automatically generated but the technique requires that a
model checking model of the system is available. The technique
utilises model checking to determine the concrete test cases. We
have also described how tests can be generated so that multiple
test requirements can be fulfilled at once, thus decreasing the
number of generated test cases. We have implemented our
approach as a proof-of-concept tool, and demonstrated the
technique on a case study system.

I. INTRODUCTION

Digital instrumentation & control (I&C) systems are
increasingly being used for implementing safety-critical
applications such as nuclear power plant safety systems.
These systems have to be adequately verified using meth-
ods including simulation, formal methods, and predomi-
nantly testing. The ISO/IEC 29119-4 [1] standard divides
test techniques into three categories: specification-based,
structure-based, and experience-based testing. In the nuclear
automation domain, specification-based and structure-based
testing techniques are commonly used. Specification-based
testing means that the tests are derived from the requirement
specification of the system, while structure-based tests are
derived directly from the structure of the system. The
use of both testing techniques is required by the nuclear
regulators, e.g. the USNRC Regulatory Guide 1.171 [2].
Another motivation for structure-based testing is that other
forms of testing are specification-centric, and their success
depends a lot on whether the requirements of the system
have been sufficiently specified. Structure-based testing can
provide test cases that help identify omissions in the system
requirement specification.

Structure-based test design techniques can be subdivided
into control flow based and data flow based techniques.

A program can be modelled as a control flow graph, in
which all the possible execution sequences are represented as
paths of the graph. The control flow test techniques such as
statement testing, branch testing and decision testing define
coverage with respect to this graph. Data flow testing, on
the other hand, focuses on points at which variables receive
values and points at which these values are used, and defines
coverage with respect to these events.

Many nuclear I&C systems are designed using a function
block representation of the system. Function Block Diagram
(FBD) as defined in the IEC standard 61131-3 [3] is a
commonly used graphical programming language for pro-
grammable logic controllers, in which the design consists
of inputs, outputs, and a set of simple elementary function
blocks such as AND, OR, or timer function blocks, and
the connections between these components. An example
function block diagram following the graphical notations
used in this paper can be seen in Fig. 1.

The IEC 61131-3 standard is not always strictly followed
in real applications and other vendor-specific implemen-
tations are typical. For example, vendor-specific function
blocks are used in the design phase of application functions
in the AREVA’s TXS platform. The application functions
are then converted into C code using an automatic code
generator.

Applying structure-based testing to automatically gener-
ated code is undesirable as the test cases can become non-
intuitive and difficult to understand. One alternative to this
is to determine the structure-based tests on the level of the
function block diagram. However, the traditional structure-
based test techniques are not directly applicable.

Function block diagrams are fundamentally different from
code when it comes to testing, and the traditional definitions
of code coverage do not apply. Especially the control flow
methodology is not applicable. In code, only part of the code
is covered in a single test case. In function block diagrams
the whole system is usually1 “covered” on every time step,
i.e. all function blocks have some input, and produce some

1Different function block based design paradigms exist. The function
block diagrams as defined in IEC 61499 are executed in an event-based
manner. For these function blocks the control flow testing techniques might
be more suitable.
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output.
In order to be able to perform structure-based testing one

must first define a test coverage criterion that describes the
degree to which a particular system is tested by a set of tests.
Jee et al. [4], [5] have developed some novel coverage crite-
ria that can be used as a basis for planning structure-based
tests for function block diagrams. The coverage criteria are
based on interpreting the system as a data flow diagram, and
generating a set of test requirements that the tests have to
fulfil.

These coverage criteria offer a good basis for planning
structure-based tests. On trivial systems tests can be man-
ually composed. On more complex system designs that
contain memories, timers and feedback loops, however, it
can be quite difficult to come up with a test case that fulfils
a given test requirement. Furthermore, in larger systems the
number of test requirements can be rather high. It would be
practical to design the tests so that a single test case will
fulfil multiple test requirements simultaneously, and that the
number of tests is small. Doing this manually is infeasible,
and an automatic technique for determining the test cases
can be of considerable use.

Model checking [6] is a formal method that can be used
for analysing the behaviour of a system exhaustively. In
model checking, a model of the system is written and the
system specifications are formalised in a suitable language,
e.g. temporal logic. A model checking tool then analyses
the model against the temporal logic clause in a way that
takes all possible system behaviours into account. If it is
possible to violate the specification in the model, the model
checking tool gives a concrete counter-example as output
that demonstrates on variable-level how the violation might
occur. This ability to produce concrete counter-examples can
also be useful for generating test cases. The classic way
to use model checking for test generation is to take the
negation of some system requirement and formalise that in
temporal logic. When the resulting formula is analysed using
the model checking tool a counter-example will be produced
that is according to the original requirement. The inputs and
expected outputs of the test case can then be read from the
counter-example.

In our previous work (see e.g. [7]) we have used model
checking for analysing and verifying properties of safety-
critical nuclear domain systems. In this paper we combine
model checking and test case generation. We use the cov-
erage criteria designed for function block based systems
and introduce a novel approach for generating a test set
that has maximum coverage according to these criteria. The
test requirements established by using the coverage criteria
are transformed into suitable temporal logic formulas, and
analysed against a model of the system. We also describe
how tests can be generated so that multiple test requirements
can be fulfilled at once, thus decreasing the number of
generated test cases. For model checking, we employ both
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Figure 1. An example of a function block diagram (FBD)

Binary Decision Diagram (BDD) -based [6] and bounded
model checking (BMC) -based [8] algorithms provided
by the model checker NuSMV 2.5.4 [9]. In BMC, only
model executions of length up to 𝑘 are examined, and the
model checking problem is translated into a propositional
satisfiability problem (SAT) that can be solved using SAT-
solvers.

We have implemented our approach as Python code, and
demonstrate the implementation on a small example system.
An early version of the technique and the implementation
are explained in more detail in a research report [10].

II. RELATED WORK

The first papers on the subject of using model checking to
generate tests were by Callahan et. al [11] and Engels et. al
[12]. These papers introduce the classic way of generating
test cases, in which the negation of a specification is model
checked in order to create a test case according to the
original specification. Since these pioneering papers, the
general test generation idea has been adapted in a variety
of applications. An extensive survey on research combining
test generation and model checking can be found in [13].

The work by Enoiu et. al [14] also discusses function
block diagrams in the context of test generation using model
checking. They have used the model checker UPPAAL to
generate a test set for function block diagrams. They have
defined their own coverage criteria for function block dia-
grams. However, no special heuristic algorithms to minimise
the number of test cases are used in their work.

Several papers have addressed the efficiency of the test
set, and the efficiency of the test generation process. For
example, Ammann et. al [15] reduce the test set size
simply by removing duplicate test cases and by dropping
the counter-examples which are a prefix to another counter-
example.

The paper by Hamon et. al [16] is concerned with methods
for efficient generation of test sets. In their technique, called
iterated extension, a model checking tool is modified so that



in addition to searching for counter-examples in a regular
manner, the tool also searches for extensions to previously
found counter-examples.

There are also techniques for generating efficient test
sets that are not necessarily related to model checking. For
example, automatic test pattern generators (ATPG’s) use test
compaction to reduce the overall size of the tests. The paper
by Niermann et. al [17] desribes a number of heuristic
algorithms used for compacting a set of tests generated by
a sequential circuit automatic test pattern generator.

Test cases are generated for Boolean form expressions in
[18]. The approach is based on fault classes for hypothesised
faults. Test predicates are formed by applying the various
fault classes on the Boolean expressions. The set of test
predicates is optimised using a SAT solver or a SMT solver.
One of their optimisation strategies, called test collecting,
considers several independent faults at once in order to find
a single test case that detects all of them.

In a paper by Fraser and Arcuri [19] a genetic algorithm
is used in order to generate a test suite for software code in
which all coverage goals are covered at the same time while
size of the test suite is kept as small as possible.

Test set efficiency is also discussed in a paper by Campos
et. al [20]. The objective in their work is to improve fault
localization in software by generating a test set based on its
ability to diagnose the fault. This is another aspect of test
set efficiency that can be very useful for debugging.

Our work in contrast to the related work focuses on
structure-based tests in the context of function block di-
agrams. In addition, we also propose a simple heuristic
algorithm to reduce the size of the test set.

III. EXAMPLE SYSTEM DESCRIPTION

A small function block based system, illustrated in Fig. 2,
is used as a running example to demonstrate the test
coverage criteria and our test generation technique. The
example is a stepwise shutdown system (adapted from [21])
that has been designed as a preventive safety system to
drive a process into a normal operating state without having
to rapidly shut the process down. It can be triggered by
a process input (e.g. high measurement value) or by the
operator using a manual trip command. A 14 s control
cycle is used that consists of a 4 s control followed by
10 s idle time after which the cycle is started again if the
measurements are still high. In addition, the operator can
add 4 s control cycles manually if the 10 s idle time seems
too long. The design contains an intentional error: if the
manual trip command is given during the 4 s control the
system freezes until the process input disappears. The design
error is left in the example so that we can see whether the
generated tests will be able to detect the error.

IV. TEST COVERAGE CRITERIA FOR FUNCTION BLOCK

DIAGRAMS

Jee et al. [4], [5] have developed three test coverage
criteria for structure-based testing of function block dia-
grams: basic coverage (BC), input condition coverage (ICC),
and complex condition coverage (CCC). To the best of
our knowledge, test coverage criteria for function block
diagrams prior to these did not exist. The coverage criteria
are based on interpreting the function block diagram as a
data flow graph, and calculating the data paths of that graph.
A set of test requirements is then written based on the data
paths. In what follows, we briefly go through the relevant
definitions related to the coverage criteria.

The function block diagram 𝐹 is defined as a tuple 𝐹 =
⟨FBs , 𝑉, 𝐸⟩, where FBs is a set of function blocks, 𝑉 is a
set of variables, and 𝐸 is a set of edges. An edge is defined
as a connection between two function blocks or a function
block and a variable. Function blocks can be defined with
respect to the edges. For example, the function block AND
is defined as: 𝑒𝑂𝑈𝑇 = 𝐴𝑁𝐷(𝑒𝐼𝑁1, 𝑒𝐼𝑁2), where 𝑒𝑂𝑈𝑇 is
the output edge of the function block and 𝑒𝐼𝑁1 and 𝑒𝐼𝑁2

are the input edges.
A data path is defined as a finite sequence ⟨𝑒1, 𝑒2 . . . 𝑒𝑛⟩

of edges where all the edges succeed one another. Since data
paths are finite, any internal feedback loop in a function
block diagram needs to be somehow handled. We handle
feedback loops by creating an alternative version of the
function block diagram in which all feedback loops are
disconnected. New input signals are added to replace the
feedback signals. This alternative version is used for deter-
mining the data paths and test requirements of the system.

The example system has a single feedback loop. Fig. 3
illustrates the example system with the feedback loop dis-
connected. The loop-inducing edge has been replaced with a
new input 𝐹𝑒𝑒𝑑𝑏𝑎𝑐𝑘. In addition, we have left the DELAY
function block out of examination in the example system in
order to simplify the example. DELAY function blocks are
problematic as the methodology does not currently provide
proper means to handle them adequately (see Section VI).

Once the feedback loop is removed it is straight-forward
to calculate the data paths. The example system has eight
data paths. Note that the time parameters of the PULSE
blocks are also considered as inputs of the system. One of
the data paths of the example system is highlighted in Fig. 3.

A function condition (FC) is the logical condition under
which the output edge 𝑒𝑜 of a function block is influenced
by the value at the input edge 𝑒𝑖. If internal variables of
the function block need to be analysed to determine the
relationship between an input and an output, the condition
is called a function block condition (FBC).

For example, the FCs and FBCs of the example system
are presented in Table I. The conditions of the example
system were determined manually following the convention
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Figure 2. Stepwise shutdown system

Table I
THE FUNCTION CONDITIONS AND FUNCTION BLOCK CONDITIONS

REQUIRED FOR THE ANALYSIS OF THE EXAMPLE SYSTEM

Function
block

FCs or FBCs

AND
FCAND (⟨𝑖𝑛𝑝𝑢𝑡1, 𝑜𝑢𝑡𝑝𝑢𝑡⟩) = ¬𝑖𝑛𝑝𝑢𝑡1 ∨ 𝑖𝑛𝑝𝑢𝑡2
FCAND (⟨𝑖𝑛𝑝𝑢𝑡2, 𝑜𝑢𝑡𝑝𝑢𝑡⟩) = ¬𝑖𝑛𝑝𝑢𝑡2 ∨ 𝑖𝑛𝑝𝑢𝑡1

NOT FCNOT (⟨𝑖𝑛𝑝𝑢𝑡1, 𝑜𝑢𝑡𝑝𝑢𝑡⟩) = 𝑇𝑅𝑈𝐸

PULSE
FBCPULSE (⟨𝑖𝑛𝑝𝑢𝑡1, 𝑜𝑢𝑡𝑝𝑢𝑡⟩) = ¬(𝑐𝑙𝑜𝑐𝑘 > 0)
∧¬𝑝𝑟𝑒𝑣 ∧ ¬𝑝𝑟𝑒𝑣𝑜𝑢𝑡
FBCPULSE (⟨𝑡𝑖𝑚𝑒, 𝑜𝑢𝑡𝑝𝑢𝑡⟩) = 𝑐𝑙𝑜𝑐𝑘 > 0

OR
FCOR(⟨𝑖𝑛𝑝𝑢𝑡1, 𝑜𝑢𝑡𝑝𝑢𝑡⟩) = 𝑖𝑛𝑝𝑢𝑡1 ∨ ¬𝑖𝑛𝑝𝑢𝑡2
FCOR(⟨𝑖𝑛𝑝𝑢𝑡2, 𝑜𝑢𝑡𝑝𝑢𝑡⟩) = 𝑖𝑛𝑝𝑢𝑡2 ∨ ¬𝑖𝑛𝑝𝑢𝑡1

1oo2

FC 1oo2 (⟨𝑖𝑛𝑝𝑢𝑡1, 𝑜𝑢𝑡𝑝𝑢𝑡⟩) =
𝑖𝑛𝑝𝑢𝑡1 ∨ ¬𝑖𝑛𝑝𝑢𝑡2
FC 1oo2 (⟨𝑖𝑛𝑝𝑢𝑡2, 𝑜𝑢𝑡𝑝𝑢𝑡⟩) =
𝑖𝑛𝑝𝑢𝑡2 ∨ ¬𝑖𝑛𝑝𝑢𝑡1
FBCResetPULSE (⟨𝑖𝑛𝑝𝑢𝑡1, 𝑜𝑢𝑡𝑝𝑢𝑡⟩) =
¬(𝑐𝑙𝑜𝑐𝑘 > 0) ∧ ¬𝑝𝑟𝑒𝑣 ∧ ¬𝑝𝑟𝑒𝑣𝑜𝑢𝑡 ∧ ¬𝑟𝑒𝑠𝑒𝑡

Reset FBCResetPULSE (⟨𝑟𝑒𝑠𝑒𝑡, 𝑜𝑢𝑡𝑝𝑢𝑡⟩) = 𝑟𝑒𝑠𝑒𝑡∨
PULSE (¬𝑝𝑟𝑒𝑣 ∧ ¬𝑝𝑟𝑒𝑣𝑜𝑢𝑡 ∧ 𝑖𝑛𝑝𝑢𝑡1) ∨ (𝑐𝑙𝑜𝑐𝑘 > 0)

FBCResetPULSE (⟨𝑡𝑖𝑚𝑒, 𝑜𝑢𝑡𝑝𝑢𝑡⟩) =
(𝑐𝑙𝑜𝑐𝑘 > 0) ∧ ¬𝑟𝑒𝑠𝑒𝑡

described in [4], [5]. In practice, the FBCs were manually
deduced from a list of all input and output combinations of
relevant variables of a function block. The function block
conditions of the two PULSE function blocks refer to inter-
nal variables (𝑝𝑟𝑒𝑣, 𝑝𝑟𝑒𝑣𝑜𝑢𝑡, 𝑐𝑙𝑜𝑐𝑘) used for implementing
them. The variable 𝑝𝑟𝑒𝑣 stores the previous value of the
input, 𝑝𝑟𝑒𝑣𝑜𝑢𝑡 stores the previous value of the output, and
𝑐𝑙𝑜𝑐𝑘 is a counter that is started whenever the pulse begins.
For more detail, the NuSMV implementation of the example
system is presented in [10].

A data path condition (DPC) is the condition along the
data path under which the input value plays a role in
computing the output. It can be composed as the con-
junction of the function block conditions on that path.
The data path condition corresponding to the data path
in Fig. 3 in is: (process input ∨ ¬VOTE1 .output)∧
((¬OR1 .output) ∨NOT1 .output)∧ (¬(PULSE2 .clock >
0) ∧¬ PULSE2 .prev ∧¬𝑃𝑈𝐿𝑆𝐸2.𝑝𝑟𝑒𝑣𝑜𝑢𝑡).

The coverage criterion and the data path conditions are
used to generate a set of test requirements. The BC coverage
criterion (BC) is met when each DPC is fulfilled by one of
the test cases.

The input condition coverage (ICC) criterion requires that
for each Boolean input of a data path, there is a test case
in which: 1) the DPC is fulfilled and the input is false; 2)
the DPC is fulfilled and the input is true.

The complex condition coverage (CCC) criterion is even
more demanding. It requires that for each Boolean variable
within a data path, there is a test case in which: 1) the DPC
is fulfilled and the variable is false; 2) the DPC is fulfilled
and the variable is true.

A test requirement is fulfilled by a test case that at
some point drives the system to a state in which the test
requirement evaluates to true. If all of the test requirements
can be fulfilled by one of the tests, 100 % test coverage
is achieved. In many cases, however, some of the test
requirements can be infeasible, due to e.g. timings in the
design.
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Figure 3. The figure illustrates the example system with the feedback loop disconnected. One of the data paths of the system is highlighted.

V. TEST SET GENERATION USING MODEL CHECKING

A. Using model checking for generating test cases

Our technique for using model checking to generate test
cases for function block diagrams is illustrated in Fig. 4.
The prerequisites for the technique are that the function
conditions and function block conditions have been defined
for each function block type, and that the function block
diagram is modelled as a model checking model. A method-
ology for modelling function block diagrams already exists;
see e.g. [22]. The model checking methodology suits well
for designs where Boolean logic is used together with timers
and memories. However, complex functionality such as PID
controllers are too complex to be used for model checking.
Another limitation is that the model checking tool used in
this work does not support analog variables, and therefore
analog variables as well as time are discretised in the model.

Once the initial information has been acquired, the data
paths of the system are identified, and a set of test re-
quirements is written. This is straight-forward work and can
be done automatically if the system design is in computer
readable form.

Next we need to define a test case that fulfils a given
test requirement. Each test requirement can be transformed
into a temporal logic clause stating that the test requirement
can never be fulfilled. In linear temporal logic (LTL) the
property is specified as G¬(testRequirement).

The model checking tool can be used to evaluate the
temporal logic clause against the system model. If a path
exists to a state in which the test requirement is fulfilled, it
is given as a counter-example. The system inputs used for
a test case and the expected outputs of the system can be
read from the counter-example.

B. Test set generation algorithm

It is possible to create test cases that fulfil multiple test
requirements at once. This can be done by combining two (or
several) temporal logic formulas into a single formula that
covers all the associated test requirements. As an example,
assume we have two test requirements: testRequirement1
and testRequirement2 . The corresponding temporal logic
formula covering these two test requirements is:

G¬(testRequirement1 ) ∨ G¬(testRequirement2 ).
The temporal logic formula is also equivalent to:
¬(F(testRequirement1 ) ∧ F(testRequirement2 )).
The formula states that no path exists, in which each test

requirement is true at some time point during the test. If a
path exists that fulfils both test requirements it will be output
by the model checking tool as a counter-example.

It is possible to create a single temporal logic formula
encompassing all of the test requirements. However, such
a test may be very complex, or consist of very many time
steps. Some test requirements can also be infeasible, and
these cases should be detected and sorted out.

We developed an automatic test set generation algorithm
with the intention of keeping the test cases simple, and the
number of tests low. The algorithm is presented as pseudo
code in Algorithm 1. In the procedure GenerateTestSet , we
assume that the set of test requirements 𝑅 has already been
calculated, and that the system FBD has been modelled.
The procedure makes calls to another function runMC that
creates the temporal logic formula corresponding to the set
of currently examined test requirements, and performs the
model checking on the model, and returns two elements: a
Boolean variable testfound that expresses whether a suitable
test case could be found, and the counter-example file 𝑐𝑒, if
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Figure 4. Test generation using model checking

one exists.
The algorithm begins with the first test requirement and

determines whether a test case for that single test require-
ment can be found. If it can be found we attach a new test
requirement to the examined set of test requirements, and
find out whether a counter-example of the same length that
fulfils all test requirements in the set can be found. If such a
counter-example is still possible we continue by attempting
to add even more test requirements to the set. If the counter-
example becomes infeasible, we exclude the most recent
test requirement and continue by adding one from the set
of unexamined test requirements. Once all test requirements
have been gone through, we have a single test case that
fulfils 𝑛 out of the ∣𝑅∣ test requirements. The process is
then repeated with the ∣𝑅∣ − 𝑛 remaining test requirement
until every test requirement is covered by some test case, or
it has been determined that the test requirement is infeasible.

For simplicity, the pseudo code presentation is missing
some of the functionality of our algorithm. We use a
bounded model checking (BMC) algorithm to quickly look
for short test cases. If the BMC algorithm does not find
a counter-example within its bound, we employ a BDD-
based algorithm as a backup, since the BDD-based approach
will find counter-examples of any length. We also store the
lengths of the already found counter-examples and use them
to guide the BMC algorithm: when the set of currently
examined test requirements grows, the length of the test
fulfilling the requirements is kept unchanged if possible.
Finally, we also create a mapping from the test requirements
to the test cases that fulfil them.

C. Implementation

The test set generation technique was implemented as
a prototype tool using Python. The tool requires a model
checking model as input. The model is annotated so that
parts referring to the inputs, outputs and function blocks of
the model can be easily recognised. The tool then deduces
the structure of the function block diagram based on the
model. In addition to the model file, we also use a separate
file for relevant information regarding the different function
block types, e.g. names and types of the output signals of
function blocks, and most importantly the function condi-

Algorithm 1 Test set generation algorithm
1: procedure GENERATETESTSET(𝑅,FBD)
2: Checked ← ∅ ⊳ Covered test requirements
3: Infeasible ← ∅ ⊳ Infeasible test requirements
4: Current ← ∅ ⊳ Current set of requirements
5: Tests ← ∅ ⊳ Resulting test set
6: for 𝑥 ← 0, ∣𝑅∣ − 1 do
7: if 𝑅[𝑥] ∈ Checked then
8: continue
9: end if

10: Current ← ∅
11: for 𝑦 ← 𝑥, ∣𝑅∣ − 1 do
12: if 𝑅[𝑦] ∈ Checked then
13: continue
14: end if
15: Current ← Current ∪𝑅[𝑦]
16: [𝑡𝑒𝑠𝑡𝑓𝑜𝑢𝑛𝑑, 𝑐𝑒] = runMC (FBD ,Current)
17: if not 𝑡𝑒𝑠𝑡𝑓𝑜𝑢𝑛𝑑 then
18: if ∣Current = 1 then
19: Infeasible ← Infeasible ∪𝑅[𝑦]
20: Checked ← Checked ∪𝑅[𝑦]
21: break
22: end if
23: if ∣Current ∣ > 1 then
24: Current ← Current −𝑅[𝑦]
25: end if
26: else ⊳ Test found
27: Checked ← Checked ∪𝑅[𝑦]
28: end if
29: if ∃𝑧 : 𝑅[𝑧] /∈ Checked , 𝑧 > 𝑦 then
30: continue
31: else
32: Tests ← Tests ∪ 𝑐𝑒
33: break
34: end if
35: end for
36: end for
37: end procedure

tions and function block conditions related to each input-



output pair.
Function block diagrams may have diverging connections

between the function blocks. By this we mean that an
output of a function block is used as input in multiple
other function blocks. According to the used methodology,
however, a connection has to be between two function
blocks or a function block and a variable. Our tool examines
the structure of the FBD, and if diverging connections are
detected, dummy function blocks are added to the branch
points. The dummy function blocks have a single input and
several outputs, and they simply forward the input signal to
the outputs.

We also implemented a loop removal feature in the tool.
Loops are removed automatically via a backwards depth-
first-search starting from the outputs of the FBD. If an edge
is encountered during the search that has been previously
visited, then a loop has been detected. The loop removal
procedure is used only for creating the test requirements of
the system. The actual tests are generated for the original
system that still has all feedback loops intact.

VI. DISCUSSION

We have identified some issues that complicate the utili-
sation of the structure-based coverage criteria as defined in
[4] and [5]. First, there is a slight difference in the definition
of the function block conditions of the coverage criteria
by Jee et. al, and the input-output condition as defined
in another widely used coverage criterion called Modified
Condition/Decision Coverage (MC/DC) (see IEC 29119-4).
For example, according to Jee et. al the function condition
for one of the inputs of an AND function block is:
FC ⟨𝑖𝑛𝑝𝑢𝑡1, 𝑜𝑢𝑡𝑝𝑢𝑡⟩ = (¬𝑖𝑛𝑝𝑢𝑡1) ∨ 𝑖𝑛𝑝𝑢𝑡2
The condition states that when 𝑖𝑛𝑝𝑢𝑡1 is false, it has

influence on 𝑜𝑢𝑡𝑝𝑢𝑡, and if 𝑖𝑛𝑝𝑢𝑡1 is true, it influences the
output only when 𝑖𝑛𝑝𝑢𝑡2 is true as well. A similar input-
output influence relation is defined in the MC/DC coverage
criterion. In MC/DC the influence relation is somewhat
different: input has influence on the output when flipping of
the input value, also flips the output value. If the function
condition for the AND function block was written based on
this definition, it would be:
FC ⟨𝑖𝑛𝑝𝑢𝑡1, 𝑜𝑢𝑡𝑝𝑢𝑡⟩ = 𝑖𝑛𝑝𝑢𝑡2
That is, 𝑖𝑛𝑝𝑢𝑡1 has influence on 𝑜𝑢𝑡𝑝𝑢𝑡 only when the

other input is true. The difference in these two definitions
is the case where both inputs are false. According to the
definition by Jee et. al 𝑖𝑛𝑝𝑢𝑡1 has influence on the output
since 𝑖𝑛𝑝𝑢𝑡1 is one of the inputs that are false. According
to the MC/DC definition 𝑖𝑛𝑝𝑢𝑡1 does not have influence
on 𝑜𝑢𝑡𝑝𝑢𝑡. In our opinion the MC/DC definition is more
intuitive and leaves less room for interpretation.

Another issue is that the current methodology by Jee et.
al does not adequately take the time dimension into account
in the function block conditions. Only the instantaneous
influence of an input to an output is considered. However,

Table II
INFORMATION ON THE TEST GENERATION FOR THE EXAMPLE SYSTEM

Coverage Test Infeasible Test Achieved
criterion Requirements Requirements cases coverage

BC 8 0 1, 3a 100%
ICC 14 1 1, 2, 3b 92,9%
CCC 80 10 1, 2, 3c 87,5%

in some cases an input may only have a delayed influence
on an output signal. A perfect example is the DELAY
function block. If its function block condition is defined in
strict terms we realise that the input has no direct influence
on the output, and the function block condition becomes:
FBC ⟨𝑖𝑛𝑝𝑢𝑡1, 𝑜𝑢𝑡𝑝𝑢𝑡⟩ = 𝐹𝐴𝐿𝑆𝐸. This causes all the test
requirements involved with a data path that has a DELAY
function block to become infeasible. This seems counter-
intuitive since there is a clear dependency between the
input of the DELAY and the output. However, setting the
function block condition to TRUE could cause test cases to
be generated, in which the input of a data path does not
influence the output due to a time delay within the path.

The input of the DELAY function block at time point 𝑛
influences the output at time point 𝑛+1. The methodology
should be further developed so that the time aspect is
somehow taken into account.

VII. RESULTS

In this section we present the generated tests for the
example system. In addition, we present results of using the
developed tool for test generation on a small group of other
function block diagrams. The tests were generated on a PC
with Intel Core i7 Q740 processor and 3 GB of RAM. For
model checking, NuSMV version 2.5.4 was used.

A. Example system

Test cases were generated for the example system based
on the three coverage criteria (BC, ICC and CCC). Infor-
mation related to the test generation process is illustrated
Table II.

Applying the coverage criteria to the system resulted in
eight test requirements for the BC criterion, 14 test require-
ments for the ICC criterion, and 80 test requirements for
the CCC criterion. All BC test requirements were feasible.
One ICC test requirement was infeasible because it required
that the feedback signal was true while the internal memory
indicating the previous control output value was false. In the
actual system where the feedback loop is intact these two
signals are the same signal which causes the requirement
to be infeasible. Ten out of the 80 CCC test requirements
were infeasible. As an example of the infeasible cases, one
of the test requirements states that the output of a PULSE
function block is false while the internal clock of the PULSE
is running. This cannot occur in the system because the
output is set whenever the clock is running.
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Figure 5. Timing diagrams of the generated test cases

The timing diagrams of the generated test cases are
illustrated in Fig. 5. The BC criterion led to test cases 1
and 3a, ICC led to test cases 1, 2 and 3b, and CCC led
to test cases 1, 2 and 3c. Test case 1 consists of a single
time point at which the control output should be set when
the process input is true, and the manual trip commands are
false. Test case 2 consists of a single time point as well and
it requires that the control output is not set when all inputs
are false. All criteria led to a single longer test case (test
cases 3a, 3b and 3c). In these tests the process input is true
until the control output becomes false after the 4 s pulse. The
three test cases have minor differences in how the manual
trip commands alternate during the pulse and after it.

Three test cases suffice for fulfilling all feasible test
requirements of the case study system, even when the
most rigorous coverage criterion (CCC) is used. In the
example system the benefit of using the CCC criterion when
compared to the less rigorous ICC criterion cannot be seen.
This is probably due to the simplicity of the case study
system. However, the difference between BC and the more
rigorous coverage criteria can be seen: BC results in two
tests while ICC and CCC results in three test cases. The
ICC and CCC test cases are also more intricate.

The case study system was chosen because it includes a
design error: if the manual trip command is given during
the 4 s control the system freezes until the input disappears.
In the generated test cases the error triggering behaviour is
present but the end effect of the error can not be seen. The
manual trip command is indeed given during the 4s control
in the test cases 3a, 3b and 3c. Unfortunately, the generated
test cases are too short to show the freeze of the output,
and thus the error can not be identified only based on the
generated tests. With the help of the test cases, however,
a system designer may notice that a scenario in which the
operator gives the trip command at a wrong time has not
been considered.

Table III
FUNTION BLOCK DIAGRAMS USED AS INPUT FOR TEST GENERATION

FBD name Inputs Outputs Function blocks Data paths
FBD1 3 1 6 3
FBD2 2 1 4 2
FBD3 1 1 1 1
FBD4 1 4 14 15
FBD5 4 4 12 18
FBD6 1 1 6 3
FBD7 1 2 5 6
FBD8 3 2 8 15
FBD9 2 5 10 10

B. Test generation results

Using the developed tool, we generated structure-based
tests for nine exemplar function block diagrams. Some
statistics of these function block diagrams are presented
in Table III. For these tests we defined the input-output
relations of the function blocks following the MC/DC
methodology, unlike in the running example. We also did not
consider parameters of the function blocks as separate inputs
as was the case in the running example. The function block
condition of the DELAY function block was defined as:
FBC ⟨𝑖𝑛𝑝𝑢𝑡1, 𝑜𝑢𝑡𝑝𝑢𝑡⟩ = 𝐹𝐴𝐿𝑆𝐸 according to the MC/DC
principles.

The test generation results for different coverage criteria
are summarised in Tables IV, V and VI. In addition to the
number of total and infeasible test requirements, the number
of generated tests, the number of performed model checker
executions, and total test generation time are shown. Our
test generation technique is able produce compact test cases,
since the number of test cases remains low even when the
number of total test requirements is high.

We can also see that the number of infeasible test re-
quirements is quite high. This is due to the use of DELAY
function blocks in systems FBD4, FBD5, FBD6, FBD7,



Table IV
TEST GENERATION RESULTS WHEN THE BC TEST COVERAGE

CRITERION IS USED

FBD Test Infeasible Test Model Elapsed
name reqs. test reqs. cases checker runs time
FBD1 3 0 1 3 3 s
FBD2 2 0 1 2 2 s
FBD3 1 0 1 1 1 s
FBD4 15 9 2 23 71 s
FBD5 18 12 1 29 38 s
FBD6 3 1 1 4 5 s
FBD7 6 3 2 8 10 s
FBD8 15 5 2 28 29 s
FBD9 10 7 1 15 20 s

Table V
TEST GENERATION RESULTS WHEN THE ICC TEST COVERAGE

CRITERION IS USED

FBD Test Infeasible Test Model Elapsed
name reqs. test reqs. cases checker runs time
FBD1 4 0 1 4 4 s
FBD2 2 0 1 2 2 s
FBD3 2 0 2 3 3 s
FBD4 15 9 2 23 70 s
FBD5 36 24 5 119 127 s
FBD6 6 3 2 12 14 s
FBD7 12 7 3 20 24 s
FBD8 30 12 5 110 106 s
FBD9 20 14 2 42 51 s

Table VI
TEST GENERATION RESULTS WHEN THE CCC TEST COVERAGE

CRITERION IS USED

FBD Test Infeasible Test Model Elapsed
name reqs. test reqs. cases checker runs time
FBD1 20 0 3 32 31 s
FBD2 12 0 3 24 22 s
FBD3 4 0 2 6 5 s
FBD4 212 136 5 712 1123 s
FBD5 262 182 5 902 999 s
FBD6 34 22 2 75 102 s
FBD7 70 45 3 113 152 s
FBD8 202 97 5 731 712 s
FBD9 140 104 2 287 347 s

FBD8 and FBD9. As noted in section VI all data paths
that are involved with a DELAY function block produce
infeasible test requirements.

The number of test requirements can become quite high
when the CCC coverage criterion is used (Table VI). Sub-
sequently, the model checker has to be run hundreds of
times, and the examined temporal logic formulas become
long. Our test generation technique can manage these FBDs
with a higher number of test requirements because the
individual model checker runs remain short in duration. The
test generation times, however, can still be quite high for a
relatively simple function block diagram.

VIII. THREATS TO VALIDITY

In our technique we create a small number of tests that
achieve high structure-based coverage by fulfilling multiple
test requirements simultaneously. A threat to construct va-
lidity is that small tests may not be desirable if there is
also need to e.g. identify which test requirement is the one
localizing an error in the system. It can also be quite difficult
to determine the correctness of the outputs of a test case
when multiple test requirements are fulfilled at once.

Threats to internal validity might come from errors in the
implementation code, the model checking model, and the
function block conditions that were manually composed. To
reduce possible errors in these components, the implementa-
tion was tested on many function block diagrams other than
the one used as a running example, and the intermediate
products of the implementation such as data paths and
data path conditions and test requirements were manually
reviewed.

The most important threat to external validity is whether
the methodology can be extended to cover also function
blocks that have no direct combinatorial dependencies be-
tween the inputs and the outputs (such as the DELAY
function block). In addition, our technique depends on the
fact that the system can be adequately described in the
modelling language of the model checking tool. Designs
including complex mathematical functions cannot be exactly
modelled. Also, analog variable ranges have to be discretised
for the tool.

IX. CONCLUSIONS

In this work we have introduced a technique for using
model checking to generate structure-based test cases for
function block diagrams. We have also presented an al-
gorithm for generating a set of test cases that has high
structure-based coverage. The test set is automatically gener-
ated but the technique requires that a model checking model
of the system is available. The resulting test set is efficient
in the sense that the number of test cases is small and the
tests are concise. We have implemented the algorithm using
the Python programming language and have demonstrated
the use of the technique in a small case study system, and
presented test generation results on a small group of function
block diagrams.

The main application of our technique are safety-critical
function block based systems, but the technique can be used
for other relatively simple function block based systems
consisting of Boolean logic, timers and memories. Based on
our experience the technique should scale to typical nuclear
domain safety systems, as long as only the behaviour of the
single system is included in the analysis.

Our test set generation technique currently requires a
fair amount of manual work. A model checking model of
the examined system has to be available, and the input-
output relations of the function blocks have to be manually



analysed. In future, we plan to determine a way to gen-
erate these conditions in a more automatic fashion. This
automatic generation could be based on iterative counter-
example guided model checking of a single function block.
Using the MC/DC definition for defining the input-output
relations seems more intuitive and more suitable for auto-
matic generation purposes. We also plan to further extend
the methodology so that the time dimension is taken into
account in the definition of the function block conditions.

Finally, we plan on refining the test generation algorithm
as many optimisations to the algorithm are possible. The
test generation process can take a considerable amount of
time. Infeasible test requirements may cause many redundant
model checker executions. The test generation time could be
shortened by trying to detect the infeasible test requirements
as soon as possible so that the number of redundant model
checker executions remains low. It may also be useful
to check whether a previously generated counter-example
already fulfils a test requirement without running the model
checker (similar to monitoring of faults in [18]).
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