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Welcome

EuroVR 2020: Valencia, Spain

The focus of EuroVR 2020 is to present novel Virtual Reality (VR) up-to Mixed Reality (MR)
technologies, including software systems, display technology, interaction devices, and
applications. Besides papers on novel results, industry-oriented presentations (automotive,
medical, etc.), the EuroVR conference series creates a unique opportunity for participants to
network, discuss, and share the latest innovations around commercial and research applications.

As in previous years, we welcome industrial and academic exhibitors, as well as sponsors, to
connect with our community.

Our major priority is to provide authors the opportunity to prestigiously disseminate their
innovative work within the wide community of end-users, from large scale industries to SMEs.

25-27 November, 2020

Valencia, Spain

Conference organizers

CVAR:-
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Preface

Preface

We are pleased to present these conference proceedings in the VTT Technology series, the papers
accepted for the Application and Demo&Exhibition Tracks of EuroVR 2020, the 17th annual
EuroVR conference, organized by LabLENI and the Universitat Politecnica de Valéncia, which has
been held on-line from 25" to 27" November 2020.

In previous years the EuroVR conference has been held in Bremen (2014), Lecco (2015), Athens
(2016), Laval (2017), London (2018) and Tallin (2019). This series was initiated in 2004 by the
INTUITION Network of Excellence in Virtual and Augmented Reality, supported by the European
Commission until 2008, and incorporated within the Joint Virtual Reality Conferences (JVRC) from
2009 to 2013. The focus of the EuroVR conferences is to present, each year, novel Virtual Reality
(VR), Mixed Reality (MR) and Augmented Reality (AR) technologies, including software systems,
display technologies, interaction devices, and applications, to foster engagement between
industry, academia, and the public sector, and to promote the development and deployment of
VR/MR/AR technologies in new, emerging, and existing fields. This annual event of the EuroXR
association (https://www.euroxr-association.org), former EuroVR, provides a unique platform for
exchange between researchers, technology providers, and end users around commercial or
research applications.

This publication is a collection of the industrial papers presented at the conference. It provides an
interesting perspective into current and future industrial applications of VR/AR/MR. The
Application and Demo&Exhibition Tracks are an opportunity to put together industry and
research and development communities. You will find presentations from large and small
industries, as well as academic institutions from all over Europe and beyond.

Due to the COVID-19 pandemic, the EuroVR 2020 conference was held virtually in order to
guarantee the best audience while maintaining the maximum-security conditions for the
attendees. We would like to warmly thank the committee chairs of these tracks for their great
support and commitment to the conference, and special thanks go to the local organizing
committee for their great effort in making this event happen in such a difficult year.

On behalf of the organising committee,

%&&m de Orifonio \ lheadio Ea?m-—/.mwm
UNIVERSIDAD S ERS,
) POLITECNICA ﬁé’:%{ UNIVERSIDAD
. DE MADRID »7 5 :
POLITECNICA =aens  DE MALAGA

et

Head of the Madrid HCI Lab and Professor at Head of DIANA Research Group and
Universidad Politécnica de Madrid, Spain Professor at the University of Malaga, Spain

Page 2 0of 139


https://www.euroxr-association.org/

Table of contents

Table of contents

THE APPLICATION TRACK

EXPLOITING AUGMENTED REALITY FOR IMPROVED TRAINING AND SAFETY SCENARIOS

FOR LARGE PASSENGER SHIPS .ttt st tsseasessessesssbse bt s bbbt et ettt tb st sn 9
Spyridon Nektarios Bolierakis, Vassilis Nousis, Lazaros Karagiannidis, Giannis Karaseitanidis,
and Angelos Amditis

THE FIRST FUNCTIONAL PROTOTYPE OF XR SYSTEM FOR ADDITIVE MANUFACTURING SYSTEM'S

MAINTENANCE SUPPORT ...ttt ssssssssssasastsssssssssssssesssssssssssessasasasssassssssssssossssssssssssssssssssssesssessasassssssssoss 15
Kaj Helin, Jaakko Karjalainen, Timo Kuula, and Gaetano Patrimia

PROTOCOLS OF USE FOR IMMERSIVE PLATFORMS UNDER COVIDT9 ...oiieeeeeeeeisieiieereeesesesevssssssssssssesaes 19
Javier Posselt, and René Gosselin

GAMIFIED EXPERIENCE FROM ROOM 39...cieieereeresesesesssssssssssssssaststsisesesssesesesesesssssasasasasasassasssssssssssssssesssens 23
Marta Tabernero, and Alberto Ruiz

REVIEW OF HAPTIC RENDERING TECHNIQUES FOR HIP SURGERY TRAINING......ccooiererereeereree e 29

Taha Ziadeh, Jerome Perret, Maximilian Kaluschke, Sebastian Knopp, and Mario Lorenz

SPECIAL SESSION

IMOVE VREE. ..ttt sttt tsseaset it b ts st s es st st s b sttt bttt 43
Gert-Jan Brok, Guy Gilbers, and Kiki Coppelmans

MOVIN(G) REALITY ot eiestiretiseieesseasetisesssesstssetsessse s ess st sase s asss sttt st s sttt ettt sttt sesane 45

Noél Keijsers, Cheriel Hofstad, René van Ee, Bart van Qosteren, Carmen Ensink, Theo Theunissen,
David van Dommelen, and Jille Treffers

AN AR PROTOTYPE TO REHABILITATE MEMORY FUNCTIONS IN AN ECOLOGICALLY VALID

ENVIRONMENT Lttt ettt sttt bbb st st sas s s bbb e b e s se e et st st sas s s bbb s sese e st st st st sassssasasasns 49
Lukas Lorentz

CREATING A VR DIMENSION FOR THE PAIN TOOLKIT oottt tstseeesiiesese ettt sssssssssese e sesesess st sssssaen 53
Denis Martin, and Pete Moore

TRUNKY XL EVERYBODY A SIX-PACK! c.ureeeeerisisirisiseeseseseesesesesessasassssssasastsssssssssesesesesesessssssasasasssssssssssssssssssssenssens 55

Desirée Struijk-Vlaswinkel, Fanny Schils, Noél Keijsers, Lise Winkels, Carmen Ensink, Gert-Jan Brok,
Kiki Coppelmans, Colin Rosen, and Hanneke van Duinhoven

POSTERS

IMPROVING THE FEELING OF PRESENCE AND IMMERSION THROUGH CONVINCING
EMBODIMENT IN VR ottt tsseeset i essessetse s essssss st sessse s tss st e sas st se st s s ssestsesasebasesssssesins 61
Eleftherios Anastasovitis, loannis Dimitriadis, Spiros Nikolopoulos, and loannis Kompatsiaris

EPANASTASIS-1821: REVIVING THE NAVAL HISTORY OF THE REVOLUTION THROUGH

FULL-IMMERSIVE VIRTUAL REALITY w.oettrttreietereietireiseietseeisesssese s aseetsesasesssessstsesasesasesssssesisesasesasesssssssssesasesasssssssesans 65
Eleftherios Anastasovitis, Georgia Georgiou, Spiros Nikolopoulos, and loannis Kompatsiaris
BIMPROVE USER INTERFACES: MULTI-USER-XR FOR CONSTRUCTION ...cuutuierireemeireeerersesseeseseresasesessseesssanes 71

Matthias Aust, Melissa Otto, and Kaj Helin

Page 3 0of 139



Table of contents

VIRTUAL REALITY FOR HISTORICAL AND CULTURAL LEARNING: A USER STUDY AT
THE HOLLANDSCHE SCHOUWBURG MEMORIAL ... tverreerreerreeeessessesesesssesssesesseesssssssessesssesasesssesssasssssssssssssssesnns 77
Maria Blancas, Sytse Wierenga, Daniel Pacheco, and Paul F. M. J. Verschure

UPPER EXTREMITY MOVEMENT EVALUATION USING MARKERLESS MOTION CAPTURE SYSTEM.............. 83
Marietta Gavriljuk, Vladimir Kuts, Helena Gapeyeva, Tauno Otto, and Simone Luca Pizzagalli

ARTISTS EMERGE FROM THEIR PAINTINGS: MUSEUM AR EXPERIENCES OF ART AND ARTIFACTS............. 87
Hyejin Hannah Kum-Biocca

DIGITAL CULTURAL HERITAGE: VIRTUAL & AUGMENTED REALITY 3D ANIMATION OF UNESCO WORLD
HERITAGE SITE MY SON ...oooiirrreeveeeseeeessessssssesssssssssssssessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssnasssssssssssnns 93
Tho Luong Nguyen, Hoa Hiep Trinh, Chung Van Le, Nathan Lauer, and Jolanda Tromp

USING AUDIO-VISUAL IMMERSION TO IMPROVE ACCEPTANCE OF WIND ENERGY PROJECTS......ccouuuuee 97
Iwer Petersen, Birgit Wendholt, Sebastian Mellert, Dagmar Rokita, and Friedrich Ueberle

DETECTING ASTIGMATISM CONDITION IN HUMAN EYE USING VR ....viiririrerirereesirereesiersssisesesseesesssesssenes 101
Shivang Shekhar, Sai Anirudh Karre, Y. Raghu Reddy, and Rajat Kumar Gupta

AUGMENTED CURIOSITY wottrtiriieiieeisesiseiecsssissstsesssebsstssstsesasesstsstssssssssseesessssssst s bast sttt et st bese s stsssssasans 107

Aline Simonetti, Alexander Silva Lopera, and Enrique Bigné

REHABILITATION OF CARPAL TUNNEL SYNDROME WITH THE RUBBER HAND ILLUSION
IN VIRTUAL REALITY wtettreirettretseietsseisetisess s tsesesesase s tssasesesesasesasssss st et bas sttt ss sttt b tsssssesssesasesasesnes 13
Jolanda Tromp, Andres Molina, Guzman Alba, Ma Lupiafiez, Pedro Cano, and Miguel Angel Mufioz

DEMQS

THE INTERPLAY BETWEEN VIRTUAL REALITY AND EYE-TRACKING TECHNOLOGIES IN

SUBSTANCE USE DISORDERS: THE ALCO-VR PROJECT ..cvuirtirererereirneiretiressessesseisesisessesssesesisesasesasesssesesssesasesns 19
Alexandra Ghita, Jolanda Ruiz, Olga Hernandez-Serrano, Marta Ferrer-Garcia, Bruno Porras-Garcia,
Miquel Monras, Lluisa Ortega, Silvia Mondon, Lidia Teixidor, Antoni Gual,
and José Gutiérrez-Maldonado

CUSTOMIZABLE VISION CORRECTION FOR MACULAR DEGENERATION USING MIXED REALITY ............. 123
Rick Hindriks, Tessa Klunder, Lucia Tealdi, and Madelon Molhoek

MODIFYING BODY-RELATED ATTENTIONAL BIAS AMONG PATIENTS WITH ANOREXIA NERVOSA. A
VIRTUAL REALITY AND EYE-TRACKING BASED RESEARCH ...ttt aenenis 129
Bruno Porras-Garcia, Marta Ferrer-Garcia, Eduardo Serrano-Troncoso, Marta Carulla-Roig,
Pau Soto-Usera, Isabel Sanchez-Diaz, Fernando-Fernandez Aranda, and José Gutiérrez-Maldonado

AUTHOR INDEX, TABLE OF FIGURES AND LIST OF TABLES

AUTHOR INDEX ..coreeeerarerircrimeeseraseseesnssesasenesessstsssssssasesasesastsssssnssesssesassssassssesastsasssssesssesastsssssnssesssssassssssenssesans 135
TABLE OF FIGURES ettt sttt s s s st b b s e 138
LIST OF TABLES ...ttt s as st et ssssasesase et asnasesasesas s ase e esast s ssssasesasesasssassssnasenasesasssnssens 139

Page 4 of 139



Industrial Chairs and Organizing Team

EuroVR Application Program Chairs

D Angélica de Antonio (Universidad Politécnica de Madrid, Spain)
D Jorge D. Camba (Purdue University, USA)

D Kaj Helin (VTT, Finland)

D JérOme Perret (Haption, France & Germany)

D Christoph Runde (VDC, Germany)

D

Krzysztof Walczak (Poznan University of Economics and Business, Poland)

EuroVR Demo and Exhibition Chairs

Jaime Guixeres (UPV, Leni, Spain)
Giannis Karaseitanidis (ICCS, Greece)
Matthieu Poyade (GSA, UK)

Arcadio Reyes-Lecuona (University of Malaga, Spain)

EuroVR General Chairs

D Mariano Alcaniz Raya (UPV, Leni, Spain)
D Frank Biocca (New Jersey Institute of Technology, USA)

D Yoshifumi Kitamura (Tohoku University, Japan)

EuroVR Scientific Program Chairs

Patrick Bourdot (University paris-Saclay, CNRS, VENICE team, France)
Victoria Interrante (University of Minnesota, USA)

Regis Kopper (University of North Carolina, USA)

Anne-Hélene Oliver (University of Rennes 2, France)

Hideo Saito (Keio University, Japan)

Gabriel Zachmann university of Bremen, Germany)

EuroVR Organizing Team

D Alejandra Del Valle, Jaime Guixeres, Elena Parra, Carla De Juan, Alice Chicchi, &
Javier Marin (UPV, Leni, Spain)

D Marco Sacco, Beatrice Palacco, & Patrick Bourdot (EuroVR)

Page 5 of 139



Page 6 of 139



The Application Track






Bolierakis, S. N., Nousis, V., Karagiannidis, L., Karaseitaidis, G., & Amdits, A.

Exploiting Augmented Reality for improved training and
safety scenarios for large passenger ships

Spyridon Nektarios Bolierakis, Vassilis Nousis, Lazaros Karagiannidis,
Giannis Karaseitanidis, and Angelos Amditis

National Technical University of Athens (NTUA), Athens, Greece

Corresponding authors: spyros bolierakis@esd.ece.ntua.gr, vasilis.nousis@esd.ece.ntua.gr,
lkaragiannidis@esd.ece.ntua.gr, gkara@esd.ece.ntua.qr, & aamditis@mail.ntua.qr

Keywords: Augmented reality, large passenger ships, training scenarios, safety application.

Introduction

Recent advances of Augmented Reality (AR) and Virtual Reality (VR) technology, has made this
technology attractive for the cruise line industry. The AR and VR applications the cruise line sector
is targeting is mainly related in enhancing the passenger experience on-board, i.e. using
augmented reality virtual excursions’, or in providing virtual reality gaming for cruise passengers?.
As it is reported in® advanced AR, VR and XVR (mixed virtual reality) technologies will facilitate a
hyper-personalised entertainment future for the cruise passengers. Besides the use of immersive
technologies such as VR in marine education and training and ship bridge simulators, another
domain where AR/VR has gained recently interest in maritime industry and in particular due to
COVID-19 crisis, is related to remote and augmented surveys and ship inspections, already offered
by leading ship classification societies. While AR/VR technology is constantly growing in several
application domains such as health, manufacturing, education, safety training and retail, its full
potentials for the use for real-world applications” in real environment of large passenger ships for
training and safety applications have not been exploited yet.

' Arlati S., Spoladore D., Baldassini D., Sacco M., & Greci L. (2018) VirtualCruiseTour: An AR/VR Application
to Promote Shore Excursions on Cruise Ships. In: De Paolis L., Bourdot P. (eds) Augmented Reality, Virtual
Reality, and Computer Graphics. AVR 2018. Lecture Notes in Computer Science, vol 10850. Springer,
Cham. https://doi.org/10.1007/978-3-319-95270-3

2 https://www.royalcaribbean.com/cruise-activities/sky-pad

3 MSC Cruises: The Future Guest Experience, http://cdn.msccruises-platform.com/msc/press/media/press-
materials/attachments/msc-cruises-the-future-guest-experience-full-report-low-res.pdf

4Mallam, S.C,; Nazir, S,; Renganayagalu, S.K. Mallam, S. C., Nazir, S., & Renganayagalu, S. K. (2019).
Rethinking Maritime Education, Training, and Operations in the Digital Era: Applications for Emerging
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To this end, tailored AR applications for training and safety applications for large passenger ships
as part of the EU funded H2020 project SafePASS®,® are presented in this paper abstract. SafePASS
is an EU H2020 funded project aiming to radically redefine the evacuation processes, evacuation
systems and international standards for passenger ships in all environments. SafePASS aims to
develop a combination of innovative systems that will collectively monitor, process and inform
during emergencies both safety personnel and passengers of the optimal evacuation routes,
coupled with advanced, intuitive and easy to use, lifesaving appliances that go beyond current
state-of-the-art. This includes AR applications targeting both training of crew personnel as well
as safety related scenarios in case of evacuation of large passenger ships.

SafePASS AR toolkit application environment

SafePASS AR toolkit is a set of AR applications being developed, in order to assist and enhance
already existing training and emergency procedures and tools for large passenger ships. The
SafePASS AR toolkit includes three different applications. The SafePASS AR Training Tool, the
SafePASS AR Crew Rescue Assistant, the SafePASS AR Passenger Assistant Application. Each
application of the AR toolkit is not only focused in fulfilling different aspects and scenarios of
emergencies and trainings, but also targets different actors involved in the safety and emergency
management process as well as in the crew training process. Due to the maritime application
environment of the proposed AR toolkit, special attention needs to be taken in the maritime
regulatory landscape imposed by international organizations an conventions such as, the
International Maritime Organization (IMO), the International Convention for the Safety of Life at
Sea (SOLAS), as well as the International Convention on Standards of Training, Certification and
Watchkeeping for Seafarers (STWC). In addition, the emergency phases on-board of large
passenger ships and the different alarm phases, actors and procedures as summarized in Figure 1
needs to be carefully analyzed, in order to adapt to the specific operational environment.

Immersive Technologies. Journal of Marine Science and Engineering, 7(12), 428.
https://doi.org/10.3390/jmse7120428

> http://www.safepass-project.eu/

¢ Boulougouris, E., Vassalos, D., Stefanidis, F., Karaseitanidis, G., Karagiannidis, L., Amditis, A., Ventikos, N.,
Kanakidis, D., Petrantonakis, D. (2020), SafePASS — Transforming Marine Accident Response, Proceedings
of 8th Transport Research Arena TRA 2020, April 27-30, 2020, Helsinki, Finland
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Onboard Vessel At sea
— o—b—0

Figure 1. Emergency phases and alarm signals from incident to rescue on passenger ships.

AR toolkit application development

The SafePASS AR Training Tool is an Augmented Reality application that consists of two parts. The
first part targets to assist crew members to train on handling Life Saving Appliances (LSAs), such
as life boats, life rafts and mass evacuation systems through various scenarios provided. The
training is accomplished on a virtual LSA (3D model) allowing users to interact with it in order to
successfully accomplish each step of the training scenario. For each step useful information are
provided through images, text, videos and animations on the corresponding virtual parts of the
LSA. The second part of this application aids crew members during the LSA maintenance
procedure. It provides the necessary steps for the maintenance along with useful annotations on
the actual equipment of the ship. This application is developed for the Hololens 2”. The respective
mock-ups are depicted in Figure 2.

7 https://www.microsoft.com/en-us/hololens
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Figure 2. Mock-ups of the AR crew training application

The SafePASS Crew Rescue Assistant is an application developed on Hololens2 and used by ship’s
crew members responsible for assisting passengers in danger. The application as a first step
notifies a crew member that there is a passenger in need along with all necessary information.
This information includes position, status and special health conditions of the passenger collected
by the central SafePASS system. As a second step it navigates the crew member to the passenger
through an optimal safe route provided by the central SafePASS system (as illustrated in Figure 3).
For the navigation, the application uses an indoor localization system based on Ultra-Wideband
technology installed along with Hololens?2 spatial awareness capabilities.
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Figure 3. Mock-up SafePass passenger assistant Figure 4. Mock-up SafePass Crew rescue assistant
application application

The SafePASS Passenger Assistant (Figure 4) is an application developed for mobile devices and
used by ship’s passengers. The application requests a personalized evacuation route to the
nearest safe point from the central SafePASS system. Since the route is provided it navigates the
user using augmented features along with audio assistance. For the navigation to keep track of
passenger’s position the application uses the indoor localization system installed.

Conclusions

The AR applications will be tested in real environment on a large cruise ship, as part of the
integration, demonstration and validation activities of the SafePASS project. Nevertheless, some
limitations of testing the AR applications in real emergency conditions on a ship (i.e. smoke, fire),
how to emulate human stress factor and ship conditions such as ship leaning need to be
addressed appropriately. On the other hand, technical challenges related to the navigation feature
through the use of the indoor localization system combined with the spatial awareness will be
further studied.

Acknowledgement
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The First Functional Prototype of XR System for
Additive Manufacturing System’s Maintenance
Support

Kaj Helin', Jaakko Karjalainen', Timo Kuula', and Gaetano Patrimia?

'VTT Technical Research Centre of Finland Ltd, Tampere/Espoo, Finland
°Prima Industrie S.p.A, Turin, Italy

Corresponding author: kaj.helin@vtt.fi

Keywords: Extended Reality, Manual Work Support, Usability, Human Centred Design.

Introduction

This application abstract introduces the first functional prototype of XR system for additive
manufacturing (AM) system’s maintenance support. It has been developed in European
Commission funded H2020 project called "“QUA4LITY - Autonomous Quality Platform for Cognitive
Zero-defect ManUfacturing Processes through Digital Contlnuity in the ConnecTed FactorY of the
Future”. The development is following main principles of Human Centred Design (HCD)®.

XR and/or AR based guidance and training are in maintenance and assembly; also termed AR
instructions®, AR-based job aid™®, AR-assisted maintenance system and AR-based assembly
guidance”. AR guidance means that instructions are given to the user in textual, and/or visual
format, augmented on the target objects. The benefits of XR/AR guidance in industrial work (e.g.

8150 9241-210:2010(en) (2010). Ergonomics of human-system interaction — Part 210: Human-centred
design for interactive systems. Standard. International Organization for Standardization, Brussels.
Available online at: https://rb.gy/9rk51h. Last accessed 16.10.2020.

?Re, G. M., & Bordegoni, M. (2014, June). An augmented reality framework for supporting and monitoring
operators during maintenance tasks. In International Conference on Virtual, Augmented and Mixed
Reality (pp. 443-454). Springer, International Publishing, Switzerland. https://doi.org/10.1007/978-3-319-
07464-1 41

0 Webel, S., Bockholt, U., Engelke, T., Gavish, N., Olbrich, M., & Preusche, C. (2013). An augmented reality
training platform for assembly and maintenance skills. Robotics and autonomous systems, 61(4), 398-403.
https://doi.org/10.1016/j.robot.2012.09.013

TOng, S. K., Yuan, M. L, & Nee, A. Y. C. (2008). Augmented reality applications in manufacturing: a
survey. International journal of production research, 46(10), 2707-2742.
https://doi.org/10.1016/j.robot.2012.09.013.
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maintenance) have been noted in several studies: the tasks were easier to handle, they were
performed more effectively, with fewer mistakes compared to other instruction formats, and skill
transfer could be enhanced". XR system has been also tested in the space domain in the fields of
training and manual work support'. The XR and/or AR usability has reached acceptable level in
space related training and maintenance support®.

The results of this application abstract are from the first development cycle of HCD and user
evaluations at Prima Industries premises in Turin with the real AM system on February 2020.

The First Functional Prototype of XR System

The XR-system is based on IEEE Draft Standard for an Augmented Reality Learning Experience
Mode™ and it could be used with the Microsoft HoloLens 1 & 2" and latest mobile devices (i0S
and Android). The whole system is configured around the Activity and Workplace JSON files. The
Workplace JSON describes workplace-related information such as points of interest, sensors, etc.
It is parsed with the Workplace manager and information is transferred to the data layer. The
Activity JSON describes all action steps and the content that should be active for each step. It is
parsed with the Activity manager and information is transferred to the XR layer via local storage.
The user can interact with the XR player via a multi-modal user interface (see Figure 5). The
following modalities can be used simultaneously (1) Gesture, e.g. doing a “Click” gesture to go to
the next work step, (2) Voice commands, e.g. saying “Next” to go to the next work step, and (3)
Physical button, e.g. “Click” to go to the next work step.

2 Tedone, D., Marello, M., Musso, G., Frangakis, N., Oliveira, D. M., Agostinho, S., & Helin, K. (2017).
Augmented reality for the support of space exploration missions and on-ground/on-orbit operations. In
Advances in Human Factors and System Interactions (pp. 141-151). Springer, Cham.
https://doi.org/10.1007/978-3-319-41956-5 14

B Helin, K., Kuula, T., Vizzi, C, Karjalainen, J., & Vovk, A. (2018). User experience of augmented reality
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4 P1589 - IEEE Draft Standard for an Augmented Reality Learning Experience Mode.
https://standards.ieee.org/develop/project/1589.html. Last accessed 21.6.2020.

 Microsoft (2020). Microsoft HoloLens mixed reality platform. https://www.microsoft.com/en-
us/Hololens, Last accessed 21.6.2020.

Page 16 of 139


https://doi.org/10.1007/978-3-319-41956-5_14
https://doi.org/10.3389/frobt.2018.00106
https://standards.ieee.org/develop/project/1589.html
https://www.microsoft.com/en-us/HoloLens
https://www.microsoft.com/en-us/HoloLens

Helin, K., Karjalainen, J., Kuula, T., & Patrimiat, G.

et i

Figure 5. Left: HoloLens 1 version. Right: iPad version

Evaluation case

The evaluation case was Prima’s Print Sharp 250 AM system’s maintenance work. AM system
could be seen in left hand side in Figure 5 The evaluation was done Prima Industries premises in
Turin on February 2020. The evaluation/use case contains 10 steps procedure of powder bin
removal. Three (3) Prima Industries experts participated in the user test. After the test, each
participant was interviewed. They were also asked to fill in SUS (System Usability Scale)
questionnaire. Users were testing HoloLens and iPad Pro version of XR system.

Evaluation results

SUS is a tool for measuring usability and learnability. SUS scores have a range of 0 to 100. SUS
score starting from 68-70 represents the level of acceptable system usability. Acceptability ranges:

0-50 not acceptable; 50-70 marginal; 70- acceptable™,".

Average SUS results:
e Tablet version: 84
e HololLens 1 version: 70

The SUS scores indicate clearly acceptable usability for the tablet solution, whereas two experts
evaluated HoloLens solution with not acceptable scores. The results are still approximate and
preliminary in nature due to low number of participants. They are however in line with the
expectations of the developers, since the XR content was less optimized for the HololLens
solution.

The interview results on the overall experience with the both solutions were quite positive. The
users’ expressions on the experience with the tablet solution emphasised good usability and

6 Bangor, A, Kortum, P., & Miller, J. (2009). Determining what individual SUS scores mean: Adding an
adjective rating scale. Journal of usability studies, 4(3), 114-123. Available online at: https://rb.qgy/yjadvd
Last accessed 16.10.2020.

7 Brooke, J. (2013). SUS: a retrospective. Journal of usability studies, 8(2), 29-40. Available online at:
https://rb.gy/i7ncfw. Last accessed 16.10.2020.
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usefulness, such as “easy to use, well developed, appropriate for demoing, user friendly, useful”.
The expression related to HoloLens focused more on the novelty of the solution and its smart
interaction: “Interesting, very interactive, smart, and surprisingly easy to interpret”. HoloLens was
also experienced as strange to use and not easily adjustable. The strength of HoloLens is that it
enables hands-free working. It was suggested that tablet solution is more suitable for on-site
training purposes, whereas HoloLens would be good for demonstrating XR for customer.
Additionally, a number of minor improvements for content and usability were mentioned in the
interviews.

Conclusion

As the XR-system usability has reached a reasonable level (average SUS scores: 70 HoloLens 1 &
84 iPad Pro version), even the test population was quite small. Both the pragmatic and emotional
aspects of the user experience were considered fulfilling. It can be suggested that the current XR-
system is good bases for the second development cycle of HCD. Also, system will be updated to
support HoloLens 2 and base on the first experience of the HoloLens 2 the new version should
solve most of the usability issues such as the narrow field-of-view. Future work also includes
project monitoring features such as real time process info via loT interface and video stream from
AM machine chamber.
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Appendix
Video of The First Functional Prototype of XR System: https://youtu.be/3Kz fE8VdAG8
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Introduction

With the increasing use of immersion systems in the project validation phases, many platforms
are being deployed within the automotive industry. At Renault, immersive simulation platforms
(see Figure 6) are used in the form of collaborative project reviews. A part of this equipment is
therefore shared in self-service (virtual reality and augmented reality immersion headsets) or
managed by specialized operators (CAVE's). There are few cases where this material is used in a
personal and individual way inside the company but in any case, the immersive technics are used
at work from home. Each mode of use requires specific protocol in order to guarantee the hygiene
and health conditions for the users. These protocols contain rules of use to avoid psychological
problems, physical ailments (simulator sickness), accidents with the equipment (falls, collisions)
and specially to avoid contagions by temporary infectious pathologies (skin problems, flu-like
conditions and conjunctivitis). To avoid health problems with infectious diseases, the current
protocols had already integrated instructions for cleaning helmets before being shared. These
measures are very common and not very restrictive. The infectious diseases identified so far were
temporary and did not pose fatal risks to the health of users. If any of these conditions were
identified, users were then advised to avoid using headsets for their own well-being.

Figure 6. The 3 immersive simulators used at Renault for automotive project design: HMD, Augmented
Reality and CAVE.

Motivation

With the arrival of COVID19, the risks are completely different, because this disease is fatal and
extremely contagious. Indeed, it is transmitted by contact with the mucous membranes. The virus
can then cling to the material for a very long time. This contamination coming due to material
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handling and several surfaces are in contact with the skin: hands and face. By this reason, our
motivations to create a new protocol of use applied to the immersive platforms are due for:

e The company's hygiene and health committees had established a protocol for resuming
work in the tertiary and industrial environment. However, these protocols have turned out
to be poorly suited to the specific needs of sharing equipment such as is currently done
in simulators.

e Create new protocols of use immersive simulators in order to be able to resume activity
quickly after the return from the confinement period.

e Any accident where immersive simulators are involved must be prevented because if not,
users may abandon them for fear of their use.

Procedure

Our approach has therefore led us to analyse the modes of use of the equipment with its
peripherals and the way it is shared. It was also necessary to follow the directives which imposed
new constraints such as wearing a mask and controlling the air conditioning in the simulation
rooms. To carry out this work, several actors were called upon such as simulator operators,
suppliers of virtual reality equipment, experts, and managers of the company's health committee.
We sought to find synthesize the scarce information on how to avoid contamination of our
equipment with the virus. Protocols were made and validated remotely during confinement to
allow rapid opening of the activity from the first day of return to work

The protocol is the result of a compromise and synthesis of other health protocols produced by
the company and the health authorities. The objective was also to establish a protocol that was
easy to adopt, inexpensive for the company, the least restrictive possible with respect for the
environment and the health of users.

Protocole
The final protocol is divided in four descriptions:

1. Preparation of the material, it includes an adaptation of equipment to withstand frequent
cleaning and guarantee good hygiene.

2. Provide users with the necessary equipment for the protection and cleaning of equipment.
Clean products are the current offered by the company with compatibility with a use in
contact with the skin of the face and close to mucous membranes.

3. Recommendations of use and description to how to clean equipment.

4. Management of cleaning products and contaminated waste.

Conclusion

Users and operators of immersive simulation equipment found themselves confronted with a new
health hazard overnight. The publication of this protocol enabled Renault to start their activity
related to immersive simulators without delay. This information has generated a lot of interest
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from other users outside the company, Renault has shared and exchanged with other industrial
partners.

The constraints resulting from the application of the protocol cause that users no longer find the
advantages of use virtual reality such as ease of use, spontaneity, enthusiasm and friendly. Local
collaborative functions become very limited.

A relaxation of the protocol is envisaged based on a better knowledge of how viruses survive on
hardware. It still takes some time and a better experience to gain perspective on protocols and
continued use of headsets.

We have also noticed that with the new regulations and new ways of working, there is therefore
a motivation to develop collaborative tools remotely and individually.

Additional literature

Christieans, S. (2015). Nouvelles technologies alternatives a la désinfection chimique Intéréts,
limites, avenir, WorkShop EcoSec 1 er octobre.

Manuel de Sécurité Biologique en Laboratoire, OMS, Troisieme Edition, Genéve 2005

Institut Nationale de Recherche et de Sécurité (INRS) (2014). La Desinfection des Surfaces en
Laboratoire de Biologie, Editions INRS ED 6188, 1=. Edition.

Indications de la désinfection des locaux par voie aérienne (2012). Note technique de la
Commission de Désinfection de la Société Francaise d'Hygiene Hospitaliere (SF2H). Revue
Hygienes 20:3, 98-99
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Introduction

On the occasion of the temporary exhibition of “The Rest Gabinet of their Majesties” the Prado
Museum has published in its website (Figure 7), available on mobile phones and computers, an
innovative way of visiting the history of Room 39. This Room contains the birth and history of the
Prado Museum, through the reconstruction of the room in different history periods/eras and a
Virtual Reality game.

Through the voice of Luis Eusebi, first custodian of the Prado Museum and one of the most
relevant characters in the art gallery, the users will have to find out the objects that will help them
travel through time.

MUSED DEL PRADD TG

Figure 7. Visualization of the gamified experience on the Prado Museum website.

Through this gamified experience you can travel back in time in 4 different notorious eras - years
1828, 1867, 1936 and 2019 - that are related to historical and representative moments of the history
of Spain and the Museum. The technology provides the opportunity to visit the transformation of
Room 39 of the Museum in four periods, in which they have been recreated carefully with
maximum details: the structural changes of the vault, the works exposed in each period with their
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wonderful frames, the different floors, the paint on the walls, the lighting, the furniture, the
carpets, the toilet of Alfonso VII as well as original documents from Spanish Civil War from the
Prado Museum files have been used.

The goal of this project is to transmit the museum content with all the rigor that an exhibition of
these characteristics and a contemporary language in order to reach new audiences.

Experiencia Gamificada Sala 39:
https://www.museodelprado.es/actualidad/multimedia/experiencia-gamificada-de-la-sala-
39/49f16326-8f63-82e0-e8f6-b136103296df

Viewer Room 39: https://www.museodelprado.es/actualidad/multimedia/visor-de-la-sala-
39/b739f8df-38b9-638c-829a-31ec3b8d1726

The last report from Museum is:
e Visits to the "Viewer Room 39" page: 18.246 and 3.47 minutes on average.

e Visits to the "Experiencia Gamificada Sala 39" 18.168 and 4.47 minutes on average

Technical aspects

The main technical requirements for the implementation of the experience were Virtual Reality
experience and Multi device.

The experience was developed using the framework A-Frame (https://aframe.io/) and Resonance
Audio SDK (https://resonance-audio.github.io/resonance-audio/) for the implementation of
three-dimensional sound.

Users Experiences
Event Night in White 2079, Malaga (Figure 8)

Place of development of the Polo de Contenidos Digitales experience. Different users' profiles
tried the experience with cardboards and Virtual Reality glasses.

During the event, about 200 people could participate in the Virtual Reality experience, having 74
of them completing the survey. The quantitative results are shown in this link:
https://docs.google.com/document/d/1BvgYwDgA rvCiOYXD50VsOFK9-
vYAseYsBVfnpOnBg4/edit?usp=sharing

Qualitative answers

Hypothesis 1: “Gamified and interactives experiences improve the image of the Prado in young
range age”

From the qualitatives interviews carried out, in all age ranges it was highlighted that these types
of experiences help to discover new aspects of museums and create more expectation and desire
to visit them.

Hypothesis 2: “Virtual Reality can be a substitute experience for real sight”

False. The responses received are completely the opposite, immersive gamified experiences are a
claim to continue the visit in the Museum as long as that aspect is included in the requirements.
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In this way the design of the experience will always try to awaken the desire in the user to visit the
Museum. Statement of one of the users “It is like if someone shows you pictures of the Maldives,
however 360, photos of videos you see, you will always want to go live the experience. If the
destination has quality, we always want to visit, even repeat.”

Hypothesis 3: “Experience that can be used as an educational resource”

Those profiles related to training were asked in this aspect, all of them agreed that resources like
this are very useful to explain (to all ages) artistic and historical content.

Hypothesis 4: "Operation in 40% of devices, according to source caniuse.com”

The experience was focused on the use of mobile devices with cardboards. Approximately, 80%
of the mobiles the users had were able to execute the experience”
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Figure 8. Event Night in White. Polo de Contenidos Digitales. Méalaga. 2019

Fernando de los Rios Consortium - Guadalinfo

Guadalinfo is a digital net with strong and solid territorial support: around 800 centers that
provide service to 692 Andalusian municipalities with less than 20.000 population and groups at
risk of social exclusion in more than 60 points of elder population.

We carry out remote meetings with managers of Guadalinfo network, located in different parts
of Andalucia to take needed actions and coordinate all development.

We establish an action/protocol guide for the trainers of those responsables for the Guadalinfo
network to pass on the information to all centers. The following points are emphasized:

e Accessibility from different devices,

e Objectives of the actions,

e Enough resources to live the experience. Importance of headphones,
e Survey. Data collection.

Results of the experience in 369 villages in Andalusia. These are the main data from the surveys
completed by the users with the collaboration of the Guadalinfo Network technicians (Figure 9).
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Quantitative answers

All participants of this experience had access to a survey. In the end we got 163 answers.
https://docs.google.com/document/d/1BvgYwDgA rvCiOYXD50VsOFK9-
vYAseYsBVfnpOnBg4/edit?usp=sharing

Qualitative answers

96% of the users lived in an area with a population inferior to 10.000. 50% of those surveyed were
over 46 years old and 25% were over 40 years old.

60% of the participants had never visited the Prado Museum and the majority of those who visited,
83,5% had only gone once. 90% of the surveyed, after the experience, were eager to visit the
Prado Museum. 93,6% stated that the experience helped them to learn.

97% answered that they really liked the experience and would like to have more similar events in
their villages.

Ml IraALMTETS Vriuamanie 3 8 sala 39 o8 l.'uuel:lt- Prado, ™
Exparigncu wirtudl &0 8 Cantng 80usdElle g8 FCskabanmis e )
tith-'i-r!-:-ll:ln:-n-:-c-luﬂl’l-d-:-

ll:".'n:l-:l.i'l:I:I i e tusl Fhacladiris

Figure 9. User of the Guadalinfo Network enjoying the Gamified Experience of Room 39

Conclusions

The experiences in virtual reality produce in the user the perception of a real visit

It is an ideal formula for Museums to be more accessible to the user with reduced mobility due
to financial, physical or cultural difficulties. These experiences have the ability to create new
audiences for the Museum. Technology and Virtual Reality attract all range age.

Facing the crisis of the coronavirus, the virtual reality applied to museums offers interesting solutions
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COVID-19 has produced a very significant decrease in visitors to museums around the world that
directly affects one of its most important sources of income. Virtual reality can open new ways of
consumption for the museum sector.

Educational centers

Multiple paths are opened for the development of digital content in virtual reality for all types of
educational centers. One of the most important values of Virtual Reality at an educational level is
its sensory capacity. In the tests carried out it is detected that it is able to generate a powerful
interest in culture.

Mobile phones and virtual reality

It is necessary to carry on working on the accessibility of Virtual Reality through mobiles phones.
The Virtual Reality glasses are expensive and not accessible to most of the society.

Expand the museum through the development of virtual spaces, experiences and games

The possibilities of developing digital content within a Museum are immense, they can be really
worth it and very enriching for society.
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Abstract

In this review paper, we discuss haptic rendering techniques that can be used for hip surgery
training. In the context of surgery, the simulation requires high quality of feedback forces and the
interaction with the virtual environment must be synchronized in real time. Several studies were
presented since the 90s to solve collision detection problem and force feedback computation. In
this review paper, we classify haptic rendering techniques under two categories: methods of direct
force-feedback computation, and proxy based methods. In the first category, the force is
calculated and sent directly to the haptic device once the penetration measure is found. In
contrast the proxy based techniques try to follow the haptic device using a proxy or “god-object”
which is limited to the surface of rigid objects in the virtual environment, then compute the
feedback force based on the behavior of this proxy. Under each category, we present the different
techniques and discuss their benefits and disadvantages in the light of surgery training.

Introduction

Virtual Reality (VR) in combination with haptic feedback is a powerful technology for training
medical residents in surgical procedures'. While such simulators have proven their benefits for
training of minimally invasive surgeries, such as laparoscopic or arthroscopic procedures, there

18 Escobar-Castillejos, D., Noguez, J., Neri, L., Magana, A., & Benes, B. (2016). A review of simulators with
haptic devices for medical training. Journal of medical systems, 40(4), 104. https://doi.org/10.1007/s10916-
016-0459-8
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barely exist haptic VR training possibilities for procedures in which high forces occur. Especially in
the orthopedic field where several hundred thousand of joint prostheses are implanted worldwide
annually. Therefore young surgeons would greatly benefit from haptic VR training purposes. While
only visual training simulations exist in this area, the missing realistic haptic feedback hinders these
simulations from unfolding their complete potential. However, providing realistic haptic feedback
for orthopedic joint implant procedures challenges the capabilities of current haptic feedback
devices and haptic rendering technologies alike. Especially, the occurring forces and torques
during the individual surgical steps are largely unknown. Pioneering work in this field was
performed by Pelliccia et al.” who assessed the occurring forces and torques during acetabulum
reaming, which is one step during hip joint replacement surgery. Based on this data Kaluschke et
al.?® were able to implement a haptic rendering algorithm simulating the forces and torques
during acetabulum reaming. Knopp et al.?' were able to utilize this haptic rendering algorithm by
using a KUKA iiwa LBR robot. With this robot approach, the occurring average reaming forces of
up to 160 N could actually be transmitted to the training surgeon. These combined efforts lead
to a research prototype capable of simulating acetabulum reaming in VR with realistic haptic
feedback®.

However, the haptic simulation of the acetabulum reaming is a comparably easy step in relation
to the other surgical task in hip replacement surgery: (1) implanting the pan; (2) reaming the
femur; (3) implanting the shaft; (4) cutting the femoral head. The first three steps require
hammering where very large impact forces are occurring, posing completely new challenges to
the haptic rendering techniques and hardware devices alike. In an initial step, the existing haptic
rendering techniques have to be analyzed in order to also develop haptic feedback for the steps
that involve hammering.

By “haptic rendering techniques”, we mean the methods and algorithms which compute a signal
to be rendered as haptic feedback to the user through a force-feedback device. This leaves out
the problems of: i) creating the 3D model(s) of the virtual environment, ii) measuring and applying
material properties, iii) detecting collisions between 3D objects, and iv) computing the changes
in the model due to object deformation or material abrasion. We do not discuss these issues of
force regulation and actuator control of the force-feedback device either.

¥ Pelliccia, L., Lorenz, M., Heyde, C. E., Kaluschke, M., Klimant, P., Knopp, S., ... & Zachmann, G. (2020). A
cadaver-based biomechanical model of acetabulum reaming for surgical virtual reality training simulators.
Scientific Reports, 10(1), 1-12. https://doi.org/10.1038/s41598-020-71499-5

20 Kaluschke, M., Weller, R.,, Hammer, N., Pelliccia, L., Lorenz, M., & Zachmann, G. (2020, March). Realistic
Haptic Feedback for Material Removal in Medical Simulations. In 2020 IEEE Haptics Symposium (HAPTICS)
(pp. 920-926). IEEE. https://doi.org/10.1109/HAPTICS45997.2020.ras.HAP20.74.13165668

21 Knopp, S., Lorenz, M., Pelliccia, L., & Klimant, P. (2018, March). Using industrial robots as haptic devices
for vr-training. In 2018 IEEE conference on virtual reality and 3D user interfaces (VR) (pp. 607-608). IEEE.
https://doi.org/10.1109/VR.2018.8446614

22 Kaluschke, M., Weller, R., Zachmann, G., Pelliccia, L., Lorenz, M., Klimant, P., ... & Mockel, F. (2018,
March). Hips-a virtual reality hip prosthesis implantation simulator. In 2018 IEEE Conference on Virtual
Reality and 3D User Interfaces (VR) (pp. 591-592). IEEE. https://doi.org/10.1109/VR.2018.8446370
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Our analysis is based on a thorough review of scientific publications discussing haptic rendering
techniques, both in a general case and applied to surgery simulation. In the ensuing discussion,
the authors’ own hands-on experience with the different techniques is reported as well.

Objectives

In our previous research, we aimed at solely simulating the acetabular reaming using haptic
feedback. To achieve this, we developed a novel haptic rendering technique that combines ideas
of penalty and proxy-based methods®™. In brief terms, we represent the reamer and acetabulum
as a collection of poly-disperse, non-overlapping spheres. The force is computed based on a
proxy tool that follows the user input, but doesn't penetrate the acetabulum, which we guarantee
using continuous collision detection (see Figure 10). Torques are computed using the penalty
formula with a single contact point of the proxy on the acetabulum surface. The material removal
is simulated by updating the sphere collections of the acetabulum at runtime.

In the continuation of our research, we still intend to simulate acetabular reaming. Consequently,
we will be able to build upon the previously developed algorithm and improve it. In particular, we
aim at simulating the proxy motion more realistically and consequently allowing for multiple
contact points and a more realistic torque simulation. However, we still need to stay within the 1
kHz update frequency to allow stable operation of the haptic device.

Figure 10. The acetabulum is represented as a set of non-overlapping spheres (blue). The hip reamer (red)
does not penetrate the hip, but is bound to its surface.

Haptic Rendering Techniques
For the sake of clarity, we define two categories of haptic rendering techniques.

The first category gathers the techniques which consist in directly calculating a force/torque to
be applied to the force-feedback device. Within that first category, we will describe i) the penalty
method, ii) the impulse method, and iii) the event-driven method.

The second category is dedicated to techniques which make use of a proxy, also called “god-
object”, and derive the haptic feedback from the behavior of that proxy. The motion of the proxy
can be computed either geometrically, or by using time-stepping physics simulation.

Penalty Method

Penalty-based approach works in two states: "no contact” state is active when there is always
positive distance between objects; and “resting contact” state is active when objects
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interpenetrate. In the latter case, the method calculates forces by penalizing interpenetration
proportional to the depth of penetration.

The inter-penetration problem is often modeled using a spring-damper mechanism. Feedback
forces applied are proportional to the amount of penetration of the haptic device into the object
in contact®. In case of 3-DoF (3 degrees of freedom) modeling, a point-probe interaction is used,
and the operator feels only forces of contact in the virtual environment. In contrast, when the 6-
DoF modeling is implemented, a more complex object-probe interaction is used, and the operator
feels forces and torques upon contact in the virtual environment®. The forces are easy to calculate
when using simplified geometries like spheres and planes. Upon collision, the method starts by
detecting the nearest surface then calculates the distance of penetration. Once the distance is
found, the force can be easily calculated using Hooke's law®® [8]. The direction of the feedback
forces should be normal to the surface of contact; when modeling with spheres, the force direction
is equivalent to the vector starting from sphere center and going through the haptic interaction
point (HIP)?®,

The penalty method is a popular and easy approach that is widely used in haptic rendering
applications. McNeely et al.?” implemented the penalty method using the voxel-based approach
for 6-DoF haptic rendering in 1999. The authors defined voxel maps as 3D grids in space and used
it to represent virtual objects. The user can interact with the voxel based environment using small
object-probes modeled as pointshells. Sagardia®* stated that the Voxmap PointShell (VPS)
algorithm is one of the most used implementation of penalty-based method.

As stated in®®, this method has multiple drawbacks. It is hard to choose the right surface upon
contact. The corners of objects feel sharp because of the discontinuity of forces. In addition, when
facing a thin object, this method cannot generate enough forces to prevent the haptic device
from going through the object. Then in that case, the nearest surface will be changed and the
operator will be pushed out of the object because of opposite forces. Other problems for the
penalty-based methods are listed in®*, like possible visual overlap, and irregular distribution of the
stiffness.

If the contact between objects is not simple, it is hard to identify a single penetration depth and
many points of contact are considered. For each contact point, a penalty force is associated based
on the relevant penetration depth. If multiple penalty forces are in the same direction, the forces
sum up and a “stiffness accumulation” occurs. Due to stiffness accumulation, the feedback forces

23 Ruspini, D. C,, Kolarov, K., & Khatib, O. (1997, August). The haptic display of complex graphical
environments. In Proceedings of the 24th annual conference on Computer graphics and interactive
techniques (pp. 345-352). Available online at: https://rb.gy/gkex6g last accessed 14.10.2020.

4 Erasun, S. (2019). Virtual Manipulations with Force Feedback in Complex Interaction Scenarios (Doctoral
dissertation, Technische Universitat Miinchen.

> Hooke's Law. https://en.wikipedia.org/wiki/Hooke%27s law last accessed on 1.9.2020.

% Zilles, C. B., & Salisbury, J. K. (1995, August). A constraint-based god-object method for haptic display.
In Proceedings 1995 ieee/rsj international conference on intelligent robots and systems. Human robot
interaction and cooperative robots (Vol. 3, pp. 146-151). IEEE. https://doi.org/10.1109/IROS.1995.525876
2T McNeely, W. A, Puterbaugh, K. D., & Troy, J. J. (2005). Six degree-of-freedom haptic rendering using
voxel sampling. In ACM SIGGRAPH 2005 Courses (pp. 42-es). https://doi.org/10.1109/IROS.1995.525876
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may be exaggerated, and the haptic device will potentially suffer from stability problems. Scaling
down stiffness by the number of contact points is usually used to tackle this problem, but this
introduces large penetration issues for complex objects. Xu and Barbi¢?® proposed a spatially-
varying adaptive stiffness method. Using the Gauss map of contact normals, the proposed
method guarantees uniform distribution of stiffness in all contact directions. This way, they were
able to avoid unwanted penetration of objects and enhance the virtual coupling saturation.

Kim and Park®® implemented penalty based method for dental implant surgery training. Using
PointShell representation for bones and signed distance field for the drilling tool, authors were
able to simulate arbitrarily shaped tools having multiple contacts with the bone. During the
collision, the bone starts losing voxels in real time relative to the thrust force applied by the
surgeon while the feedback forces are accurately and efficiently calculated using the distance field
encoded in the tool.

Impulse Method

Brian Mirtich and John Canny*® proposed the impulse based approach for rigid-body simulation
first in 1994. The impulse method is known to be simple and robust at the same time. It is fast
enough to work in real time simulation. One single model is used to represent all kinds of contact
(collision, rolling and sliding). The authors treated each contact as frequent small collisions called
microcollisions. Unlike constraint-based methods (see below under “proxy method”), the impulse
method does not apply constraints on the object configuration and does not limit the movement
of the proxy. The collision detection implements the closest feature algorithm: it computes the
possible times to collision and stores them in a list with prioritized sorting. This sorting leads to
dynamic evolution step. If the distance between close features is less than set threshold, a collision
is detected. Hence, the impulse force is only applied if the difference of velocity between two
objects has a magnitude in the normal direction to the surface of contact.

The method considered three assumptions for simplification: First, collision time is relatively
negligible compared to movement duration of the objects in virtual environment. In this case, the
impulse method imposes instantaneous influence on the linear and angular velocity upon contact
rather than only change on acceleration. Then, the authors considered Poisson’s hypothesis which
helps for resolving collisions. And finally, the Coulomb’s friction theory is applied to ensure the
relation between tangential and normal forces.

The impulse method has been implemented by Constantinescu et al.*! for haptic rendering. They
proposed a hybrid algorithm to improve stability and rigidity perception upon interaction with

%8 Xu, H., & Barbic, J. (2016). Adaptive 6-dof haptic contact stiffness using the gauss map. IEEE transactions
on haptics, 9(3), 323-332. https://doi.org/10.1109/TOH.2016.2558185.

29 Kim, K., & Park, J. (2009, November). Virtual bone drilling for dental implant surgery training. In
Proceedings of the 16th ACM Symposium on Virtual Reality Software and Technology (pp. 91-94).
https://doi.org/10.1145/1643928.1643950.

30 Mirtich, B., & Canny, J. (1994). Impulse-based dynamic simulation. California: Computer Science Division
(EECS), University of California.

31 Constantinescu, D., Salcudean, S. E., & Croft, E. A. (2005). Haptic rendering of rigid contacts using
impulsive and penalty forces. IEEE transactions on robotics, 21(3), 309-323.
https://doi.org/10.1109/TRO.2004.840906.
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objects in virtual environment. The proposed method applies impulsive forces upon contact and
rely on penalty and friction forces during contact. A suitable controller is used to send computed
forces directly to the force-feedback device. The authors presented experimental results that
shows increased contact stability on a 2D system, including passivity.

Wang et al.* also used the impulse based approach for haptic simulation of bone burring. The
burring tool is modeled based on real burr geometry. In their study, they assume that both burring
tool and bone materials are rigid bodies. In addition, the authors assume that the velocity is
directly affected at the moment of contact as mentioned in*. They considered that contact forces
can be split into resistance and friction. The friction model includes static and dynamic friction. In
addition, a 3D vibration model is proposed to mimic the vibration forces applied to the burring
tool. The dynamics of impulse based method allows them to evaluate contact forces of interaction
between rigid bones and the surgical instruments. Finally, the sum of the computed forces is
transmitted back to the haptic device. An efficient bone removal scheme was also developed in
order to provide the user with a realistic visual feedback for the training process. The results
presented by Wang et al. show the ability of the impulse based method to simulate feedback
forces in real time which are consistent with real bone burring operations.

Event-Driven Method

The event-driven method was first introduced by Kuchenbecker et al.>* in 2006. The authors aimed
to improve the realism of interacting with virtual environments, especially for wooden objects.
They added a transient perturbation signal to the feedback force. Adding this perturbation makes
virtual objects feel like real wood on a foam substrate, while it is rated as feeling unrealistic with
just the penalty-based forces.

Similarly to the penalty based approach, the event-driven method applies standard position
feedback forces. In addition, it also applies pre-defined impact transients upon contact detection
with a rigid surface. High frequency transient forces help stimulating the human’s perception to
feel a high stiffness while low-bandwidth closed loop forces are used to capture the user’'s motion.
An exponentially decaying sinusoidal forces is suggested with a frequency dependent on material

type.

Kuchenbecker et al. showed how such forces improve the perception of virtual stiffness of objects,
by using actual recordings with accelerometers on real material as transient force signals. They
demonstrated that users could discriminate between different materials applied to a virtual wall.
However, they did not explore the application of their method beyond a single degree of
freedom.

32 Wang, Q, Chen, H., Wu, W., Qin, J., & Heng, P. A. (2011). Impulse-based rendering methods for haptic
simulation of bone-burring. IEEE transactions on haptics, 5(4), 344-355.
https://doi.org/10.1109/TOH.2011.69

33 Kuchenbecker, K. J., Fiene, J.,, & Niemeyer, G. (2006). Improving contact realism through event-based
haptic feedback. IEEE transactions on visualization and computer graphics, 12(2), 219-230.
https://doi.org/10.1109/TVCG.2006.32
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Sreng et al.** used impact events to enhance the haptic rendering with 6-DoF. They chose to apply
high frequency force patterns in addition to the standard force feedback provided by their rigid-
body simulation method (see below). The proposed solution distinguishes between two types of
contact; the continuous contact like friction, and the discrete event based contact like impact and
detachment. The generated contact states and events only rely on the position of objects in the
virtual environment. The forces related to friction were generated using the tangential velocity of
moving bodies. On the other hand, the impact and detachment forces were generated based on
the normal velocity between two objects at point of contact. The authors did not conduct a user
study in order to evaluate the relevance of their method.

In our review of the state-of-the-art, we could not find any use of the event-driven method in the
context of surgery simulation.

Proxy Method

In their paper of 1995, Zilles and Salisbury *® propose a “constraint based” method as a way to
address the limitations of the penalty method. They introduce the concept of a “god-object” or
“proxy”, which represents the virtual placement of the tool attached to the haptic device, but
limited by objects in the virtual environment. If no collision is detected, then the proxy is exactly
moving with the haptic device and no force feedback is applied. Upon contact, collision forces
and torques are generated by a dampened spring between the god-object and the control point
of the haptic device (the "Haptic Interaction Point” or "HIP").

In 2006, Kang et al.* filed a patent for the proxy method, which was awarded and is now owned
by the company Mako Surgical Corp. Although their application is clearly focused on surgery, the
patent claims are much more general and cover potentially all applications. Nevertheless, since
there is clear prior art®, the patent could in no case give rise to an infringement action, and is
rather a measure of protection. A very similar patent was filed by Petersik et al*® in 2008 for the
Hamburg Medical University, including a method for material removal.

The placement of the proxy can be determined using two different approaches: i) geometrically
or ii) through rigid-body dynamics simulation.

Geometric Placement of the Proxy

In %5, the authors consider a surface as an active constraint if the line that connects the proxy and
the HIP pass through it. When the HIP faces an obstacle, the proxy is limited by the active

3 Sreng, J., Bergez, F., Legarrec, J., Lécuyer, A., & Andriot, C. (2007, November). Using an event-based
approach to improve the multimodal rendering of 6DOF virtual contact. In Proceedings of the 2007 ACM
symposium on Virtual reality software and technology (pp. 165-173).
https://doi.org/10.1145/1315184.1315215

% Kang, H., Quaid, A. E.,, & Moses, D. (2013). U.S. Patent No. 8,571,628. Washington, DC: U.S. Patent and
Trademark Office. Available at: https://rb.gy/g30ild last accessed 14.10.2020

36 petersik, A., Hohne, K. H., Pflesser, B, Pommert, A., & Tiede, U. (2013). U.S. Patent No. 8,396,698 B2.
Washington, DC: U.S. Patent and Trademark Office. Available online at: https://rb.gy/gvv2pl last accessed
14.10.2020.

Page 35 of 139


https://doi.org/10.1145/1315184.1315215
https://rb.gy/g30ild
https://rb.gy/gvv2pl

Ziadeh, T., Perret, J., Kaluschke, M., Knopp, S., & Lorenz, M.

constraints, though the haptic device can still penetrate into the object. Using Lagrange
multipliers, they are able to calculate the position of the proxy object, so that it stays at the surface
of the obstacles.

Ruspini et al.?® represent the proxy as a mass-less sphere that can be moved along the objects in

the virtual environment. Their implementation provides modeling for contact constraints, surface
shading, texture and friction. To calculate the position of the proxy during contact, the authors
consider several contact half-planes where each constraint plane limits the movement of the proxy
to the half space above the plane.

Collision detection can be discrete or continuous. In the former, the movement is sampled to
detect inter-penetration between object. In this case, it is possible to miss the collision, especially
when having thin objects or high velocity of movement. On the other hand, in continuous collision
detection, in-between position interpolation is done where the calculation of the time of first
contact between objects is part of the algorithm. In their study, Redon et al.*” presented a fast
continuous collision detection using OBB (Object Bounding Boxes) hierarchies, with integration of
arbitrary in-between rigid motions and interval arithmetic technique®. In another paper®, the
authors introduced the concept of algebraic in-between motions method where it is possible to
compute the first collision time by solving a cubic polynomial equation (degree 3) at most. Using
screwing-based motions, they were able to break-down the collision problem to multiple cases
and resolve the equation accordingly.

Ortega et al.*? generalized the constraint-based method and applied it for 6-DoF haptic

rendering. They proposed efficient computation algorithm for the force rendering using a
separate asynchronous thread. This separation helps them to easily achieve the needed update
rate of 1 kHz. The moving position of the proxy and the force feedback are calculated using
continuous collision detection and constraint-based quasi-statics. They were able to avoid force
artifacts found in other methods.

In our previous research, we applied the continuous collision detection technique in order to
determine the behavior of the proxy (Figure 1)%°.

3 Redon, S., Kheddar, A, & Coquillart, S. (2002, September). Fast continuous collision detection between
rigid bodies. In Computer graphics forum (Vol. 21, No. 3, pp. 279-287). Oxford, UK: Blackwell Publishing,
Inc. https://doi.org/10.1111/1467-8659.t01-1-00587

38 Interval arithmetic. https://en.wikipedia.org/wiki/Interval arithmetic last accessed 7.9.2020

3 Redon, S., Kheddar, A., & Coquillart, S. (2000, April). An algebraic solution to the problem of collision
detection for rigid polyhedral objects. In Proceedings 2000 ICRA. Millennium Conference. IEEE
International Conference on Robotics and Automation. Symposia Proceedings (Cat. No. 00CH37065) (Vol.
4, pp. 3733-3738). IEEE. https://doi.org/10.1109/ROBOT.2000.845313

40 Ortega, M., Redon, S., & Coquillart, S. (2007). A six degree-of-freedom god-object method for haptic
display of rigid bodies with surface properties. IEEE transactions on visualization and computer graphics,
13(3), 458-469. https://doi.org/10.1109/TVCG.2007.1028
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Rigid-body dynamics simulation

In 2000, Ruspini and Khatib*' proposed a new haptic rendering technique consisting in “attaching
the virtual proxy to a virtual object”, which is itself part of a simulated dynamic environment. As a
benefit, the “virtual tool [...] is no longer restricted to simple point or sphere”. This technique
transfers the complexity of haptic rendering to that of rigid-body dynamic simulation, which needs
to be completed at a frequency compatible with haptic rates.

The research on fast rigid-body dynamics simulation has been driven by the needs of the graphics
computing community since the late 1980s*. It has resulted in the development of the real-time
physics simulation capabilities integrated in modern computer game engines. Today, the
development of a virtual reality system could almost be reduced to choosing between several
physics engines and tuning the stiffness and damping parameters of the proxy. However, even
GPU-accelerated physics engines are not yet quite up to the task of handling complex object
geometries with a high precision at haptic rates. Therefore, a lot of effort is still needed in order
to address the challenges in each specific application domain.

For example, Syllebranque and Duriez** applied the rigid-body simulation technique to a dental
implantology training system. They used the VPS representation of the jawbone and drill together
with a 3D distance map in order to compute collision constraints. Then they applied physical
simulation in order to update the position of the proxy. Their results demonstrated how the
operation process requires increasing forces at the beginning while drilling the cortical part (up
to 15N during 6 seconds). Then, they were able to reproduce the cortical breakthrough which
must be avoided by surgeons since it could lead to damaging facial nerves.

Discussion

The ultimate goal of any training system is to achieve a good “transfer of training”, i.e. the ability
of the trainees to learn skills in the virtual environment and apply them successfully in real
conditions*. In their EAES guidelines®, Carter et al. define a number of validity criteria for virtual

4 Ruspini, D., & Khatib, O. (2000). A framework for multi-contact multi-body dynamic simulation and
haptic display. In Advances in Robot Kinematics (pp. 175-186). Springer, Dordrecht.
https://doi.org/10.1007/978-94-011-4120-8 19

42 Baraff, D. (1994, July). Fast contact force computation for nonpenetrating rigid bodies. In Proceedings of
the 21st annual conference on Computer graphics and interactive techniques (pp. 23-34).
https://doi.org/10.1145/192161.192168

43 Syllebranque, C., & Duriez, C. (2010, January). Six degree-of freedom haptic rendering for dental
implantology simulation. In International Symposium on Biomedical Simulation (pp. 139-149). Springer,
Berlin, Heidelberg. https://doi.org/10.1007/978-3-642-11615-5 15

4 Vander Poorten, E. B, Perret, J,, Muyle, R., Reynaerts, D., Vander Sloten, J., & Pintelon, L. (2014). To
Feedback or not to Feedback-the Value of Haptics in Virtual Reality Surgical Training. In Proc. Int. Conf. of
the European Association of Virtual and Augmented Reality (EuroVR).
http://dx.doi.org/10.2312/eurovr.20141356

4 Carter, F. J,, S