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Pasi Ahonen.  Constructing network security monitoring systems (MOVERTI Deliverable V9). Espoo 
2011. VTT Tiedotteita 2589. 52 p.  
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Abstract 

This report analyses and describes the basic construction of network security 
monitoring systems. The viewpoint is mainly research perspective, we aim for 
defining system constructions or elements which are also commercially relevant, 
but still maintain the open minded approach of research oriented work. The fo-
cus is on clarifying the overall network security follow up, but also on methods 
for investigating the “difficult to identify” or zero-day attacks or the preparation 
of such attacks, which try to exploit the application vulnerabilities that are cur-
rently unknown to operators and software developers. 

The necessary network security system construction depends much on the op-
erator’s targets for security monitoring. The threat environment of some specific 
operator may require a deeper analysis of the output from various security de-
vice logs, events and alarms. The needs of such operator may be to adjust the 
different alarm thresholds for the security devices accurately, according to the 
evolving network data traffic characteristics. Another operator, instead, would 
require holistic security monitoring of the production area, where e.g. the status 
information within physical access control systems and electronic access control 
systems shall be combined, and the aggregated summary results shall be pre-
sented to the operator for sanity checking. 

Therefore, we present in this report some building blocks that can be used to 
construct a security monitoring system, not a complete system that shall be fea-
sible as such for all possible security monitoring needs and requirements.



 

4 

Contents 

ABSTRACT ................................................................................................................. 3 

LIST OF FIGURES ........................................................................................................ 6 

LIST OF TABLES .......................................................................................................... 6 

TERMINOLOGY .......................................................................................................... 7 

1.  INTRODUCTION ................................................................................................. 9 

1.1  CHALLENGES & NEEDS ........................................................................................... 9 

1.2  THREATS ........................................................................................................... 10 

1.2.1  Different threat environments .................................................................. 10 

1.2.2  General threats in networks ...................................................................... 11 

1.3  TRENDS ............................................................................................................ 12 

1.3.1  Concurrent trends in information network infrastructure protection ....... 12 

2.  CONSTRUCTING NETWORK SECURITY MONITORING SYSTEMS ......................... 14 

2.1  THE PURPOSES OF NETWORK SECURITY MONITORING SYSTEMS .................................... 14 

2.2  BASIC PRINCIPLES ............................................................................................... 15 

2.2.1  Design principles of network security monitoring ..................................... 15 

2.2.1.1  Feasibility analysis ........................................................................................ 16 

2.2.1.2  Design ........................................................................................................... 17 

2.2.1.3  Procurement ................................................................................................ 18 

2.2.1.4  Implementation ............................................................................................ 20 

2.2.1.5  Configuration ................................................................................................ 21 

2.2.1.6  Deployment, O&M and disposal .................................................................. 22 

2.2.2  Assessing and selecting the basic indicators of an attack ......................... 23 

2.2.2.1  Workflow for deducing the security monitoring attributes ......................... 24 

2.2.2.1.1  Step # 1: Characterization of the system to be monitored ...................... 26 

2.2.2.1.2  Step # 2: Analysis of security controls in the current system .................. 27 

2.2.2.1.3  Step # 3: Threat & vulnerability identification of the system (targeted 

attacks) .................................................................................................... 27 

2.2.2.1.4  Step # 4: Sorting out the relevant attacks, criminal activity & abuse 

against the system ................................................................................... 29 

2.2.2.1.5  Step # 5: Analysis of impact & probability of each relevant abuse case .. 30 



 

5 

2.2.2.1.6  Step # 6: Estimation of risk levels – costs & benefits calculation of 

resolving abuse ........................................................................................ 31 

2.2.2.1.7  Step # 7: Selection of the attributes for security monitoring according  

to abuse risk levels ................................................................................... 32 

2.2.2.1.8  Step # 8: Testing & selection of the analysis methods for processing  

the attribute flow ..................................................................................... 34 

2.2.2.1.9  Step # 9: Testing & selection of the visualization schemes & tools of 

analysis results ......................................................................................... 34 

2.2.2.2  High level monitoring scope to be deployed ................................................ 35 

2.2.2.2.1  Example scopes for Enterprise systems monitoring ................................ 35 

2.2.2.2.2  Example scopes for Outsourced systems monitoring .............................. 36 

2.2.2.2.3  Example scopes for Production systems monitoring ............................... 36 

2.2.2.2.4  Example scopes for Network systems monitoring .................................. 37 

2.2.2.2.5  Example scopes for Control systems monitoring .................................... 38 

2.2.2.3  Examples of security monitoring attributes ................................................. 38 

2.2.3  Few concerns about data network architecture ....................................... 40 

2.2.4  About security monitoring data communication architecture .................. 41 

2.2.4.1  Local monitoring data collection .................................................................. 41 

2.2.4.2  About corporate level monitoring data collection ....................................... 43 

3.  DISCUSSION – SOME EXAMPLE ELEMENTS OF A MONITORING SYSTEM ........... 44 

3.1  OVERALL SYSTEM OUTLOOK .................................................................................. 44 

3.2  BASIC NETWORKING ELEMENT ............................................................................... 45 

3.3  ABOUT TRAFFIC FLOW ANALYSIS ............................................................................ 46 

3.4  DATA ANALYSIS METHODS .................................................................................... 46 

3.4.1  Statistical methods .................................................................................... 47 

3.4.1.1  Example – K‐means clustering ...................................................................... 49 

3.4.2  About network data aggregation methods ............................................... 50 

4.  CONCLUSIONS ................................................................................................. 52 

  

  



 

6 

List of figures 

Figure 1. The developed workflow for deduction of the monitoring attributes. ................. 25 

Figure 2. Communicating the local network monitoring data to local monitoring service.. 41 

 

List of tables 

Table 1. Some general threats in common networks. ..................................................... 11 

Table 2. Feasibility analysis for network security monitoring system. .............................. 17 

Table 3. Design of network security monitoring system. .................................................. 18 

Table 4. Procurement for network security monitoring. ................................................... 19 

Table 5. Implementation of network security monitoring functionality. ............................. 20 

Table 6. Configuration of network security monitoring system. ....................................... 22 

Table 7. Deployment, O&M & disposal of network security monitoring system. .............. 23 

Table 8. The steps for deducing the principal security monitoring attributes to existing 

network. ............................................................................................................. 25 

Table 9. Example scopes for Enterprise systems monitoring. ......................................... 35 

Table 10. Example scopes for Outsourced systems monitoring. ..................................... 36 

Table 11. Example scopes for Production systems monitoring. ...................................... 36 

Table 12. Example scopes for Network systems monitoring. .......................................... 37 

Table 13. Example scopes for Control systems monitoring. ............................................ 38 

Table 14. Some possible attributes for security attack & abuse analyses.. ..................... 39 

Table 15. Comparison of local monitoring data communication choices. ........................ 42 

 



 

7 

Terminology 

AV Antivirus  

CC Common Criteria 

CPU Central Processing Unit  

CSRF Cross-Site Request Forgery 

DB Database  

DDoS Distributed Denial-of-Service 

DMZ Demilitarized-Zone  

DoS Denial-of-Service  

ESP Encapsulating Security Payload 

FW  Firewall 

GMM Generalized Method of Moments  

HMM Hidden Markov Model  

HTTP Hypertext Transfer Protocol  

HTTPS Hypertext Transfer Protocol Secure  

HW Hardware 

IaaS Infrastructure-as-a-Service 

ICMP Internet Control Message Protocol  

ICT Information and Communication Technology 

IDS Intrusion Detection System 

IP Internet Protocol 

IPR Intellectual Property Rights 

IPS Intrusion Prevention System 

IT Information Technology  

LAN Local Area Network 

LDAP Lightweight Directory Access Protocol 

MIB Management Information Base  

O&M Operation & Maintenance 

OS Operating System 



 

8 

RF Radio Frequency  

RSS Really Simple Syndication  

RTT Round-Trip Time 

SCAP Security Content Automation Protocol 

SFTP Secure Shell File Transfer Protocol  

SIEM Security Information and Event Management  

SLA Service Level Agreements 

SNMP Simple Network Management Protocol  

SQL Structured Query Language 

SSH Secure Shell  

SSL Secure Sockets Layer  

SVM Support Vector Machines  

SW Software 

TCP Transmission Control Protocol  

TLS Transport Layer Security  

WAN Wide Area Network  

XSS Cross-Site Scripting  

 

 



1. Introduction 

9 

1. Introduction 

1.1 Challenges & needs 

For what purposes the network security monitoring is currently needed? The 
needs shall vary, of course, depending on the case. The rising trends in the tech-
nological development and also in attacker environment have introduced many 
serious challenges which may be difficult to cope with, such as: 

 Actions of organized cyber criminality 
 Easily available attack- and exploit development tools 
 Exploiting the zero-day weaknesses of complex applications due to 

large attack surface 
 Appearance of botnets, fraud, wikileaks, blackmailing, distributed  

denial of service (DDoS) attacks, etc. 

So, the main problem is perhaps that the operating defences of the network 
should be able to protect not only against fully targeted specific attacks, but also 
against massive information overflows, etc. Therefore, there are various strong 
needs in order to maintain the secure network management and operation. Such 
needs include, among other things:  

 International co-operation for knowledge sharing 
 Efficient security vulnerability and patch management 
 Off-line analysis of recorded data & network based forensics after  

illegal activity 
 Governance, contracting and co-operation procedures of vendors, 

partners and operators. 

The feasible network security monitoring system construction depends on the 
operator’s targets for security, but at the same time on the concurrent threat and 
risk environment where the network is operating. 
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1.2 Threats 

1.2.1 Different threat environments 

The different threat environments exist – In certain operator environments, 
where the system data communication is the only major security concern, and 
the system is based on the usage of public networks, such as the Internet, the 
threat landscape of the system may be much the same as that of the Internet. As 
the Internet applications are much based on the usage of web technologies, it is 
perhaps relevant also here to emphasize on the web based threats. The major 
web application security risks include, for example: injection flaws (e.g. SQL, 
OS, and LDAP injection), cross-site scripting (XSS), weak authentication & 
session management, insecure object references, cross-site request forgery 
(CSRF) and poor security configuration, see http://www.owasp.org/ for more. 
For such network operator, these risks often require a closer analysis of the out-
put from various (security) device logs, events and alarms, and perhaps also 
from network data captures and net flows. For example, the operator may need 
to adjust the different alarm thresholds for the running relevant security devices 
& software accurately, according to the evolving network data traffic character-
istics. Otherwise, the bulky and complex flow of different notifications, events, 
alarm messaging shall be impossible for the operator to manage and utilize 
online or even offline. 

However, another operator, instead, would require holistic security monitoring 
for the corporate wide, global production e.g. of parcelled goods, bulk material, 
or energy production. There, in the multi-vendor and multi-operator production 
field, the cyber security of a device is not the only factor to worry about for the 
responsible global utility security administrator. (Even though, the information 
security systems really require proper maintenance and updating effort.) For 
example, the status information from the personnel access control systems, pro-
duction area physical environment conditions & surveillance, diagnostics, and 
devices electronic access control systems need to be made available and used 
effectively. The aggregated summary results should be presented to the utility 
operator personnel for sanity checking and for possible corrective actions. The 
main target of the global operator is to ensure the consistent public safety and 
the continuous operation, both for the local and global responsible production 
business. Hence, the information network security is just a small portion of the 
overall responsibilities of the operator. 

http://www.owasp.org/
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Numerous of other relevant “use cases” for networked security monitoring 
systems could also be described here, but they are omitted here for practical 
reasons. 

1.2.2 General threats in networks 

Next, we list some generic threats that may exist in current fixed and wireless 
networks. The main reference that we used in constructing the table below was 
Annex A of ISO/IEC 27033-1:2009, Information technology – Security tech-
niques – Network security – Part 1. 

Threats in networks 

Table 1. Some general threats in common networks. 

 LAN – 
Local 
Area 
Network 

WAN – 
Wide 
Area 
Network 

Wireless 
LAN 

Radio 
networks 

Intrusion, unauthor-
ized access and 
modification of  
devices, attacks  
towards network 
management systems 
or gateways 

X X X X 

Un-patched devices, 
poor patch manage-
ment 

X X X X 

Hardware failure, 
device failure, cable 
failure, power failure, 
misconfiguration of 
switches, physical 
security 

X X X X 

Rogue access points (x) (x) X X 
Unexpected latency, 
jitter 

X X X (x) 

Eavesdropping, traffic 
analysis 

X X X X 

(D)DoS attacks X X X X 
RF jamming  (x) X X 
Session hijacking X X X X 
Fraud (x) (x) (x) X 

NOTE: The estimated major threats are indicated with “X” and minor threats with “(x)”. 
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1.3 Trends 

1.3.1 Concurrent trends in information network infrastructure 
protection 

It is commonly believed that the intruders remain to have some advantage over 
the analyst, i.e. intrusions seem inevitable also in the future. However, let’s still 
have a look on data networking security trends, or more generally, the trends in 
information network infrastructure protection. We might conclude that (See a 
book by Richard Bejtlich “The Tao of Network Security Monitoring, Beyond 
Intrusion Detection”): 

 Data network management shall be security enabled 
 Endpoint protections have been developed and are converging 
 Concentrated, focused attacks are still difficult & resource consuming 

to avoid 
 Protection “in-the-cloud” has been emerging 
 Technology (e.g. IPv6) migration continue further and adds some 

challenges, e.g. doubled security policy and new threats in devices 
 The crime investigation demands network based forensics 
 The trend for acquiring automatically knowledge of network internal 

behaviour (e.g. flow details) has increased. 

If we look after the protective status of today’s networks, we can see that there 
are already several specialized protection technologies in use, or soon coming 
into use: 

 Firewalls, deep packet inspection firewalls 
 Log monitors, data traffic monitors 
 Network intrusion protection systems, event management & sharing 
 Safeguarding against (D)DoS attacks  
 Security enabled web gateways 
 Security within cloud services and networks 
 IPR management software (e.g. usage and licensing of software 

rights). 
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However, concurrent solutions are not good protection forever. For example, a 
deep inspection firewall perhaps handles its limited role well, but shall not be 
effective for capturing some of the new threats, such as zero-day attacks and 
insider abuse.  

The future trends in network security monitoring include: 

 Remote packet capture & Centralized analysis 
o The need to collect content & session related data for evidence col-

lection in forensics cases 

 Integration of several security assessment tools 
o Integrating and comparing the attack data of several security as-

sessment tools with target's known vulnerabilities 

 Increased network awareness 
o Developing formal models for valid traffic patterns so that new de-

vices or new traffic types shall be detected 
o Watching for unauthorized or suspicious activity within nodes and 

inside the network; any network infrastructure product may be at-
tacked (router, switch, etc.). 
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2. Constructing network security 
monitoring systems 

2.1 The purposes of network security monitoring 
systems 

The basic reasons or objectives of particular network security monitoring system 
may include a wide variety of different purposes for an organization. Some or-
ganizations might just need to follow up that their current security enforcement 
systems are fully operational. Much on the contrary, other organizations might 
even collect special background information for the purposes of planned risk 
analyses in the future.  

The purposes of network security monitoring systems may include, for  
example: 

 Network security & continuity level or status monitoring 
 Security attack detection & defence 
 Security enforcement system follow up 
 Security related event monitoring 
 Attack or problem alarming 
 Security vulnerability identification 
 Security vulnerability or risk mitigation 
 Risk analysis information gathering 
 Gathering experience for protection development 
 Follow up of configuration conformance. 

When considering the procurement process for network security monitoring 
systems or elements, the organization should consider defining the feasibility 
criteria for vendors and service providers. Such criteria could include wide va-
riety of special topics, such as (not a complete list): 
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 System security requirements, product security certifications 
 System performance requirements, scalability issues 
 Costs of purchases, licenses & continuous operation 
 Operation and maintenance support & services, upgrading &  

updating 
 Extension capabilities & services, future proof system architecture 
 Deployment & commissioning issues, recovery from failures 
 Security of communication and database services & techniques. 

2.2 Basic principles 

The construction of a network security monitoring system shall vary a lot de-
pending on the operational or organizational case. For example, in some cases 
the security monitoring may be focused more on tracking of system logs but not 
so much on the network data traffic analysis. Naturally, this will affect strongly 
to the needed investments for monitoring equipment & software. Also, the re-
sults of security risk analysis, operational needs & limitations will affect strong-
ly to the construction and technical properties needed to fulfil the security moni-
toring need for a particular case. To summarize, the main reasons for the large 
variability of technical requirements include: 

 Different security needs and capabilities in organizations &  
operations 

 Different assets and valuables to protect 
 Different threat environments against the networked systems. 

2.2.1 Design principles of network security monitoring 

Someone may claim that securing a network doesn’t require much more than 
someone to manage the firewall rules and access control lists, and to maintain 
and update such rules whenever needed. They might continue perhaps by claim-
ing that the network security monitoring is a rather simple task. However, we 
don’t agree with such claims for any operating networks with some reasonable 
business value, mostly because those few simple security solutions are only 
providing network protection in one or two different layers of security. For ex-
ample, the lack of layered protection often leaves plenty of unguarded room for 
e.g. an insider to prepare & operate some malicious tasks.  
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In order to successfully design a network security monitoring system for a 
specific purpose, we need to write down and take into use some basic principles 
and tasks that shall guide us through the process. A typical process constitute of 
feasibility analysis, design, procurement, implementation, configuration, de-
ployment, operation & maintenance (O&M) and even disposal of such a moni-
toring system. Note that the party who should carry out each task below might 
be the operator of the network, but depending on the case, often the relevant ICT 
support personnel, representative of vendor, system integrator, developer, etc., 
should be invited to participate in such a process as well. The basic principles or 
tasks to apply in each step for successfully designing a feasible network security 
monitoring system shall include: 

2.2.1.1 Feasibility analysis 

The feasibility of a network security monitoring system is mainly dependent on 
the value of operation & assets, which shall require security guarding in some 
level. The requirements for continuous operation & the value of related assets 
must be balanced with the security assurance efforts & investments. However, 
the budget is not the only limiting factor here, also the legal and regulatory re-
quirements and restrictions must be resolved for the country or region where the 
security monitoring system is to be planned for.  

Of course, the technical & operational risk landscape must be investigated for 
the planned networked system, its operation & personnel. This threat & risk 
analysis should be carried out by a wide interest group that allocates team mem-
bers e.g. from the company’s management, production, operator, security, ad-
min, IT, acquisition, and also possibly appropriate vendors & service providers. 

The essential issues in the feasibility analysis & design phases are the motiva-
tion for (proactive) security assurance in all layers of the organization, and the 
adequate competence & security training programs for personnel and at partners 
and subcontractors. The motivation starts from the management’s commitment 
to systematic security improvement. The feasibility analysis work for a network 
security monitoring system should also include the tasks listed in following  
table:  
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Table 2. Feasibility analysis for network security monitoring system. 

Area Principles/Tasks 

Feasibility 
analysis 

First, clarify and list the main assets, goals and critical 
operational criteria of the networked system & data to 
be protected using monitoring and other controls. 

Ensure the sufficient intake and implementation of criti-
cal requirements, e.g. protection against new risks & 
threats, during the whole lifecycle of the system. Invite 
participants from all relevant areas for the risk & re-
quirement analysis work. 

Define the major things that need to be monitored in the 
network. Divide these into the baseline attributes that 
are continuously monitored, filtered and prioritized, but 
also to detailed logs that shall constitute the basis for 
forensic analysis (e.g. of information leaks). 

Identify the best products & references of security moni-
toring and analyse how these match to your goals for 
monitoring. 

Analyse the feasibility of candidate monitoring platforms 
according to your critical operational criteria. 

Decide whether the required security monitoring in-
vestments & operating costs are in balance with the 
benefits of operation continuity and the value of busi-
ness assets. 

2.2.1.2 Design 

If the previous feasibility analysis proved that the networked system should be 
complemented with a security monitoring system, how such a monitoring should 
be designed? The most important point is, of course, that the designed system 
shall be reliable and practical enough for effective network security monitoring 
within the organization. Because the networked environment is often rather 
complex and difficult to maintain, other important design requirements include 
the simplicity of operation & maintenance and standard extensibility/upgrading 
capabilities, which enable for future-proof security monitoring functionality. 

The architectural design of the monitoring system is a key factor for its con-
tinued success. The standard communication architecture, including the specifi-
cation for protocol stacks and data presentation formats, shall ensure the scala-
bility of the solution also in the cases of competitor acquisition, etc. For exam-
ple, web-based architectures and messaging applications independent from un-
derlying communication technology are probably very feasible solutions also for 
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large scale security monitoring data exchanges. Data storage, on the other hand, 
should be designed with enough redundancy, backup, and recovery capabilities 
in mind. Single points of failure are to be avoided, even in centralized solutions.  

Last but not least, it is very essential how the selected mature monitoring 
technology (hardware and software) platforms & standards shall be applied into 
practise. E.g. what security properties are utilized? What kind of authentication 
and authorization systems shall be taken into use for secure access and mainte-
nance? What security protocols shall be used? Using which algorithms & key 
lengths? Standard, publicly assessed standards should be selected and certified 
vendors selected.  

In addition, during the design phases of your network security monitoring sys-
tem, you should consider to carry out the following tasks: 

Table 3. Design of network security monitoring system. 

Area Principles/Tasks 

Design Ensure the scalability of your security monitoring system 
& operation using open standards and scalable architec-
tures that have proven cost efficiency 

Divide the analysis tasks of monitoring results based on 
your strengths and topology, e.g. using local internal 
analysis and suitable external services for your particular 
security monitoring goals 

Ensure the secure design of the monitoring system ele-
ments by using & mandating defined security assurance 
methods, tools & processes for the monitoring platforms 
and products 

Ensure the correct focus for the security monitoring func-
tionality by carrying out repetitive reviews with users and 
process owners 

 

2.2.1.3 Procurement 

The networked systems constitute of various devices, hardware, middleware, 
system software, management software, application software and perhaps in-
volve usage of outsourced services, as well. Therefore, it is crucial to consider 
the security requirements before committing to large scale network infrastructure 
investments. Organizations should define “baseline” security requirements and 
capabilities that any purchased item should fulfil, while feasible. The security 
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requirements concerning procurement include such areas as logging functionali-
ty, log format & -capacity, secure SW updating & maintenance, strong device & 
user authentication, security protocol support, vulnerability follow up and per-
haps 24/7 support for continuous operation. The mutual contracting about the 
key service elements is important in ensuring the security and continuity of de-
livered network products & services. 

Especially, the critical area of subcontractor management has turned out rather 
problematic in many organizations. There is a clear need to synchronize the op-
eration and maintenance policies and procedures according to user organiza-
tion’s requirements. However, often the secure management requirements and 
practices are not adequately defined and mandated for partners by the user or-
ganizations. Also, the penalty driven contracting using e.g. service level agree-
ments (SLA) which include security, continuity & recovery requirements attain 
today too little emphasis. There is a real lack of security emphasis in many of the 
contracting cases for provisioning of network services or Infrastructure as a ser-
vice (IaaS) contracts. 

When considering company’s procurement process from the viewpoint of 
network security monitoring, one should consider involving the following tasks: 

Table 4. Procurement for network security monitoring. 

Area Principles/Tasks 

Procurement Define the baseline requirements for the security moni-
toring functionality that shall be used in purchasing 
network equipment, systems and software. Follow the 
standards and your targeted needs for the requirement 
baseline creation 

Estimate your future monitoring needs and question & 
explore the candidate vendor system’s extension pos-
sibilities 

Question with each of your network product vendor 
about the security monitoring capabilities in their cur-
rent & future networking products 

Ensure that also the status of load or load balancing of 
any procured critical network service can be monitored 
when needed. Load monitoring capability should exist 
in network devices as well 

Avoid any proprietary solutions and protocols when 
implementing security monitoring. Avoid vendor de-
pendence whenever possible 
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2.2.1.4 Implementation 

Usually, implementation is the problem phase in the development process, 
where most of the mistakes and errors to the system shall be made. Therefore, 
lots of quality assurance and security assurance effort should be spent to ensure 
that the implementation errors, flaws and vulnerabilities shall be detected and 
removed before the coming deployment phases. In practice, the checklists used 
for documentation & source code reviews should include security specific ques-
tions and the programmers should be trained to apply secure coding rules in all 
of their implementation efforts. Standard or tailored source code analysis soft-
ware should be run before module testing. Also, the security related testing (e.g. 
fuzz testing) should be run during the system testing phase.  

Another important way to ensure the security and quality of the purchased 
network software modules and devices is to require security certified products. 
E.g. Common Criteria (CC) certified products may exist within your functional 
interest area of products, and those can often be used as good reference products, 
or at least a starting point for further exploration of vendors that can support 
your special requirements. 

The implementation related tasks to be applied for network security monitor-
ing products & functionality should include: 

Table 5. Implementation of network security monitoring functionality. 

Area Principles/Tasks 

Implementation Ensure that security monitoring functionality shall not 
interfere with the basic objective of the networked 
system, even under exceptional circumstances 

Separate the network management, monitoring & 
control equipment from your other networked systems 

Implement also the management of your network 
security controls in a way which enables you to mini-
mize the damage done soon after identifying a prob-
lem in some network location via monitoring 

Review and test repetitively the quality and security of 
your monitoring system implementation 

In addition to protecting the secrecy of your secret 
security keying material and credentials (exchangea-
ble), protect the implementation  details of your secu-
rity monitoring system from potential attackers  
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2.2.1.5 Configuration 

Today, it is admitted that the installed security systems & solutions may also 
bring vulnerabilities or continuation risks to the target system that was supposed 
to be protected. The understanding of these risks is extremely important for sys-
tems which have high availability and dependability requirements. Therefore, 
good service and configuration management practices must also be employed to 
security (monitoring) systems. Specifically, the security system’s maintenance 
must be well coordinated with the critical services of company’s business opera-
tions, for the purpose of producing continuously value for the stakeholders. Of 
course, the main task for security maintenance is to maintain the risk-free con-
figuration in security systems, which shall be in compliance with the security & 
continuity requirements for the operation. 

When the deployment scale is large, implying that there are hundreds or thou-
sands of devices or systems to be monitored, an automated security configura-
tion compliance tool shall often be necessary. These tools should utilize well 
established standards such as Security Content Automation Protocol (SCAP) for 
automated follow up of vulnerability & security configuration. This may also 
guide the security monitoring implementation into more future-proof and exten-
sible direction.  

An important viewpoint is also the physical configuration, which shall define 
the safe locations and positioning of monitoring equipment for reliable opera-
tion. Then, what is the complete set up constituting from essential appliances, 
power, backup devices & media, cabling, etc, shall complete the secure configu-
ration of a monitoring system. Also the physical system inventory & set up 
should be well managed, controlled, and documented for always being up-to-
date after any approved change. 

Finally, the baseline data groups (e.g. normal, malicious, abnormal and un-
classified), and the signatures of rule based systems, must be established, preset 
& maintained for the secure configuration. 

Configuration security related tasks for the network security monitoring sys-
tem include: 
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Table 6. Configuration of network security monitoring system. 

Area Principles/Tasks 

Configuration Ensure that the configuration of your security monitor-
ing system shall not change unintended. Manage the 
configuration of each device or virtual system using a 
well controlled change management process 

Test the feasibility of any changes to the monitoring 
configuration before applying, when possible. Do not 
test new configurations in the production system 

In addition to protecting the integrity of your configura-
tion information, do not disclose the detailed configura-
tion information of your security monitoring system to 
potential attackers 

2.2.1.6 Deployment, O&M and disposal 

Both the deployment process and the operations & maintenance (O&M) of net-
work security monitoring systems are rather broad topics to be discussed here 
extensively, but a few advices may be given, anyhow.  

The device and software installation procedures and the bootstrapping of trust 
& secure channels between the monitoring components require good deployment 
plans and some compact guidance for the field install crew. For example, the 
credential and certificate installation tasks by the field crew shall be usually out 
of question. Such functions must be carried out before installation, or at least 
installed automatically during the field installation process. A rather big issue 
may also be to successfully and securely integrate the security monitoring sys-
tems to the existing network environment. For example, often some new rules, 
data mirroring, log memory, and access rights need to be defined for the switch-
es, firewalls, access control systems, and perhaps even some application service 
configurations.  

For O&M, perhaps the most import issue is to define accurately the roles & 
responsibilities for the operations & maintenance personnel. It must be clear 
which authorization procedures are mandated for upgrading and updating the 
systems, hardware and software. This includes patching, vulnerability fixes, 
firmware upgrades, etc. In the case of service agreement, it must be contracted 
with the service provider that how, when and by whom their systems shall be 
updated & configured.  
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The deployment, operation & maintenance and disposal activities of network 
security monitoring system should consider the following: 

Table 7. Deployment, O&M & disposal of network security monitoring system. 

Area Principles/Tasks 

Deployment Ensure that the possible remote configuration process 
and access control are secure before deploying a 
network- or monitoring device 

Keep the elementary system operations, such as in-
formation generation & bulk data transfer, rather simple 
& basic for the most of the networked devices. Allow 
for more flexible configuration and online adjustment 
for higher level devices and monitoring systems 

O&M Ensure simple & understandable usage, update and 
maintenance process for the security monitoring  
system 

Update and reconfigure your security monitoring sys-
tem according to continuously identified new vulnera-
bilities and risks targeting your network 

Disposal Ensure that the confidential information is saved and 
destroyed from any of your monitoring equipment be-
fore disposal. Preserve the identification information of 
any monitoring HW & software product versions that 
you may need e.g. for spare part & upgrade acquisition 

 

2.2.2 Assessing and selecting the basic indicators of an attack 

As in any other (automated) supervision system, also concerning network securi-
ty monitoring systems perhaps the most important starting point for accurate 
observations are the identification of basic attributes that should be followed up 
more closely. Obtaining an optimal attribute- or parameter set for a specific 
monitoring purpose shall not, however, always be a simple task. On the contrary, 
many IDS vendors for example may suggest that their system shall monitor all 
those attributes and all related behaviour that is needed to capture any kind of 
attacker. Unfortunately, this rarely is the whole truth in many cases. 
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2.2.2.1 Workflow for deducing the security monitoring attributes  

In order to solve this “attribute selection problem” fully in advance, we should 
have a clear overview of all the concurrent and future attacks and other abuse, 
including their implementation details. Obviously this is an impossible task. 
What we can realistically do, however, is that we select such solution compo-
nents which allow for flexible attribute and method selection, in addition to the 
capability to monitor the currently known attacks & abuse types. Note however 
that added system flexibility often adds also complexity and vulnerability, which 
means that the components and solutions must be implemented very carefully 
using secure development processes. Also the baseline- and trend analysis may 
suffer if the monitored attributes are to be changed too often. Therefore, the best 
way to apply these attributes is a compromise between flexibility and simplicity, 
and also many other issues, of course. 

In an ideal world, we should create and maintain a mapping between the vari-
ous attack and abuse types and the list of attributes to be monitored for capturing 
each of them. Actually, we should also have a list of analysis methods to apply, 
using the captured attribute values, and perhaps also a visualization scheme for 
each abuse. But we shall go wrong if we believe that this approach and even 
very flexible security monitoring system in general shall always be able to iden-
tify any new abuse and the suspected subsystems related to it. Clearly, the re-
quired security data collection & analysis functionality shall grow when we add 
a new feature to the networked system, and this emphasize also, e.g., the in-
crease of performance and configuration problems towards our security monitor-
ing systems.  

In high level, the principal monitoring attributes of a network security moni-
toring system for each case should be identified according to the following 
workflow. NOTE: In the presented workflow the network security monitoring 
functionality is added to an existing networked system. In an ideal world, how-
ever, all security monitoring systems should be planned and built-in already 
during the construction of the networked system. 
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Unfortunately, the above workflow that we have developed seems to be rather 
wide-ranging and extensive. However, this is in line with our findings that per-
haps the most difficult problem in network security monitoring is the questions – 
What should be monitored? and What really pays off to monitor?  

In next subsections, we clarify each of these deduction steps, together with 
few examples. 

 
2.2.2.1.1 Step # 1: Characterization of the system to be monitored 
 
First, we need to understand the basic operation of our current networked sys-
tem. Clarification is often needed to properly appreciate the basic objectives & 
operation of the system that should be protected and potentially monitored. In 
many cases, the best way to do this is to arrange a meeting where the experts & 
key persons (who contributed into the requirements & development of the sys-
tem from different aspects) shall explain the current system and the design- and 
operational choices made.  

The system characterization should include the following topics: 

 Main objectives for the system operation 
o Why this system exists? What purposes it serves according to 

contracts? 
o What are the objectives and goals of the system? 
o Which customers are served? Which stakeholders are affected if 

the system fails? 

 Description of basic system operation & employee tasks 
o The operating environment 
o Main operations 
o The most important functionality 
o Support operations 

 Results of already conducted risk- and vulnerability analyses should be 
recalled 

o Organization initiated self-analysis results (e.g. standard risk- & 
vulnerability analysis methods) 

o Results should have included the prioritized listing of risks & rea-
soning 

o The weak spots of the system have been identified. 
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2.2.2.1.2 Step # 2: Analysis of security controls in the current system 
 
All serious security work starts from ensuring that we understand not only the 
current system operation but also the security controls already put in place to 
protect the system from unwanted disturbances & potential malicious activity. 
This analysis is needed to properly understand the meaning and capabilities of 
the existing security solutions & security controls currently planned or in use for 
our system. The security controls should typically include: 

 Enforced security policies (administrative & technical policies) 

 Instructions for secure operations & secure ways of working  

 Security requirements for systems and subsystems development 

 Instructions of work and defence in the cases of emergency, security 
incident & updating/upgrading 

 Processes for establishing & maintaining the security of outsourced 
systems. 

Another task related with the security controls analysis should be to the map 
security controls with the capabilities of feasible security monitoring systems. 
Which of our security policies and requirements can be supported in meaningful 
ways using some security monitoring methods? At this point, we could even 
have first ideas that what kind of security monitoring functionalities could be 
realistic and meaningful for our system? 
 
2.2.2.1.3 Step # 3: Threat & vulnerability identification of the system 
(targeted attacks) 
 
Threat identification & analysis is a process where the system is analysed and 
estimated from the perspective of external or internal threats. A threat may be 
kind of a traditional criminal activity such as theft of information, software or 
equipment, or intentional harm to the system such as weakening the service or 
causing the denial of services and/or data. Threat vector is a path or tool used to 
attack towards target. 

Vulnerability identification & analysis involves a systematic investigation of 
the target system’s security and quality properties. Vulnerability is a flaw or 
weakness in the system (or its O&M), which could be exploited. Often, vulnera-
bility scanners, such as port scanners, network enumerators, network vulnerabil-
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ity scanners and database security scanners are used as automated tools during 
vulnerability analysis process. 

However, a very important part of the threat analysis is to analyse what kind 
of activities the potential attacker is allowed to perform in our environment (with 
prerequisites). Often, the attackers (insiders and outsiders) may utilize multitude 
of methods & practices to plan and execute a partial or full abuse of the target 
system, its assets or data. The generic attack/abuse ingredients may include: 

i. Information gathering (if information available) 

ii. Learning of a system (if time & motive exist) 

iii. Searching of vulnerabilities (if information available) 

iv. Identifying ways to attack/abuse (if competence available) 

v. Planning of attacks/abuse (if time & motive exist) 

vi. Development of exploits (if tool & competence available) 

vii. Planning the destruction of abuse traces (if competence  
available) 

viii. Initiation of abuse (if motive & opportunity exist) 

ix. Reactive actions against defence (if tool & competence  
available). 

Using the learned attack background information and previous abuse case expe-
riences, the (professional) attacker may develop even better abuse capabilities 
for future use: 

 Identifying new asset types that are worth to be targeted and abused 

 Identifying the vulnerabilities and/or persons that might enable a new 
attack/abuse in the future  

 Resolving the technical interfaces & human relations/intercourse that 
successful abuse requires 

 Collecting the vulnerable configuration data 

 Clarifying the capabilities required for successful abuse in each case 

o Attacker competence requirements 

o Access permissions (legal & illegal) required for initiating or 
enabling abuse 
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o Best attack/abuse tools for the purpose (e.g. tool evaluation for 
criminal motives) 

o Listing the available exploits for entering to abuse case. 
 

2.2.2.1.4 Step # 4: Sorting out the relevant attacks, criminal activity & 
abuse against the system 
 
Using the threats and vulnerabilities identified for the system, we need to ana-
lyse which of the potential attacks or abuse cases are really relevant against our 
system and its current protection. In practise, this means that we should combine 
the information attained in previous Steps (2) and (3).  Following example clari-
fies what kind of attack vectors might be possible within organization, if not 
extra-guarded. Specifically, such lists should help us in concluding which of the 
hypothetical abuse cases seem realistic against our system. In other words, we 
would need to sort out the irrelevant cases and concentrate only on really poten-
tial abuse cases. 

Example - Insider abuse: We might conclude during our case analysis that the 
following attack vectors might be relevant against our system: 

 An employee (insider) uses social engineering to collect unauthorized 
information (All our employees are not trained against social engineer-
ing) 

 A user bluffs administrator to reveal his administration practices (Our 
administrators lack precaution or responsibility) 

 An employee uses other person’s user account (Our users commit inse-
cure user account practices) 

 An employee uses other person’s user rights (Employee can stole ses-
sion or user credentials) 

 An employee exploits system’s internal vulnerability (Mole or ex-
employee present in premises?) 

 An employee manipulates system log files (Might we possess a 
wounded administrator, log files are stored insecurely) 

 An employee generates system error to hide unauthorized access 
(Might we have an improper configuration of logging system? Do we 
really keep track of log files systematically in all cases?). 
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Typically, the number & exploitation potential of attack vectors depend much on 
the weaknesses that specifically exist in common working processes and person-
nel’s ways of working. Of course, sometimes a companion of technical fault or 
vulnerability is also required to enable the enemy to finalize the abuse, who may 
then commit “a perfect crime” without perception. 
 
2.2.2.1.5 Step # 5: Analysis of impact & probability of each relevant 
abuse case 
 
For this step there should be a standard practice in each organization, in which 
the company’s critical operations are analysed against relevant security abuse 
cases, possible attacks and incidents. Such an analysis requires profound system 
& business knowhow (e.g. for impact analysis) and also feasible expertise of 
information security & value management (e.g. for probability analysis). The 
impact and probability analysis tasks for security are briefly introduced in the 
following: 

Impact analysis has few profound questions to be answered for each relevant 
abuse case:  

 What is the value of the affected asset? What is the value of potential 
loss? 

o   Value of protected information 
o Value of missed production 
o Value of lost company image/brand 

 What kind of behaviour the system and related systems shall undergo 
due to the attack/abuse? 
o What are the direct and indirect consequences of an abuse case? 

 What it requires to restore the normal operation after realized at-
tack/abuse case? 

o How long does the restoration to normal takes? 
o Value of required extra effort & equipment due to realized securi-

ty incident 

The probability analysis for each abuse case has also specific questions to be 
answered: 

 Technical & operational difficulty of abuse? Division to abuse clas-
ses such as: 
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o Abuse is available/obvious (1: Easy) 
o Abuse requires basic engineering skills (2: Basic) 
o Abuse with professional attitude & skills (3: Professional) 
o Organized professional abuse planning & design (4: Organized) 

 Direct & indirect expenses to the abuser? How big value can be at-
tained by the abuser? 
o Expenses to abuser. Classes, e.g.:  < 1000 €,  < 10 000 €,  

 < 100 000 €,  > 100 000 € 
o Value to abuser. Classes, e.g.:  < 10 000 €,  < 100 000 €,   

< 1 000 000 €,  
> 1 000 000 € 

 How easily the results of abuse can be exploited? E.g. Ease of ex-
ploit -classes (from easy towards more difficult) such as: 
o Can be easily exploited in public marketplace (Easy) 
o Can be exploited in public marketplace with preparations (Ex-

ploitable) 
o Requires a sort of launderer or mediator (Mediator) 
o Suitable for criminal usage only (Criminal). 

2.2.2.1.6 Step # 6: Estimation of risk levels – costs & benefits calculation 
of resolving abuse 
 
Next we need to continue with the estimation of risk levels. We need to compare 
the endangered value of assets and (business) operations with the costs of pro-
tection mechanisms & processes. Obviously, the continuity & other benefits of 
protection must overweight the cumulative costs of protection. So, we should 
carry out the following activities to complete the estimation of risk levels. 

Estimating the costs of elimination & mitigation of each relevant abuse case: 
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 Costs of doing efficiently the following: 

o Abuse & attack identification 

o Abuse block out 

o Incident reporting 

o Abuse prevention planning & management. 

Estimating the benefits of preventing an abuse case. To accomplish this task, we 
may simply recall the results of previous step: impact analysis (costs of lost val-
ue, production & brand, restoration costs) and probability analysis.  

Finally, we should to carry out the comparison of costs & benefits for each 
abuse case. Obviously, this could be done according to each company’s prefer-
ences, but e.g. 3–5 different abuse risk criticality levels could be defined, for 
example:  

 Critical risk (critical benefits in prevention, at feasible prevention 
costs) 

 High risk (benefits in prevention, at feasible prevention costs) 

 Medium risk (benefits in prevention, at probably non-feasible preven-
tion costs) 

 Low risk (uncertain benefits in prevention, at non-feasible prevention 
costs). 
 

2.2.2.1.7 Step # 7: Selection of the attributes for security monitoring 
according to abuse risk levels 

Eventually, the security monitoring attributes for abuse monitoring may be (ini-
tially) selected using the estimated risk levels. Being an organizational and ex-
tremely case dependent issue, the monitored attributes may be selected, for ex-
ample, only for the Critical- & High risk abuse cases. While identifying & se-
lecting the monitoring attributes, consider the following: 

 From each relevant abuse case, identify the key information & data, 
assets, and system services & states that needs to be guarded 

 Identify the attributes that should be monitored from the key infor-
mation & data, assets, and system services & states. For attribute ex-
amples, see subsection “Examples of security monitoring attributes”. 
The critical topics to be monitored include: 
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o Key information (business secrets, credentials, emergency system 
controls, maintenance- and updating information) 

o Key data (log data, access control data, network management data, 
control & signalling data, routing tables, hardware-, equipment- & 
software specifications, system configuration, network topology, 
firewall configuration & rules, etc.) 

o Assets (network equipment, workstations, cables, switches, base 
stations, communication channels, application software, databases, 
configuration files, partners & subcontractors) 

o System services (operating system services, application software 
services, maintenance services, user authentication, access control, 
audit trail, diagnostics, analysis, updates, backup & recovery, re-
mote monitoring, system development) 

o System states (states of memory & CPU, network interfaces, enter-
prise service bus, configuration, updating, reboot, filtering, error, 
recovery)  

 Analyse the identified attributes in detail to understand which of these 
are practical to be automatically recorded by the local system: 

o Is it possible to automatically record the attribute? 

o Is it practical & cost effective to arrange for secure attribute data re-
cording, storage and data transfer? 

o Are there any legal or regulatory obstacles in the attribute data col-
lection? 

o Note: Sometimes it may require an expert to estimate which of the 
attribute recordings require a new system or software to be installed 

 Estimate whether the practically recordable monitoring attribute data 
shall be enough for reliable abuse case identification (or to comple-
ment it) 

o Consult a security (solution) expert about the reliable security 
monitoring analysis methods and input requirements 

 Clarify the maturity, availability & overall costs of each analysis 
method to your available attribute data 
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o For scalability reasons, prefer using & recording such attribute data 
that are supported by (standard) local devices, if there are no special 
reasons such as suspected industrial espionage, for the usage of tai-
lored attributes. 

 

2.2.2.1.8 Step # 8: Testing & selection of the analysis methods for 
processing the attribute flow 
 
The feasible analysis of attribute data can usually contain two principal method 
families. When there are lots of data to be analysed, together with modest com-
puting and memory capabilities, then the “statistical analysis” methods may be 
feasible. Statistical analysis methods are feasible for identifying suspect behav-
iour in the network, but they are not 100 % accurate.  

On the other hand, the “distinct analysis” methods are feasible against known 
attacks. However, the drawbacks include a mandatory data inspection system, 
which often requires e.g. powerful processing, lots of memory, and also some 
manual maintenance work for its rule-base updates. 

More of the analysis method selection is discussed in subchapter “3.4 Data 
analysis methods”. 

2.2.2.1.9 Step # 9: Testing & selection of the visualization schemes & 
tools of analysis results 
 
After the attribute data flow has been processed, it needs to be combined & cor-
related with the previously preset data and visualized to the user.  

The presentation of the aggregated results can be done, for example, visualiz-
ing the: 

 malicious data groups (match to malicious) 
 abnormal data groups (match to abnormal), and  
 unclassified data groups (no match) 

in different ways than the normal data groups (match to normal). The optimal, 
automated way to recognize & formulate these groups should be tested using 
various visualization tools. These results, the best tools & their visualization 
schemes, should then be mapped to the relevant abuse cases.  

More of the data aggregation topic is discussed in section “3.4.2 About net-
work data aggregation methods”. 
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2.2.2.2 High level monitoring scope to be deployed 

Each of the various operators of the networks and systems should be able to 
develop a reasonable monitoring deployment with a feasible direct scope for 
them. Of course, this should not exclude the co-operation and exchange of rele-
vant monitoring information between the (interoperating) network & system 
operators, while still working according to laws & regulations. Next, there are 
presented some examples of various high level monitoring scopes of interest. 

 
2.2.2.2.1 Example scopes for Enterprise systems monitoring 

Table 9. Example scopes for Enterprise systems monitoring. 

High level moni-
toring scope 

Examples of high level monitoring 
scope 

Event types to 
be monitored 

Enterprise sys-
tems 

Status of various enterprise & engi-
neering systems (e.g. operation, con-
figuration, upgrading) 

System events 

Status of business processes per user 
(access log, application log,  
messaging status, presence) 

Process events 

Updates to business processes  
(e.g. a new instruction/module taken 
into use) 

Process 
changes 

Status of assets & inventory systems, 
system general properties 

System events, 
Physical events 

Employee status (e.g. role, access 
control status, work tasks/activities, 
user rights/permissions) 

System events, 
Physical events 

Officer & partner clearance Human actions 

Other human actions & context of 
action 

Human actions 
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2.2.2.2.2 Example scopes for Outsourced systems monitoring 

Table 10. Example scopes for Outsourced systems monitoring. 

High level moni-
toring scope 

Examples of high level monitoring 
scope 

Event types to 
be monitored 

Outsourced sys-
tems   (e.g. cloud 
services) 

Outsourced system’s operation: 
requests, responses, SLA monitors 

System events, 
etc. 

Outsourcing resource allocation & 
demolition 

System events 

Load balancer operation, load  
monitoring, usage profiling 

System events, 
Network events 

Changes in outsourced configuration 
& environment 

System events, 
Network events 

System health-, availability-, and 
performance trends, triggers & 
thresholds of the system 

System events, 
Network events 

 

2.2.2.2.3 Example scopes for Production systems monitoring 

Table 11. Example scopes for Production systems monitoring. 

High level moni-
toring scope 

Examples of high level monitoring 
scope 

Event types to 
be monitored 

Production sys-
tems 

Status of production systems (operat-
ing mode, system services, system 
states, usage history, maintenance 
cases, diagnostics, configuration) 

Process events, 
System events, 
Physical events 

Safety & security systems status System events, 
Physical events 

Operations management (e.g. control 
centre events, operation control  
status) 

System events, 
Process chang-
es 
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2.2.2.2.4 Example scopes for Network systems monitoring 

Table 12. Example scopes for Network systems monitoring. 

High level moni-
toring scope 

Examples of high level moni-
toring scope 

Event types to 
be monitored 

Network systems Network management system  
operations 

Network events, 
System events 

Network device status & (remote) 
management 

Network events, 
System events 

Network border/gateway device  
status 

Network events, 
System events 

Application service interfaces within 
network system 

Network events, 
System events 

Status of network service interfaces, 
changes in status 

Network events, 
System events 

Filtering- & access control rules and 
log files 

System events, 
Security events 

Network bindings & actual connec-
tion flows  

System events, 
Network events 

Protocol messaging between end-
points 

Network events 

Parameter messaging between 
endpoints 

Network events 
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2.2.2.2.5 Example scopes for Control systems monitoring 

Table 13. Example scopes for Control systems monitoring. 

High level moni-
toring scope 

Examples of high level moni-
toring scope 

Event types to 
be monitored 

Control  
systems 

Security control (room) events & 
alarms 

Any event 

Status of security monitoring, anti-
malware & IDS & SIEM systems 

Security events 

Activation or deactivation of moni-
toring data collection & related 
systems 

System events, 
Network events 

User account management events System events 

Access control systems status, 
usage profiling 

System events 

Logging systems, audit trail, log 
monitoring 

System events 

Configuration control events System events 

Control of other changes (incl. any 
software, firmware, hardware) 

System events 

Session control events System events, 
Network events 

Keep-alive messaging follow up Network events 

 

2.2.2.3 Examples of security monitoring attributes  

We are also aiming to give some concrete support for the detailed attribute selec-
tion task. Therefore, we introduce and assess briefly below some indicators & 
attributes, which could be captured and analysed to effectively recognize the po-
tentially malicious phenomena, for the purposes of network security monitoring.  

Unfortunately, more concrete case studies are needed that should enable us for 
presenting even more extensive attribute lists. Each network operator or admin-
istrator shall define a list of their own, according to feasible risks and limitations 
of their networked technological environment. The deployed (risky) software 
applications shall probably affect a lot into the selection of the most relevant 
security monitoring attributes. 

See a table below as a simple example list.  
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Table 14. Some possible attributes for security attack & abuse analyses. 

Type Indicators Attribute type 
Notes about capturing / 

processing 

Unusual load Sudden network traffic  
load 

# of frames / time unit Network traffic analyser 
probes or MIBs of devices 

Slower access to net-
work devices than  
normally 

Round-trip time (RTT) ICMP (ping), test data 
transfers, other RTT  
monitors 

Sudden problems with 
disk space 

% of free disk space System status monitoring 
SW 

High CPU load without  
reason 

% of CPU usage System status monitoring 
SW 

Usage of user 
accounts 

New user accounts Account log entry  Log monitoring 

Unexpected use of  
admin-user accounts 

Account log entry Log monitoring 

User accounts locked Account log entry Log monitoring 

Deviations in  
log entries 

Log files or entries 
deleted 

System log entry Log monitoring, system 
status monitoring SW 

Sudden bulk of log 
entries 

System log entry Log monitoring 

Unusual 
device/server  
activity 

Boom of alerts from  
antivirus &  
IDS software 

AV & IDS events Typically vendor specific 
events and formats 

Errors in servers Thrown exceptions &  
error messages,  
TCP/HTTP keepalives 

Monitoring of application 
specific error messages, 
protocol specific 
keepalives 

Sudden changes in files 
and directories 

Filenames and  
directories 

Tracking the file system 
changes 

Unexpected OFF of 
security  
controls 

Security software &  
configuration status 

Tracking the changes in 
security configuration and 
status 

Sudden changes in 
patches 

Patch changes Tracking the patch  
changes in system 

Unexpected shutdowns System shutdown 
event 

Tracking the system  
shutdown events 

Unexpected 
configuration 
changes 

Unexpected con-
figuration changes 

Configuration change Remote configuration 
attestation, configuration 
follow-up 

Unexpected embedded 
software 

Installed SW Tracking the software that 
are installed and running  

Disabled logging  
functionality 

Logging settings Systems that validate 
logging correctness.  
Secured logging follow up 

Deleted recovery  
systems 

Status of recovery  
systems 

Systems that validate 
recovery functions and 
data 
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Suspicious  
network  
behaviour 

More data sent towards 
external networks 

Alteration in data 
flows, FW logs & 
events 

Flow analyser emphasiz-
ing applications, protocols, 
conversations, endpoints 

More data sent from  
external  
networks 

Alteration in data 
flows, FW logs & 
events 

Firewall log analysis tool. 
Or flow analyser empha-
sizing applications, proto-
cols, conversations, end-
points 

Unexpected data flows Alteration in data 
flows, FW logs & 
events 

Flow analyser emphasiz-
ing the flows (NetFlow, 
cFlow, jFlow, sFlow) 

Unexpected behaviour  
similar to device error 

Faulty messages or 
sent error codes 

Analysis of error codes or 
diagnostic tool results 

Social  
engineering 
activities 

Unexpected information 
requests 

Junk emails, phone 
calls, queries, social 
abuse  

Following up the activities 
that were not related to 
assigned tasks 

Suspicious content Suspect text strings or 
data formats 

Content based filtering & 
alarming systems 

Application  
specific  
indicators 

“Various application  
specific abuse indica-
tions” 

“Application specific  
attributes” 

Application monitoring 
systems. Also following up 
the implications of applica-
tion usage, etc. 

 

2.2.3 Few concerns about data network architecture  

In today’s ICT networks, it is essential that the network architecture is designed & 
constructed according to the critical protection needs of each operating site. For 
example, the server cluster should often be separated into its own subnetwork so 
that any user device malfunction doesn’t propagate risky data traffic to application 
or infrastructure services provisioning segments. Some general principles include: 

 Design LAN topology by separating the critical & non-critical functions. 

 Isolate logically the critical (or vulnerable) protocols to segregated sub-
networks. 

 Use the DMZ and firewalls between the separated subnetworks, if some 
connectivity is needed. 

 Prepare for the alternative communication paths that protect against sud-
den data media errors. 

 Select the feasible user data & content segregation mechanisms. 

 Maintain separate test subnetworks, where e.g. new device configura-
tions can be tested before installation to the production network. 
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 Server polling each client individually using request/reply messaging, 
each client responds to the request when available. 

 Each client is independently and periodically pushing monitoring data 
batches to the server. 

 Each client is pushing monitoring data to the server independently, but 
only after any important event/alarm at the client. 

 Each client is publishing monitoring data independently (e.g. using 
RSS feed, messaging application, etc.). 

 A database synchronization of monitored data is run between server 
and the clients. Each client has its own entry in the server database. 

In the subnet level, it might not always be necessary to use open standards for 
transferring the monitoring data, for example in such cases where the local 
equipment is very proprietary or a standard communication solution is not feasi-
ble.  

In below, there is a table about the Pros & Cons of each local communication 
alternative. 

Table 15. Comparison of local monitoring data communication choices. 

Communication alter-
native for monitoring 
data 

Pros Cons 

Server broadcasting Simple Broadcast signalling 

Server polling Proven, de-facto Limited scalability, 
state-based 

Client pushing  
batches 

Distributed operation, 
scalable 

Not real-time 

Client pushing at 
events 

Distributed operation, 
real-time 

Bulk of events 

Client publishing Distributed operation, 
scalable 

Web service risks 

DB synchronization Functionality, flexible Database system risks 
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2.2.4.2 About corporate level monitoring data collection 

The cost-effective arrangements for monitoring data transfer at corporation level 
shall depend largely, of course, on the corporation’s common data communica-
tion architecture. While these architectures may be based on various communi-
cation technologies, we would still like to try and give couple of security advices 
at this level also.  

Applying for corporation & group levels, the necessary data collection facili-
ties for the network security monitoring purposes should be planned, managed & 
maintained in secure ways, such as: 

 The basic topics to be monitored shall be defined in the planning phase. 
Risk analysis for the necessary information transfers should be made. 

 It should be agreed about the usage of common corporate level commu-
nication standards for monitoring supervision data – which may often 
be Internet based for cost-efficiency. 

 It should be planned and arranged for the centralized monitoring data 
services where all (summary) data is collected to and from where it may 
be further analysed. Also, one alternative might be to contract with the 
(outsourced) security service provider, when feasible. 

 By default, all the network management & monitoring data connections 
should be authenticated, integrity, replay & confidentiality protected. 

 Network administrator’s system access should be restricted – e.g. only 
allowing access from network supervision & management workstations. 

 User accounts for network supervision should only allow the reading of 
log files, not modification. Modification of log files should be made 
impossible by default. 

Note that the global network security co-operation- & data collection principles 
are currently as work-in-progress in various global research & standardization 
communities. Unfortunately, it has not often been possible to arrange truly open 
security information exchange networks, due to risks for attacker community 
follow up. Where applicable, however, feasible secure Internet standard proto-
cols should be used for the security information exchanges due to fast interwork-
ing, security and integration capabilities.  
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3. Discussion – Some example elements of 
a monitoring system 

3.1 Overall system outlook 

Next, we shall introduce the reader briefly to some example elements of the 
network security monitoring system, such as basic networking devices, netflow 
analysers, or other software elements to be used in the monitoring entirety. For 
example, the elements of network security monitoring system shall include:  

 The capturing of network data and events within each critical subnet-
work 

 Pre-analysing network data locally (e.g. summary handling of SNMP 
trap messages or logs of events and alarms) 

 Transmitting the pre-analysed results to the central security monitoring 
server of the network 

 Central security monitoring server that may aggregate all the incoming 
data together, compare it to the existing baseline data using various 
threshold values, and serve the monitoring operator by generating vari-
ous graphical presentations using various visualization techniques, pre-
senting by default the major security event information, possibly warn-
ings, etc.  

In addition, it would be beneficial if various kinds of trends might be followed 
up, including the capability to taught new instruction sets enabling for particular 
trend analysis, setting up the allowed threshold values to the particular trend 
analysis for alarm identification, which may be tailored for each network traffic- 
or use case. For example, a new ICMP monitor instance could perhaps be acti-
vated enabling the locally focused monitoring, if e.g. a serious malfunction, 
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problem or threat in some device or subnetwork has been suspected after the 
trend analysis. Using the synthesis results, the observer could even try to recog-
nize zero-day attacks or abuse using flexible companion of the network security 
monitoring system capabilities, by comparing various network behaviours to the 
network’s normal operation. Effective trend-, comparison- & synthesis methods 
could be found, developed, or even automated after the experimentation, which 
could be used to identify the security problems in the network, and preferably 
also to suggest the origin (i.e. the root cause) of the problem. 

3.2 Basic networking element 

Adequate audit trail must be possible to collect within each network element to 
be monitored, system log collection must be enabled, and there must be enough 
resources in the device (e.g. memory and CPU capacity) to store and process the 
log files, even during exceptional circumstances, like alarm storms. The process 
of network element procurement must integrate all the applicable functional 
security requirements for devices’ monitoring capability and remote monitoring 
data exchange standards that the purchased device or system must fulfil. How-
ever, for some cases, just standard ICMP & secured SNMP requests by the serv-
er and the corresponding client replies could do enough for the required security 
monitoring functionality. 

Generally speaking, many of the deployed monitoring clients within network 
elements have recently been implemented as proprietary application layer soft-
ware, even if there are also middleware or firmware software implementations 
available for some systems. 

Monitoring should often concentrate on the device’s basic status properties, 
such as: 

 Device: On / Off?  
 An interface: Operating / Overbooked / Shut down?  
 Device’s remote admin control: Enabled / Disabled?  
 Status of current configuration: Approved / Changed?  
 Device’s real time logging setting: On / Off?  
 Throughput values: Within limits (upper – lower)?  

The reason for the basic properties follow up is that the bulk generation of moni-
toring data can thus be avoided in most situations. 
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3.3 About traffic flow analysis 

If feasible, organize the data traffic flows using (standard) flow analysis tools, 
which have good extension properties and capability to gather the captured flow 
data and to present the flows as grouped according to well known protocol / 
application categories. Note that the flow analysis is rather resource consuming 
task, and it usually requires the purchasing and usage of special flow analyser 
equipment and software. For example, some ad-hoc developed or operated open 
source netflow analysers could cause more harm and effort to the network ad-
ministration, than real benefits & value for the network security monitoring.  

After estimating the various risk levels of your relevant network abuse cases, 
consider developing a system where you can: 

 Identify, characterize, and classify such flow groups that have normal 
behaviour 

 Identify, characterize, and classify such flows that are unclassified  
earlier 

 Identify, characterize, and classify such flow groups that have  
abnormal behaviour 

 Identify, characterize, and classify such flows that are due to malicious 
abuse. 

Gather, set up and store the baseline data for the abovementioned flow group 
families. It would also be beneficial if you could add certain identification and 
metadata characteristics to such a baseline data, for example, a certain change 
occurred in system circumstances, abnormal occasion or happening, e.g. a visitor 
audience or maintenance work happened during the day, etc. The most important 
capability is to be able to reuse the different baseline data, in order to later com-
pare e.g. the abnormal and unclassified flows behaviour with the specific known 
baseline flow behaviour. 

3.4 Data analysis methods 

The feasible analysis of aggregated data can usually include two principal meth-
od families. When there are lots of monitoring data to be analysed, together with 
modest computing and memory capabilities, then statistical analysis methods 
may be feasible. Statistical analysis methods are feasible for identifying suspect 
behaviour or traffic flows in the network, but they seldom are 100 % accurate. 
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Instead, the distinct analysis methods, such as the deep packet inspection, are 
feasible for investigating particular, already suspected data connections. Howev-
er, the drawback of deep packet inspection is, usually, the required expert for 
manual inspection, or relatively expensive data inspection system that requires 
e.g. powerful processing, lots of memory, but still expensive manual mainte-
nance work for the rule base definitions, etc. 

We shall concentrate here more on statistical methods than on e.g. deep packet 
inspection or other distinct methods. This is due to the generic applicability of 
statistical methods and also due to the fact that many statistical methods may be 
used to automatically analyse big amounts of data, still with only moderate ad-
ministration effort, or algorithm teaching time. 

3.4.1 Statistical methods 

Statistical methods for monitoring the data communication security policy con-
formance 
 
There is usually a defined security policy – e.g. within a company, corporation, 
operative alliance, or simply within industrial plant – that is intended to be en-
forced by the firewalls, hardened host configurations, secure change manage-
ment practices, and other measures in place. For example, only certain secure 
communication protocols and services such as HTTPS (SSL/TLS), SFTP, SSH, 
SNMPv3, etc., could be allowed for transfer through certain critical network 
segment. Also the application data carried inside these protocols are often gov-
erned, for example, any streaming application protocols might be forbidden ac-
cording to company policy. However in reality, there might be occasional viola-
tions or data leaks against this common policy, which needs to be recognized 
and then reacted by the responsible system administrators. The main goal might 
be to proactively avoid that the evolving networked system will eventually break 
out the defined security controls.  

So, some practical methods should be taken into use to classify the potentially 
numerous communication data flows to help in the (real-time) identification of 
the policy violating data traffic. Traffic analysis is a generic term for the process 
of intercepting data communication and examining (encrypted) messaging to 
deduce the important information out by the recognized traffic patterns, using 
e.g. statistical methods.  
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The statistical analysis methods for the identification of policy violating data 
traffic include, but are not limited to: 

 K-means clustering. A learning algorithm that assigns observations 
into various clusters. Each observation is put to a cluster that has the 
nearest mean value. The observation can be n-dimensional vector 

 GMM (Generalized Method of Moments)-based classification. 
GMM is a general method for estimating the parameters of statistical 
models 

 SVM (Support Vector Machines). Supervised learning methods for 
statistical pattern recognition. May also be used for classification and 
analysing the regression 

 HMM (Hidden Markov Model). A statistical Markov model, often 
considered as the simplest dynamic Bayesian network. 

To be able to identify security policy violations, what kind of data traffic strings 
should be investigated and what kind of method should be used to analyse more 
closely the revealing data strings or signalling behaviour being buried in the bulk 
of network data traffic? In the next, we shortly discuss about some potential 
analysis methods and network traffic data attributes.  

The potential statistical methods shall include:  

 Flow analysis: Analysing the IP packet header information and divid-
ing the traffic to individual data flows, e.g. protocol session flows, 
based on IP source and destination addresses, -ports, services, time 
stamping, etc. information. Also identifying the sessions of various en-
cryption protocol (SSL, SSH, ESP, etc.) based flows, if possible 

 Analysing the internals of at least the exceptional and/or unknown data 
flows and statistically classifying the flows into specific number of 
groups. Success in this often requires some earlier teaching of the sta-
tistical method, using fixed (known) baseline traffic data. The attrib-
utes that are used as inputs in the statistical methods often include 
packet size, -direction, time duration between the packets, etc., within 
the exceptional flow. 

Finally, some of the potential policy violations might be detected no sooner than 
e.g. from the graphics or summary presentations for the user. Of course, the 
grouping of data flows should be automated, when possible, at least between the 
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two groups of “according-to-policy” / “not-according to policy”. In most statisti-
cal methods, the number of input attributes is not limited. This means that vari-
ous different attributes and combinations can be experimented to find out the 
most effective solution for each case. 

The feasibility analysis of these statistical analysis methods shall not be pre-
sented here more closely. However, each of them might be used in various ways, 
with different benefits & drawbacks. 

3.4.1.1 Example – K-means clustering 

In this short example, we give some advice for the usage of K-means clustering 
method: 

 Select the most effective basic transmission attributes as inputs for the 
k-means clustering. Examples include message size, packet interval, 
round trip time, retransmissions, acknowledgements, auto-diagnostic 
messaging, error messages, etc. Try for example to figure out or postu-
late using the existing knowledge - What is the most important attrib-
ute set typically changing during attack execution or attack prepara-
tion? 

 Experiment with various different formulas that take the attribute set as 
input, or ask consultation from the method or application area expert. 
Aim for setting up such formula(s) that shall produce an easily mod-
elled output in an equation. E.g. any linear dependence between the 
formula and values constitutes a perfect equation, or even a new net-
work behavioural law 

 Within the method, experiment with and use alterations in the number 
of clusters setting. For example, using a small number of clusters may 
help the user to quickly learn some of the basic properties of a new un-
classified flow type. By setting up the number of clusters much higher, 
however, one might be able to distinguish the various different func-
tions (e.g. the effects of applied remote commands within a session) in-
to different flow types, but that setting is far more resource consuming. 
For normal situations, it is recommended to use a fixed number of 
clusters, which has been proven effective for the abuse case 

 Sometimes (e.g. in recognizing the Zero-day attacks), it may require 
exceptional modelling configuration to recognize a risky flow or a 
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family of risky flows. The use of exceptional attributes and formulas 
might be required to recognize such attacks, as they might be designed 
as invisible in the current network monitoring tools. Usually, you 
should also monitor (in parallel) within the upper & lower thresholds 
of normal traffic flows, whether there are any slighter implications of 
some pending abuse case 

A procedure for enabling successful clustering of a “single function” 
To begin with, study what shall be the best analysis method for identifying re-

liably and accurately the distinguishing characteristics of each particular flow 
type. 

 Measure the principal characteristics of each functionally and opera-
tionally separate flow type. E.g. you need to filter out all the other 
flows to separate apart only the candidate flows that need a new model 

 Try out and run various different method constructions to develop a 
robust method. Try also with various attributes. The new method con-
struction (method, inputs, outputs) must be able to reliably identify the 
particular flow type 

 Specify a preliminary model for each distinguishing functional flow 
type. To do this, use the experimented method construction with test 
runs and your labelled data 

 Practice each model (to the extreme) to find “the nominal” result and 
the acceptable range of output values that still fit to this model. E.g. 
test generators  & traffic can be used to practice each model, aim at 
finding the final form of the model 

 Specify finally the robust model for each distinguished, functional flow 
type. Each model should be strict and catch only the intended flow 
type, as you have the objective to reliably identify and recognize a par-
ticular functional trace from the bulk of network flow data. 

3.4.2 About network data aggregation methods 

The presentation of aggregated analysis results can be done, for example, using 
2–3-dimensional fields/maps, where e.g. the unclassified, abnormal and mali-
cious flows/groups are highlighted in some way over the normal groups. Possi-
bly an initially estimated risk rating for the suspected groups should also be cal-
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culated and shown to the user, based on e.g. modelled data from previous 
groups. However, the risk rating shall be difficult to estimate reliably, but it 
should help in (re-)directing the user’s attention to potentially risky network 
phenomena. 

The groups may be presented visually in different contexts, depending on the 
needs of the security monitoring system. The context examples include: 

 Physical map, or distance (e.g. logarithmic) from the critical network 
points 

 Perceived policy versus currently defined security zones 

 Time duration from unusual / critical behaviour or occasions 

 Application behaviour, e.g. the difference rate of a suspect group’s be-
haviour from the allowed or denied applications group behaviour. 

It is difficult to monitor that the contents of the communication was according to 
pending corporate security policy, especially if the communication was end-to-
end encrypted. For that, we need either a brute force opening of the encryption 
which is illegal without a legal case, or some statistical methods that shall only 
reveal the violations against, for example, corporate security policy, without 
injuring user’s legal rights for privacy. 

Also a special case in network security monitoring, especially relevant in fo-
rensics cases, is to combine and correlate the information of particular node’s 
data flows to the node’s detail log information. In principle, the highest user 
permissions and access rights, according to which users were logged in, were 
specified in the used access control services, and should not be smaller than 
those observed from all users data traffic, flows and applications at the duration 
of the login sessions. To make the sanity check or correlation easier, the nodes 
should also log the sessions that each user name are committed to during login 
time span. A big problem area is obviously the internal attacks. For example, 
how to security monitor (a privileged) user initiated programmatic changes or 
executable based configuration changes of systems, or configuration data ex-
changes efficiently in a scalable way, and at the same time using only methods 
that preserve the privacy of the user? Eventually, a root cause for the possible 
system malfunction or misuse should be possible to sort out accurately. 
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4. Conclusions 

Some guideline for the development of effective network security monitoring 
systems. 

Plan and construct an experimentation system for the purposes of security 
monitoring, according to your operations risk profile. 

Using an ideal, advanced security monitoring system, the system operating 
user should be able: 

 To select the monitored attributes as freely and as multifaceted as pos-
sible, according to various needs and hypotheses 

 To select the occupied analysis algorithm purely according to the 
needs of the investigated phenomenon, without laborious development 
and configuration efforts for the algorithm or its interfaces 

 To select the most feasible (or experimental) analysis parameters and 
threshold values according to the needs of the investigated phenome-
non in question 

 To visualize the outcome of the analysis methods and algorithms, and 
summarize and combine it in flexible ways using graphical presentation 
tools and user interfaces 

 When necessary, also to extend the analysis using external, private, or 
public analysis tools suitable for specific purposes. 

In this way, the most feasible measurements, methods and configurations could 
be used to monitor the various security situations, case per case, within the 
monitored ecosystem. 

What seems to remain irreplaceable is the network operators’ own thinking & 
gathered knowledge about the operating environment, their goal setting and en-
forced processes that enable the correct way to manage the network securely, 
also at the time when future challenges suddenly realizes. 
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